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The rationale for studying transmitter interactions to
understand the neural bases of cognitive function

Edward D. Levin

Department of Psychiatry and Behavioral Sciences, Box 3412, Duke University Medical
Center, Durham, NC 27710, USA

The brain is an organ of communication. Neurons within the brain connect in net-
works that communicate with each other to provide behavioral function. This net-
work organization is particularly evident with regard to cognitive function, from
simple sensorimotor plasticity to attentional, learning and memory processes. Cog-
nitive function involves the participation of diverse brain areas including parts of the
limbic system, such as the hippocampus and the amygdala, as well as the frontal
cortex, portions of the thalamus and the basal forebrain cholinergic and midbrain
monoaminergic nuclei, which project to the more dorsal and rostral brain regions.
The interactions of these systems can be characterized by the different neurotrans-
mitters used to communicate between the different brain regions and neuronal types.
A variety of drugs are available which more or less selectively stimulate or block
receptors for these transmitters, which can be used to manipulate the activity of these
systems to discover their functional interactions. Studying the interactions among
these drugs can provide a window through which neural communication underly-
ing cognitive function can be studied and new therapeutic treatments for cognitive
dysfunction can be developed.

The chapters of this book were written by international experts in the field of
behavioral neuroscience and provide a background review of the literature in the area
of neurotransmitter interactions and cognitive function. They also provide insight into
the experimental methods used for discovering new information concerning these
neural interactions. This is a vigorous and wide-ranging field of research. A portion
of that research is covered in this particular book. The current book is a follow-up to
the previous volume with the same name published in 1992 [1]. In the past decade and
a half substantial progress has been made in the area with considerable improvements
in our understanding of how neural systems interact in the basis of cognitive function.
The orientation underlying this field of endeavor was insightfully discussed in the
earlier book by the late Dr. Roger Russell who emphasized the vital consideration
of the integrated organism in the full understanding of neurobehavioral function [2].
It is not the understanding of the critical parts of the system that underlie function
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that are particularly important, but how these parts interact and work in concert to
synthesize behavior that provides a more complete and accurate understanding of
behavioral function. This is the philosophy that underlies the current volume as well.

A variety of international experts using a variety of experimental approaches
have contributed to this volume. Neural systems using acetylcholine have been very
well characterized in the basis of cognitive function. The chapter by Dr. Zarrindast
provides an overview of the neural systems involved in cognitive function, particu-
larly cholinergic systems. Specific interactions of cholinergic systems are examined
in detail in the following chapters. Dr. Warnock and colleagues describe the interac-
tions between acetylcholine and corticotropin releasing factor (CRF) in the modu-
lation of cognitive behavior. Dr. Sarter and colleagues have characterized forebrain
dopaminergic-cholinergic interactions in the basis of attention, shedding light on both
psychostimulant addiction and schizophrenia. Chrobak et al. have characterized an-
other principal branch of the forebrain cholinergic innervation, the septohippocampal
cholinergic system. Intraseptal cholinergic infusions alter memory in the rat: method
and mechanism.

Certainly the cholinergic system is not alone in the neural basis of cognitive
function. Blandina and Passani demonstrated that central histaminergic system in-
teractions are important for cognitive function. Dringenberg and Kuo investigated
cholinergic, histaminergic, and noradrenergic regulation of LTP stability and induc-
tion threshold: cognitive implications. Our group has investigated the interactions of
nicotinic acetylcholinergic systems with antipsychotic drug effects on dopaminergic
and serotonergic systems and cognitive function in intact systems as well as dys-
function produced by NMDA glutamate blockade. The relative importance of limbic
system interactions has been investigated by Guterman and Richter-Levin who eval-
uated the effects of neuromodulators of long-term potentiation in the amygdala and
hippocampus in response to stress.

While the majority of research on neurotransmitter interactions and cognitive
function has investigated these functional interactions in rodents, it is important to
explore other experimental models to determine the generality and specificity of the
functional interactions. Drs. Ewert and Schwippert showed that modulation of visual
perception and action by forebrain structures and their interactions in amphibians. It is
also vital to conduct human studies to determine how the animal model studies match
clinical reality. Dr. Oades has investigated function and dysfunction of monoamine
interactions in children and adolescents with attention deficit hyperactivity disorder
(ADHD).

An important developing technology is the emergence of computer models of
neurocognitive function. Because the neurotransmitter interactions are quite com-
plex, it is important to develop computational tools to organize in a systematic fashion
the discoveries concerning the parts of the systems investigated into an understand-
ing of the function whole. Larrauri and Schmajuk have developed computer models
of an elementary form of neurobehavioral plasticity, prepulse inhibition. Computer
models will be of increasing use for the understanding of complex interacting neural
systems forming the basis of cognitive function.
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Neurotransmitter interactions in the basis of cognitive function is critical for the
basic understanding of how neural systems produce functions that comprise cogni-
tion. As different parts of the neural networks work together the respective neuro-
transmitters and their receptors play important links in the system. These transmitter
interactions are also critical to the understanding of cognitive dysfunction. Cog-
nitive disorders such as ADHD and Alzheimer’s disease as well as the cognitive
impairments of schizophrenia are characterized by disrupted interactions of a va-
riety of neural systems using a variety of neurotransmitters and receptor systems.
Finally, understanding neural interactions underlying cognitive function is essen-
tial to the rational development of therapeutic treatments for cognitive dysfunction.
Chronic dysfunction of one neural system would inevitably cause adaptive changes
in other related neural systems. Drug therapy for cognitive dysfunction is most of-
ten directed at modulating neurotransmitter systems by direct receptor agonist or
antagonist actions or indirect actions on the synthesis, degradation or sequestration
of neurotransmitters. Like chronic dysfunction chronic drug therapy will inevitably
cause adaptive changes in the target system as well as interacting neural systems.
Understanding the neurotransmitter interactions underlying cognitive function is es-
sential for both the appreciation of the complexities of chronic neural dysfunction as
well their therapeutic treatment.
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Neurotransmitters and cognition

Mohammad R. Zarrindast

Department of Pharmacology, School of Medicine, Tehran University of Medical Sciences,
Tehran, Iran

Introduction

Cognition deficits have received much attention over the last two decades. The severe
impairment of cholinergic function in dementias, particularly in age-related cogni-
tive decline andAlzheimer’s disease has been indicated. However, loss of cholinergic
activity may play a key role in the cognitive symptoms but it cannot clearly demon-
strate the entire mechanism involved. Increase in acetylcholine or administration of
direct cholinergic agonists are not able to combat such cognitive impairments. More-
over, stimulation of monoaminergic activity, in conjunction with cholinergic thera-
pies, may induce effective treatment of Alzheimer’s disease [1]. Furthermore, effects
of other neurotransmitters, such as cathecholamines, serotonin, GABA, histamine,
adenosine, nitric oxide and cholecystokinin and their role in learning and memory in
animals have been tested. Decrease or increase in levels of the neurotransmitters or
activation or blockade of different receptors related to the neurotransmitters indicate
that other mechanisms may alter learning and memory. The role of a network consist-
ing of different neurotransmitter systems may be important for learning and memory
processing. Therefore, the aim of this section is to simply show the involvement of
different neurotransmitter systems in cognitive behavior.

Cholinergic system and cognition

Both human and animals studies have shown that the cholinergic system, particularly
muscarininc acetylcholine receptors, may have a role in memory [2–5]. Moreover,
functional imaging studies revealed that cholinergics increase and anticholinergics
depress activity measures in subcortical regions such as thalamus that are responsible
for maintaining arousal and attention [6].

A reliable relationship between the status of basal forebrain cholinergic neurons
and severity of age-related impairment has been indicated [7, 8], and an extensive lit-
erature has also demonstrated an age-dependent decline in various aspects of learning
and memory [9].

Cholinergic function could contribute to both the cognitive deficits and dementia.
Although acetylcholine could be considered to be a neurotransmitter that is highly
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involved in learning and memory processes, the validity of experimental data from
pharmacological and lesion studies, which were interpreted in terms of cholinergic
mechanisms, has been seriously questioned by some authors [10, 11].

The latest picture of muscarinic receptors shows five subtypes, named M1-M5,
which are typical members of the superfamily of G-protein coupled receptors. Mem-
ory impairment caused by scopolamine may be due to blockade of M1 receptors [2].

Brain cholinergic innervation comes from five major nuclei: (a) the basal fore-
brain, which innervates the cortex and hippocampus; (b) the diencephalus, which
gives rise to local circuits and innervates the cortex; (c) the striatum, which also
gives rise to local circuits; (d) the brain stem, which innervates the thalamus, the
basal forebrain, the hindbrain, and the cerebellar cortex; and (e) the spinal cord,
which innervates the cranial and somatic muscles and secretory glands. The sys-
tem is extensively interconnected, leading to the coordinated firing of neurons and
different cholinergic subsystems [12–14].

Damage to the basal forebrain (CBF) region can result in global cognitive impair-
ments; for instance, aneurysms of the anterior communicating artery that injure the
basal forebrain are associated with amnesia and impairments in executive function
[15–17].

Damage to components of the cholinergic basal forebrain (CBF) with electrole-
sion, excitotoxins, or the cholinergic neurotoxinAF64A, produces deficits in a variety
of cognitive tasks. These deficits have typically been ascribed to impairments in work-
ing/episodic memory or attention [18–21]. In addition, the pathological hallmarks
of Alzheimer’s disease include the extensive degeneration of cholinergic neurons in
the CBF as well as neurofibrillary targets and amyloid plaques in the target of the
CBF such as the cerebral cortex and hippocampus [22, 23].

The cholinergic nuclei of the forebrain have a diffuse distribution, thus traditional
approaches to removing these structures (i.e. excitotoxic, electrolytic, radiofrequency
lesions) in experimental animals invariably include damage to non-cholinergic neu-
rons and only incomplete destruction of cholinergic cells. The development of an
animal model to examine the cholinergic hypothesis therefore requires more selective
neuropathology than is possible with traditional lesion strategies [10, 24].

Nicotine acetylcholine receptor mechanism and cognition

Nicotine is the only chemical available in a biologically significant quality in tobacco
that has been shown to meet criteria for an abusable drug.

Nicotine receptors exist as a variety of subtypes, a hetrogenicity that is due to the
diversity of the genes encoding acetylcholine nicotininc receptor subunit. Sixteen
acetylcholine nicotinic receptor subunit genes have been cloned from vertebrates
(α1 to α8, β1 to β4, γ , ε and δ). These receptors are cationic channels that belong
to ligand-gated ion channels, which are key molecules in the cholinergic nicotinic
transmission in a number of areas in brain peripheral nervous system and can be
opened by nicotine and acetylcholine [25].
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Nicotinic receptors are mainly located in various cortical areas, the periacque-
ductal grey matter, the basal ganglia, the thalamus, the hippocampus, the cerebellum,
the retina, and in chickens the optic lobes [14].

Most of nicotine effects have shown to be mediated by changes in the release of
a number of neurotransmitters [26]. The agent produces several behavioral changes
through different neurotransmitter systems.

Nicotine induces purposeless chewing through dopaminergic or nicotinic mech-
anisms in rats [27], grooming in rats by activation of cholinergic and dopaminer-
gic mechanisms [28], hypothermia through indirect dopaminergic mechanism [29],
and anxiogenesis in mice through adrenergic and cholinergic systems [30]. The
drug increases apomorphine-induced licking [31] and sniffing [32] behaviors in rats,
and attenuates naloxone-induced jumping behavior in morphine-dependent mice by
central nicotinic receptors [33]. It potentiates morphine analgesic effect [34], in-
duces antinociception by cholinergic and opioid mechanisms [35], and potentiates
sulpiride-induced catalepsy through cholinergic and nicotininc mechanism [36].
There is cross-tolerance between morphine- and nicotine-induced hypothermia in
mice [37]. Therefore, one may expect that nicotine affects learning and memory
through different neurotransmitters.

Activation of neuronal nicotinic acetylcholine receptors (nAChRs) has been
shown to maintain cognitive function aging or the development of dementia. Nico-
tinic receptor agonists may improve cognitive function in aged or impaired subjects.
Epidemiological and also both in vitro and in vivo animal studies have shown that
smoking may be protective against the development of neurodegenerative diseases.
However, nonsmokers may have twice the risk for Alzheimer’s disease (AD) or
Parkinson’s disease, smoking may have more association with Parkinson’s disease
(PD) than Alzheimer’s disease. Negative association between cigarette smoking and
AD or PD shown by several epidemiological studies have also been suggested. The
epidemiological data suggest that smoking protects against development of some
forms of PD, however, there is a study that suggests that smoking increases the like-
lihood of PD along with other factors, including old age and family history of PD.
Controversy also exists about the benefit of smoking inAD, and epidemiological data
are less consistent for a protective effect of nicotine in AD; one study indicates that
nicotine intake may protect against neurochemical markers of neurodegeneration
related to AD (for review see [38]).

Nicotine has been shown to have both facilitating and impairing effects on learn-
ing and memory in animals. The dose of nicotine used may play an important role
in the drug effect. The drug has been shown to improve recall in humans [39] and
produce a retrieval deficit in mice [40]. The interaction of nicotine with postsynaptic
nicotine receptors should play an important part in the production of its effects. How-
ever, many central effects of the drug have been shown to be attributed to changes in
the release of a number of neurotransmitters [26] including acetylcholine [41]; the
precise mechanisms involved in its responses are not clear.

Gilliam and Schlessinger [40] indicated retrieval deficits for nicotine in mice,
however, in a passive avoidance learning task, it increased step-down latencies in
mice, indicating increase in memory [42]. Locomotor activity is a major problem in
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testing the effect of different agents on learning and memory and it has been suggested
that this task is more reliable than other methods of memory and learning assessment
in this respect [43]. Nicotine in the dose used (0.5 mg/kg), which was effective, did not
alter locomotion and thus the drug may improve memory retrieval [42]. Although
cholinergic mechanism has been shown to be involved in memory [44], antimus-
carinic, atropine failed to alter the nicotine-induced improvement of retrieval. Thus
the involvement of muscarinic mechanism in the response of nicotine seems unlikely.
It has been suggested that both peripheral and central mechanisms are involved in
learning and memory processes [45, 46]. However, the improvement of retrieval in-
duced by nicotine was decreased by the nicotine receptor antagonist mecamylamine
[47] but not peripheral nicotinin receptor antagonist hexamethonium. These results
may indicate that central nicotinic receptor sites are involved. There is evidence that
dopaminergic neurons possess nicotinic receptors and nicotine enhances dopamine
release by increasing neuronal firing and via direct presynaptic action on terminals
[48]. Dopaminergic mechanisms have been shown to affect learning [49, 50]. The
increase in nicotine enhancing response in memory retrieval [42] by a D1 dopamine
receptor antagonist, SCH 23390 [51], but not D2 receptor antagonist sulpiride [52],
may indicate that D1 dopamine receptor mechanism exerts a negative influence on
the improvement of retrieval by nicotine. However, the antagonist alone did not elicit
any response. SCH 23390 may also bind with high affinity to 5-HT2 receptors in
the brain [53] and antagonize 5-HT2 receptor activation both centrally and periph-
erally [54, 55]. Although nicotine has been proposed to release catecholamines [26]
and adrenergic mechanisms have been shown to affect learning and memory pro-
cesses [45], the α-adrenoceptor antagonist phenoxybenzamine did not change the
step-down latencies, thus α-adrenoceptor mechanisms appear not to be involved in
the nicotine-induced improvement of retrieval. The β-adrenoceptor antagonist pro-
pranolol increased the nicotine response. The antagonist alone also increased the
retrieval of the learned task, which is not in agreement with the report [56] showing
that β-adrenoceptor activation enhances memory. It seems unlikely that propranolol
actually potentiated the effect of nicotine, and thus further studies are needed to
elucidate the precise mechanism involved in the interaction between β-adrenoceptor
and nicotine mechanism in the process of learning and memory (see [42]).

Interaction of different neurotransmitter systems with cholinergic system in
cognition

However, many clinical [57–59] and experimental [60] studies have also shown that
the cholinergic system may be, in part, important in cognition, and there is evidence
which shows interactions between cholinergic and other neurotransmitter systems
such as adrenergic, dopaminergic, serotonergic, GABA, adenosine CCK, nitric oxide,
opioids and histamine systems, which should be considered in memory processes.



Neurotransmitters and cognition 9

Dopamine receptor mechanism and cognition

Dopamine has been suggested to be a potential substrate for synaptic plasticity and
memory mechanisms [61]. Direct pharmacological manipulation of dopamine activ-
ity by administration of dopamine agonists provides evidence of a role for dopamine
in learning and memory [43, 45, 62–64]. It has been suggested that dopamine up-
take inhibition improves learning of inhibitory avoidance and increases hippocampal
acetylcholine release [65]. However, it is not clear whether stimulation of dopamine
receptor sites facilitates or impairs learning and memory. The discrepancy between
the results may be due to activation of different receptor subtypes and different ex-
perimental design. To date, five dopamine receptor subtypes have been cloned and
are differentiated as belonging either to the D1 (D1 and D5 subtypes) or D2 (D2,
D3 and D4 subtypes) receptor families [66–68]. D1 dopamine receptor stimula-
tion leads to an increase in the formation of cAMP, while the activation of the D2
dopamine receptor either does not increase cAMP or actually decreases it [69]. The
D3 dopamine receptor is not linked to adenylate cyclase and is not influenced by
GTP, which regulates binding associated with D1 and D2 receptors [70, 71].

Both D1 and D2 receptors have been implicated in various learning and memory
processes [64, 72–74]. Dopamine D1 receptor agonists were found to enhance passive
[72] and improve cognitive performance in rats [75], or have no effect on learning
[64, 74]. In active avoidance test, a single administration of D1 receptor agonist SKF
38393 in rats [76] improved retrieval, which was antagonized by the D1 antagonist
[42]. It has been proposed that dopamine D1 receptors are involved in at least one
form of the cognitive processes [77].

Low and high doses of apomorphine, which is a mixed D1/D2 dopamine receptor
agonist [78], in one-way active avoidance procedure in mice improved or impaired
retrieval, respectively [42]. The opposite effects induced by low and high doses of
apomorphine have also been shown for single-trial passive avoidance learning in
mice [43], suggesting that the central dopamine systems may play an important role
in modulating memory processes. Since D1 antagonist SCH 23390 [51] and a high
dose of the D2 antagonist sulpiride [52] reversed the impairment induced by higher
doses of apomorphine, it has been concluded that both D1 and D2 receptors are
involved in retrieval deficits. However, there is a report indicating that apomorphine
attenuates forgetting [45], others [43] suggested that low dose of apomorphine by
acting at pre-synaptic dopamine receptors improves memory retrieval, while higher
doses of the drug stimulate postsynaptic D2 dopamine receptor and impair memory
retrieval.Administration of low and high doses of the D2 receptor agonist bromocrip-
tine in mice [69, 79] also improved or impaired retrieval, respectively. While a low
dose of sulpiride (20 mg/kg) antagonized the improvement induced by low dose
of bromocriptine, a high dose of the antagonist reversed the impairment induced
by higher doses of bromocriptine treatment. When D2 agonist quinpirole [80] was
employed, a similar result was obtained. However, the effect was slight and not sta-
tistically significant. Low and high doses of the D2 agonists and bromocriptine may
act on pre- or post-synaptic dopamine receptors, repectively, and it may be suggested
that activation of pre-synaptic D2 receptors will improve, while stimulation of post-
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synaptic D2 receptors will impair retrieval in trained mice. It has been suggested
that D2 receptors in the ventral hippocampus are involved in memory performance,
possibly through the regulation of acetylcholine release [81].

Other experiments also suggested that D3 receptors are involved in the modula-
tion of stimulus-reward learning by the mesoamygdaloid dopamine receptors [82].

Noradrenergic system and cognition

Noradrenergic pathways have been suggested to play an important role in the modu-
lation of learning and memory [83–85]. The role of brain norepinephrine in memory
processes has been originally assessed through post-training intracerebral admin-
istration of the neurotransmitter, as well as of reserpine [86, 87]. Based on these
studies, locus coeruleus [88, 89], amygdala [90–92] and hippocampus [93–95] have
been implied as important sites involved in the modulatory effects of the noradren-
ergic receptors on cognitive function.

Noradrenaline functions through four different receptors: α1, α2, β1 and β2, each
of which has further subtypes [96]. Both α2 and β-adrenergic receptors have been
suggested to be involved in cognitive dysfunction of schizophrenia, Alzheimer’s
disease and attention deficit hyper activity disorder [97]. Furthermore, it has been
proposed that α2-adrenergic antagonists could be used in Parkinson’s disease [98].
Moreovere, some drugs such as imipramine [99], dexamethasone [100], a GABAB
receptor agonist, baclofen [101] and histamine [102] induce impairment of memory
through α2-adrenoceptors. β-adrenoceptor also may be involved in the decrease in
memory acquisition induced by theophylline [103]. In conclusion, however, activa-
tion of both α- and β-adrenoceptors may impair memory; α2-adrenergic antagonists
may improve memory in some neuropsycological disorders.

Serotonin and cognition

Serotonin (5-hydroxytryptamine, 5-HT) is a biogenic amine that is involved in a
wide range of physiological functions including sleep, appetite, pain perception, sex-
ual activity, and memory and mood control [104]. Neurochemical studies demon-
strated loss of both cholinergic [105, 106] and serotoninergic amines in the brain
of Alzheimer’s patients [107, 108]. Cholinergic-serotonergic interactions have been
suggested to play an important role in learning and memory (for reviews see [109]).
There are also structures in mammalian brain in which cholinergic and serotonergic
neuroanatomical substrates can be identified. These structures include the basal fore-
brain nuclei (diagonal band of Broca, septal region, nucleus basalis), the laterodorsal
and pedunculopontine tegmental nuclei, the hipocampus, the striatum and at least
some cortical areas. However, the general picture lacks precision, essentially because
the histological or morphological observations often indicate possibilities rather than
certitudes (for more details see [109]).

The effects of serotonin in the CNS are mediated through different 5-HT receptor
types. These receptors have been classified into four main classes; named 5-HT1, 5-
HT2, 5-HT3 and 5-HT4 [110, 111]. 5-HT5, 5-HT6 and 5-HT7 receptors have also
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been cloned but are not yet fully characterized. Moreover, four subtypes of 5-HT1
have been demonstrated and named 5-HT1A, 5-HT1B/1D, and 5-HT1F.

Some behavioral and neurobiological studies did not indicate any link between
cognition and 5-HT receptor subtypes (see [112]). On the contrary, there is evidence
indicating that different subtypes of the receptors potentially interact to contribute
to a particular function. Riad et al. [113] demonstrated that 5-HT1A receptor ago-
nists promote the growth and branching of neurites of cholinergic cells in primary
culture of fetal septal neurons. In regard to the role of 5-HT receptors in the con-
trol of acetylcholine release, it has been suggested that in enthorhinal cortex 5-HT
activates 5-HT3 receptors located on GABAergic neurons that in turn inhibit cholin-
ergic function [114]. Studies in experimental animals have indicated that decrease
in cholinergic and serotonergic activity produces a synergic decrement in learning
and dementias of the Alzheimer type [115]. 5-HT1A receptors can play a key role
in cholinergic-serotonergic interactions, and may be potential targets for a possible
pharmacotherapy ofAlzheimer’s disease [116]. There is evidence that 5-HT1A and/or
5-HT1C agonists may provoke a new approach to the treatment of learning disorders in
aging or Alzheimer’s disease [117]. Blockade of 5-HT1A receptors may compensate
the loss of cholinergic excitatory input on pyramidal cells, probably by favoring the
action of other excitatory transmitters [118]. Stimulation of 5-HT1B receptors [119]
and 5-HT1A receptors in the CA1 region of the dorsal hippocampus has proposed to
impair spatial but not visual discrimination in rats [120]. Fornix transection in the
marmoset produces a specific effect on memory for, and acquisition of, visuo-spatial
tasks, and this cognitive deficit was alleviated by a 5-HT1A antagonist [121]. It has
also been demonstrated that serotonin has an important role in cognitive processes,
since excessive release, but not depletion, of serotonin leads to memory impairments
in rats [122]. Stancampiano et al. [123] proposed that hippocampal acetylcholine
could be involvd in attentional and cognitive functions underlying motivational pro-
cesses, while serotonin could be implicated in non-cognitive processes (i.e. in the
control of motor and feeding behavior). Since serotonin and acetylcholine neuro-
transmission is stimulatory activated during the spatial memory task, this suggestes
that these neurotransmitter systems regulate behavioral and cognitive functions. The
authors suggested that the combined degeneration of serotonin and acetylcholine sys-
tems is relevant in the behavioral and cognitive disorders observed in Alzheimer’s
disease. However, most studies indicate impairments of memory by stimulation of
5-HT1A receptors and also 5-HT neurotransmission may be necessary in learning in
some memory establishment and regulation [124]. It seems possible that serotonin in
combination with other neurotransmitter systems be involved in memory processes.

GABAergic system and cognition

γ -Aminobutyric acid (GABA) is the main inhibitory neurotransmitter in the brain.
GABA acts at various pharmacological distinct receptor subtypes, GABAA, GABAB
and GABAC [125–127]. There is extensive evidence indicating that the adminis-
tration of GABAergic agents affects memory retention and learning [128–130].
Generally, GABA receptor agonists impair while its antagonist facilitate memory
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[131–134]. GABA is cleaved from the synaptic cleft by uptake via specific trans-
porters. Inhibition of such transporters increases the effectiveness of physiologi-
cally released GABA. Schmitt and Hiemke [135] have demonstrated that tiagabine,
a GABA transporter inhibitor impairs spatial learning of rats in the Moriss water-
maze. Baclofen, a selective GABAB receptor agonist has been shown to impair spatial
learning in rats [136]. The role GABAB receptors play in neural transmission and
inhibitory regulation may significantly contribute to the processes of learning, infor-
mation storage, and memory. Pharmacological manipulation of GABAB receptors
may powerfully alter neuronal transmission and synaptic plasticity in the hippocam-
pus [137]. Furthermore, Brucato et al. [138] demonstrated that GABAB receptor
blockade suppresses the induction of long-term potentiation (LTP) in the dentate
gyrus in vivo. Additionally, they provided evidence of a behavioral task that is de-
pendent upon GABAB receptor function. While GABAB receptor blockade produced
no change in performance on the radial maze, a deficit in the acquisition of spatial
memory was observed in the water maze. The investigators indicate that GABAB
receptors are important for the induction of LTP in the dentate gyrus. In addition,
they suggest that GABAB may play a critical role in spatial learning tasks where
stress may influence performance. The intermediate and medial hyperstriatum is a
forebrain in the domestic chick that is a site of information storage for the learning
process of imprinting. McCabe et al. [139] have proposed that this regional plastic-
ity in GABAergic neurones is involved in the learning mechanisms of learning and
memory, and that taurine also contributes to these mechanisms.

It has been shown that endogenous GABA causes tonic inhibition of actylcholine
release in the ventral hippocampus via septal GABAA receptors and, to a lesser ex-
tent, via GABAB receptors in the medial septum and hippocampus [140] (F10).
Moreover, high levels of septal GABA receptor activity might impair memory by
down-regulating acetylcholine levels in the hippocampal region [141]. The interac-
tions between cholinergic and GABAergic systems in learning and memory have
been shown by several investigators [130, 142–146]. Hippocampus, amygdala and
septum operate in parallel in memory consolidation in the avoidance task [147].
In amygdala, cholinergic muscarinic receptors enhance and GABA receptors in-
hibit memory consolidation [147]. The hippocampus, a model region for the study
of learning and memory processes [148], is rich in cholinergic synapses that are
under the inhibitory control of the GABAergic system [149]. Post-training intrahip-
pocampal injection of GABAergic drugs has been shown to impair memory re-
tention of passive avoidance learning in rats. The experiments showed that both
GABAA and GABAB receptor activation may induce impairment of memory re-
tention [100]. Both GABAA, GABAB receptor agonists impaired improvement of
acquisition of memory by an anticholinesterase, physostigmine in mice [146]. In a
study using intracerebroventricular injection of GABA receptor agonists and antag-
onists in rats, it was found that GABAB receptor antagonists improved memory by
itself and even GABAB receptors may be involved in imipramine-induced impair-
ment of memory [150]. Other investigators also have shown that selective GABAB
receptor antagonists can enhance cognitive performance in a variety of learning
paradigms [151].
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Conclusion: Both GABAA and GABAB receptors may impair memory processes,
while GABAB receptor antagonists may improve memory. The effect of GABA may
be elicited through interaction with acetylcholine release or interaction with mus-
carinic recptors. Amygdala may be an important site for GABA response. However,
more studies may be required to elucidate the role of GABA in the sites involved in
memory.

Histaminergic system and cognition

Accumulating evidence has established histamine as a central neurotransmitter [152–
154]. The tuberomammillary nucleus consists of histamine synthesizing neurons
located in the region of the posterior hypothalamus [155], with different varicose
fibers in almost all parts of the brain [156, 157], including neostriatum, hippocam-
pus, and tectum [153, 158]. The actions of histamine appear to be mediated by
three different types of receptors, which differ in pharmacology, localization and
intracellular response that they mediate [159]. Histamine receptors include postsy-
naptic histamine H1 and H2 and presynaptic histamine H3 receptors which control
the release of neuronal histamine [160–162] and many other neurotransmitters such
as noradrenaline, dopamine, serotonin and acetylcholine as auto- and heterorecep-
tors, respectively [163–165]. A role of histamine and its receptors in some specific
brain processes such as cognition and novel environment-motivated exploration has
also been characterized [166]. Futhermore, on the basis of lesion studies, histamine
has been implicated in the processes underlying the functional recovery from brain
damage, in the learning, memory and reinforcement (for review see [167]).

In behavioral experiments, histaminergic modulation of cholinergic activity is
suggested by results of experiments showing that several histamine receptor lig-
ands can antagonize spatial learning deficits caused by scopolamine [168, 169]. Fur-
thermore, performance in several learning tasks thought to depend on cholinergic
transmission [170, 171] is enhanced by lesions of tuberomammillary nucleus of the
hypothalamus that produce a striking loss of histamine markers in the tuberomammil-
lary nucleus [167, 172]. In a passive avoidance task, we have shown that histamine
reduced, but the histamine H1 receptor antagonist, pyrilamine and the histamine
H2 receptor cimetine increased memory [173], which has also been shown previ-
ously [174]. It has been reported that activation of histamine H1 receptors attenuated
histamine-induced memory impairment [172] or increased memory recall [175],
whereas activation of the histamine H2receptor was ineffective [176]. In contrast,
there is a report indicating that the histamine H2 receptors appear to exert some
type of modulating effect on the inhibitory action of the histamine H1 receptor ac-
tivity [166]. Moreover, different versions of avoidance learning (active, passive and
inhibitory avoidance) have been used to study the associations between histamine and
memory and reinforcement. The conclusions of these studies are contradictory [167,
172, 177, 178], although they offer a wide range of data that in recent years has
supported an inhibitory effect of histamine.

In our experiments, the interaction of the histaminergic system with the cholin-
ergic system has been tested [173]. In these experiments, post-training intracere-
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broventricular (i.c.v.) injections of cholinergic agonists, acetylcholine or nicotine
improved memory retention, while the anticholinergic drug scopolamine reduced
memory retention. The histamine receptor antagonists potentiated, while histamine
decreased the response induced by actylcholine or nicotine. Thus, the histaminergic
system may interact with the cholinergic system on memory retention. In support
of these findings, it has been shown that stimulation of muscarinic receptors by
muscarinic agonists decreases the release of histamine in rat brain [179], and that
histamine modulates the activity of cultures of cholineric cells via histamine H1 and
H2 receptors [180].

Opioids-histamine interactions and cognition

Histamine release in target regions is under the control of inhibitory M1 mus-
carinic [181] and opioid µ-receptors [182], as well as facilitatory µ-opioid recep-
tors [183]. Post-training i.c.v. administration of morphine also reduced, while the
opioid receptor antagonist, naloxone or the partial agonist mixed agonist/antagonist
pentazocine increased memory retention. Thus the opioid may elicit an inhibitory
role in memory retention.

Stimulation of κ-opioid receptors has been shown to attenuate memory dysfunc-
tions resulting from the blockade of muscarinic M1 receptors [184], while treatment
with morphine and other opioid receptor agonists may disrupt memory [185]. How-
ever, there is also a report indicating that endogenous opioid systems do not play
a major role in modulating neural mechanisms that maintain accurate spatial mem-
ory [186].

Morphine has been shown to elicit an increase in histamine release [187]. Post-
training administration of different doses of histamine attenuated memory retention
[188, 102]. Histamine H1 receptor antagonist pyrilamine, or the histamine H2 recep-
tor antagonist cimetidine, increased memory retention [102]. Both the antagonists
decreased the histamine response, which has also been shown previously [174].

Interactions of opioid and histaminergic systems on memory retention have also
been studied [102]. Histamine reduced memory retention and showed potentiation
of morphine-induced impairment of memory retention, while histamine receptor
antagonists increased memory and reduced the morphine response, indicating that
two histamine and opioid systems have a close interaction. This is supported by
reports that high doses of morphine can induce increased histamine release in the rat
central grey [187], and opioids enhance brain turnover histamine that can be blocked
by naloxone [183]. It should be also considered that histamine H2 receptor antagonist
but not histamine H1 receptor blocked morphine-induced locomotor hyperactivity
in mice [189]. Moreover, several H1 antagonists have been shown to have potentiating
effects when administered both alone [190, 191] and in combination with other
opioids and even tend to augment the pleasurable effects of the latter [192, 193].
Furthermore, there is evidence that opioids may modulate neural processes that are
essential to memory consolidation. It can be concluded that morphine and histamine
may influence memory through a common pathway.
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Morphine state-dependent learning

Learning and memory in laboratory animals are known to be affected by opioids and
their antagonists [194]. A method based on the measurement of step-down latency
in passive avoidance task has been developed for the study of learning and memory
in the laboratory animals. The latency is reduced by pre-training beta-endorphin
treatment [195–197] and enhanced by the same dose of the drug when administered
24 h later in the pre-test session [198]. This is known as the state-dependent learning
(St-D). Kameyama et al. [199] obtained the same results after the administration of
moderate doses of morphine (5–10 mg/kg) in mice. The exact mechanism of this
action of morphine is not fully elucidated. However, it has been demonstrated that
µ-opioid receptors are directly involved [200, 201]. Different hypotheses have been
proposed to explain the memory enhancement effect of morphine when the drug is
used in the pre-test session [202]. According to Introini-Collison and Baratti [203],
and Ragozzino and Gold [204] the memory enhancement of morphine response is
mediated by the cholinergic system.

We have shown that the administration of a central and peripheral anticholinester-
ase drug (physostigmine) not only mimicked the effect of morphine administration
on the test day, but also when co-administered with morphine it increased memory
recall [146]. The results demonstrated also that the administration of the peripheral
anticholinesterase drug (neostigmine) failed to show an intrinsic activity or to change
the memory impairment of morphine. In agreement with the above results, both
atropine (as a central and peripheral antimuscarinic agent) and mecamylamine (as a
central and peripheral nicotinic receptor antagonist) prevented the memory recall by
morphine on the test day. The above results are suggestive of the part played by the
cholinergic system in the effects of morphine on memory.

Opioids not only modulate memory processes but also produce analgesia by
actions at several sites. Tyce and Yaksh [205] have demonstrated that systemic ad-
ministration of opioids increases norepinephrine (NE) concentrations in lumbar cere-
brospinal fluid (CSF). They have suggested that spinally released NE produces anal-
gesia in part by activating spinal cholinergic interneurons to release acetylcholine
(ACh). In summary, opioid analgesia seems to be partly a result of the cascade of nore-
pinephrine release followed by the release of acetylcholine. Moreover, acetylcholine
produces analgesia when administered spinally, an effect blocked by muscarinic re-
ceptor antagonists [206]. Analgesia from central opioid injection is also partially
reversed by spinal injection of muscarinic receptor antagonists [207]. Furthermore,
centrally administered opioids increase ACh concentrations in the CSF [208]. Many
investigators have studied the interaction between opioids and the cholinergic system
in memory performance. Introini-Collison and Baratti [203] have demonstrated that
muscarinic agonists antagonize β-endorphine-induced memory impairment. Baratti
et al. [209] have shown that the memory-enhancing effect of naloxone can be blocked
by the muscarinic antagonist atropine. These observations may suggest that activation
of opioid receptors (when administered on the pre-training day) inhibits the activity
of the cholinergic system and consequently impairs memory function. Some studies
have demonstrated that opioid receptor agonists such as morphine and endorphin,
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possessing higher affinity for µ-opioid receptors, inhibit cholinergic activity in the
hippocampus [142]. Moreover, it has been reported that mu and delta opioid recep-
tors locate on cholinergic terminals, which are normally under tonic inhibition by the
opiate system [210]. Ragozzino and Gold [211] have demonstrated that morphine
injected into the medial septum of rats, at a dose that impairs memory, decreases
hippocampal acetylcholine output. They have suggested that learning and memory
impairment caused by acute administration of morphine may be, at least partially,
related to a decrease in hippocampal acetylcholine release. Other studies by using
in vivo microdialysis have revealed that acute morphine administration significantly
decreased release of acetylcholine in some brain regions [212, 213].

Although the above evidence has implicated a close correlation between the
opioid and cholinergic systems, the exact mechanism of their interactions is still not
clear. However, it is also possible that morphine-modulating memory processes are
mediated in ways other than through direct opiate-cholinergic interaction [214]. For
example, it has been reported that glucocorticoids and their receptors are involved
in memory improvement [215, 216].

As mentioned in the method section, the effects of morphine and cholinergic
modulator drugs either alone or in combination, were also studied on the locomotor
activity of the animals. According to the results of the present experiment, although
hexamethonium showed no effect on the memory recall, it increased locomotor ac-
tivity of the animals. On the other hand, both atropine and mecamylamine inhibited
memory recall by morphine without showing any effect on the locomotor activity.
Furthermore, both neostigmine and physostigmine decreased locomotor activity, but
only physostigmine, which enters into the CNS, increased memory recall. The above
results are in agreement with the results reported by other investigators. Sanberg and
Fibiger [217] have demonstrated that oral administration of taurine resulted in the
impairment in retention of a step-down passive avoidance task in rats without changes
on spontaneous locomotor activity. McNamara et al. [218] have reported that treat-
ment with (+/−)3,4-methylenedioxymethamphetamine (MDMA) increased loco-
motor activity without a significant change in step-down passive avoidance behavior
in rats. Barros et al. [219] have studied the effects of bupropion and sertraline on
memory retrieval and found it unrelated to locomotor activity as well. These find-
ings suggest that the locomotor activity and memory recall of the step-down passive
avoidance task are not inter-related.

In conclusion, considering the effect of physostigmine (enhancement of the mem-
ory recall), and atropine or mecamylamine (prevention of the memory recall) by acute
administration of morphine, on the test day, one may suggest that morphine-induced
memory impairment is closely related to its inhibition of the central cholinergic
activity.

Administration of glucose on the test day did not affect memory recall, but in-
creased the enhancement of memory induced by morphine [220]. Furthermore, in-
sulin alone did not alter memory, but co-administered with morphine on the test day
it significantly reduced the enhancing effect of morphine on memory.

The fact that blood glucose level changes were parallel to that of memory recall
performance suggest that the latter is a direct effect of blood glucose changes after the
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administration of glucose or insulin, in the presence of exogenous morphine [220].
This confirmed the previous reports on the beneficial effect of glucose administra-
tion on memory enhancement using a variety of behavioral tests [221, 222]. Three
possibilities have been coined to explain how glucose might enhance memory. One
hypothesis proposes that the circulating glucose levels modulate brain processes in-
volved in memory through the activation of the cholinergic system by increasing
the synthesis of acetylcholine, as discussed in the introduction [204]. The second
hypothesis suggests that glucose interacts directly with the opioidergic system and
reverses several actions of the opioid drugs including the induction of memory im-
pairment [223]. The effects of glucose on the cholinergic and opioidergic systems
might be interrelated. One explanation is that the memory deficit by morphine is
due to a decrease in hippocampal acetylcholine release which glucose attenuates by
increasing the activity of the cholinergic system. The second hypothesis may be sum-
marized as follows: when glucose was co-administered with morphine, it enhanced
acetyl-CoA production, which in combination with choline increases acetylcholine
synthesis, followed by enhanced stimulation of mu receptors by morphine [211]. The
third hypothesis suggests that glucose administration increases its metabolism fol-
lowed by an increase in the intraneuronal ATP levels resulting in a blockade of ATP
dependent potassium channels [224]. The channel blockade depolarizes the neuron
and increases neurotransmitter release [225]. According to the latter hypothesis, glu-
cose may modulate memory-dependent behavior by regulating the ATP-dependent
potassium channels.

Whatever the mechanism of this effect of glucose might be, its memory enhancing
action can be demonstrated only in the presence of morphine and not when glucose
was administered alone. A similar observation was made with insulin as well.

The administration of glucose or insulin alone, although not statistically signif-
icant, tended to increase and decrease, respectively, the locomotor activity without
significant changes in memory retrieval. When glucose was co-administered with
morphine, the effects of this combination on locomotor activity and memory re-
call were dependent on the doses of glucose. At the dose of 50 mg/kg, glucose
co-administered with morphine showed no effect on locomotor activity or memory
retrieval. At a higher dose (100 mg/kg), glucose administration showed no effect on
locomotor activity but increased significantly the memory retrieval when compared
with morphine alone. At the highest dose, (200 mg/kg), glucose administration in-
creased significantly the locomotor activity without a significant change in the mem-
ory recall. The results obtained after the administration of morphine + three different
doses of insulin were dependent on the parameter studied. Insulin at the doses of (5,
10 and 20 IU/kg) when co-administered with morphine decreased significantly the
locomotor activity. Insulin only at the dose of 20 IU/kg, when co-administered with
morphine, increased memory recall.

In summary, the above results show that increased locomotor activity, observed
in the present experiment, was not concomitant with a decrease in the memory
recall. Moreover, when locomotor activity was decreased the memory recall was
not increased. This suggests that the locomotor activity and memory recall of the
step-down passive avoidance task are not inter-related. This hypothesis confirms
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the results reported by other investigators. Sanberg and Fibiger [217] have demon-
strated that oral administration of taurine resulted the impairment in retention of
a step-down passive avoidance task in rats without changes on spontaneous loco-
motor activity. McNamara et al. [218] have reported that treatment with (+/−)3,4-
methylenedioxymethamphetamine (MDMA) increased locomotor activity without a
significant change in step-down passive avoidance behavior in rats.Vianna et al. [226]
have studied the involvement of protein kinase C isoforms on memory retrieval and
found it unrelated to locomotor activity or anxiety level of rats. Barros et al. [219]
have studied the effects of bupropion and sertraline on memory retrieval and found
it unrelated to locomotor activity as well.

In conclusion, the co-administration of glucose and morphine increased the ef-
fects of morphine on memory enhancement on the test day. Three mechanisms have
been proposed to explain the effects of glucose on memory in the present experiments:
increased activity of the cholinergic system, direct effect of glucose on opioidergic
system and the modulation of the ATP-dependent potassium channels.

It has been shown that central KATP channel openers produce an antinociceptive
effect similar to that of morphine [227]. Moreover, the KATP channel blockers antag-
onize opioid analgesia [228, 229], suggesting involvement of KATP channels in the
analgesic effect of opioids. Stimulation of opioid receptors may also open potassium
channels [230, 231]. In a study showed that the pre-test administration of the KATP
channel blocker, glibenclamide, and not of diazoxide, restored the morphine-induced
impairment of acquisition and showed retrieval. However, the pre-test administra-
tion of the KATP channel opener, diazoxide, did not retrieve the morphine-induced
memory impairment, but when used with morphine, the drug decreased morphine
state dependence. The response induced by glibenclamide was antagonized by dia-
zoxide pretreatment. This suggests the involvement of KATP channels in the memory
retrieval, but not interaction of KATP channel modulators with the action of morphine
on the test day [232]. One may conclude that the observed effect of glibenclamide
in the present experiment was not exerted through the activation of µ-opioid re-
ceptors. In accordance with this hypothesis, other investigators have also reported
that glibenclamide has no significant affinity for opioid receptors. Therefore, the
possibility exists that blockade of KATP channels facilitates memory recall after pre-
test administration of morphine by a mechanism which is not dependent on opioid
receptors.

Introini-Collison and Baratti [203] reported that the impairment of memory re-
tention induced by post-training β-endorphin was reversed by physostigmine. Fur-
thermore, it has been demonstrated that intraseptal morphine administration, at a
dose that impairs performance of memory tasks, reduces acetylcholine output in the
hippocampal formation, which suggests the involvement of the cholinergic system
in some morphine actions [204]. On the other hand, Stefani and Gold [233] have
demonstrated that KATP channel modulators increase acetylcholine levels in the hip-
pocampus, which is suggestive of the involvement of the cholinergic system in the
effects of KATP channel modulators as well. In this experiment the administration of
scopolamine significantly prevented the effect of glibenclamide on memory retrieval
on the test day.
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In conclusion, the effect of glibenclamide on the test day, observed in the present
experiments, is most likely exerted through an antagonistic effect on KATP channels
and is less likely to be through its effects on the µ-opioid receptors. The retrieval of
memory on the test day by glibenclamide may be exerted through its effect on the
cholinergic system.

Adenosine systems and cognition

Adenosine is a key modulator of neuronal excitability and synaptic transmission [234].
Four types of receptors, named A1, A2A, A2B, and A3, mediate adenosine actions,
to which G proteins are coupled [235]. Adenosine A1 receptors are most prevalent
and have the highest affinity among the adenosine receptors in the CNS. A1 recep-
tors inhibit neurotransmitter release [236]. A2 receptors tend to enhance neuronal
excitability and neurotransmitter release via high affinity, subtype (A2A), or lower
affinity subtype (A2B) receptors [237]. The hippocampal formation is highly enriched
with A1 receptors [238] and low levels of A2A [239, 240]. There is considerable evi-
dence that endogenous adenosine modulates the excitability of hippocampal neurons
via A1 [241, 242] and A2 [243] receptor mediated mechanisms. A1 receptors affect
activity-dependent synaptic plasticity in the hippocampus, attenuating long-term de-
pression and inhibiting long-term potentiation [244]. Several adenosine A1 receptor
agonists and antagonists have been suggested to alter inhibition of avoidance learn-
ing. A1 receptor mechanism has been shown to be involved in amnesia induced by
post-training administration of pentylentetrazole [245]. Activation of these receptors
decreases the acquisition of passive avoidance learning in mice [246], while blockade
of adenosine A1 and A2 receptors facilitate memory acquisition and retention [235,
246]. It has been proposed that adenosine A1 receptors in the posterior cingulate cor-
tex inhibit memory consolidation in a way that their blockade facilitates memory for
inhibitory avoidance in rats [247]. However, aminophylline, an adenosine receptor
antagonist, has been suggeted to exacerbate status epilepticus induced by neuronal
damage in rats [248], while a selective A1 receptor agonist reduced postischemic
brain damage and memory deficits in gerbils [249]. Furthermore, an interaction be-
tween angiotensin IV and adenosine A1 receptors in passive avoidance task in rats
has been shown. The adenosine antagonist theophylline increased, while the selec-
tive adenosine A1 receptor agonist attenuated memory [250]. Moreover, adenosine
A2A but not A1 receptors have been proposed to be involved in memory retention
and consolidation [251].

Conclusion: Adenosine receptor subtypes are involved in memory processes, but
clarification of the exact role of each receptor subtype in memory may need extensive
experiments.

Cholecystokinin and cognition

Cholecystokinin (CCK) is one of the most abundant neurotransmitter peptides in
the brain [252]. The sulphated octapeptide cholecystokinin (CCK8) exerts its ef-
fects through two G-protein-coupled receptors [253, 254]: CCK-B receptors (type B
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“brain”) are found essentially in the CNS and CCK-A receptors (typeA “alimentary”)
are highly concentrated in the gastrointestinal tract, but are also found in particular
brain structures [255, 256]. In the brain, CCK-A receptors are only present in certain
regions including the hippocampus, nucleus tractus solitarius, posterior nucleus ac-
cumbens, ventral tegmental area, and substantia nigra, whereas CCK-B receptors are
widely distributed throughout the central nervous system (CNS) [255, 257]. There
is also substantial evidence that CCK acts as a neurotransmitter and that it exerts a
modulatory influence on several classic neurotransmitters including dopamine, sero-
tonin, norepinephrine, GABA, glutamate and endogenous opioids [258, 259]. High
concentrations of CCK are present in the hippocampus and frontal cortex, where they
are involved in learning and memory processing [260]. Several behavioral studies
have reported an involvement of CCK-related peptides in the modulation of learning
and memory processes. In most of them active and passive avoidance tests have been
used [261–263]. It is reported that nonselective agonists of CCK receptors such as
CCK-8 and cerulein (ceruletide) prolong extinction of already learned tasks [264,
265], accelerate habituation to a novel environment [258], and prevent experimental
amnesia in rodents (for review see [262]). It has been also suggested that CCK-A
and CCK-B receptor agonists may have different roles in memory functions [266].
In particular, a balance between CCK-A mediated facilitates effects and CCK-B me-
diated inhibitory effects on memory retention have been proposed [267]. Impaired
learning and memory in OLETF rats, which are without CCK-A receptors because
of genetic abnormality, has also been shown [268]. However, the data describing the
effects of CCK-B receptor agonists on memory function in laboratory animals has
been variable.

It has been suggested that the CCK system in the hippocampus is involved in
stress-induced impairment of spatial recognition memory [269]. There are reports
indicating that selective CK-B receptor agonists (i.e. CCK-4, Bc 264) impair memory
function in rodents [264, 267, 270]. Other reports suggest that intravenous adminis-
tration of CCK-4 may adversely affect short-term memory consolidation and retrieval
in young healthy individuals without decreasing psychomotor performance [271].
Furthermore, other reports indicated that systemic administration of selective CCK-
B agonists improved the cognitive performances of rats measured in the spontanous
alteration test and a spatial two-trial memory task [272–275]. These effects have
been suggested to be dependent on the dopaminergic system in the anterior part of
the nucleus accumbens [272]. Since, opposite behavioral and biochemical responses
were observed when a CCK-B agonist was injected in the anterior nucleus accum-
bens [276, 277], the systemic effect of CCK-B agonists could not be from direct
interaction between CCK-B receptors and dopaminergic terminals in the nucleus
accumbens. There is data suggesting physiological involvement of the CCK system
through its interaction with CCK-B receptors in the hippocampus to improve per-
formance of rodents in the spatial recognition memory [278]. Consistent with this
observation, the facilitatory effect of CCK-B receptor activation on memory pro-
cesses in conditions of affective motivation is mediated by dopaminergic projections
in the central amygdala [279] and involves the hippocampus [280].
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Nitric oxide and cognition

It has been accepted that the free radical gas nitric oxide (NO) is an intracellular
messenger in the CNS [70]. This messenger is a soluble, short-lived and freely
diffusable gas which is produced from L-arginine by the enzyme NO synthase (NOS),
which is found in various regions in the brain, including the hippocampus [281]. The
enzyme activity can be inhibited by nitro analogues of L-arginine (for review see
[282]). Activation of N-methyl-D-aspartate (NMDA) receptors in cerebellar [283,
284] and hippocampal [285] slices induces NO synthesis via this enzymatic pathway.
Once produced, NO rapidly diffuses through membranes and activates guanylate
cyclase, thereby increasing intracellular levels of cGMP and modulating neuronal
activity [283, 285].

The role of NO in learning and memory formation has been the subject of a
number of studies. Both NO release and NMDA receptor activation are necessary
for induction of long-term potentiation (LTP), which is considered to involve the
electrophysiological events related to synaptic plasticity and learning [286–288],
and can be inhibited by nitro analogues of L-arginine [289]. Although, several be-
havioral investigations carried out in different rodent models have demostrated that
compounds that block NO synthase inhibit learning, other studies have not supported
this (see [290]). There is evidence concerning changes of NO-producing neurons dur-
ing learning and memory. A memory-related up-regulation of NOS neurons in rat
brain has been demonstrated, which provided further support for the involvement of
NO in spatial learning and memory [291]. The results of a study demonstrated that,
under the experimental circumstances used, nitric oxide is involved only in the facili-
tated learning and memory processes caused by pharmaceutical effect of L-arginine,
and not involved in normal learning processes [292]. Moreover, it has been indicated
that NO is involved in different stages of memory and a possible role for the NO
donors in human memory disorders has been suggested (see [290]).

Glutamate receptor and cognition

Glutamate is the dominant excitatory neurotransmitter in the mammalian brain [293–
296]. The receptors for glutamate are either ionotropic-ligand-gated ion channels for
sodium and calcium, or metabotropic, with the signal transducted to other intra-
cellular messengers like inositol triphosphate or cyclic AMP. Fast transmission is
mediated by ionotropic glutamate receptors which are further classified according to
their interaction with non-physiological glutamate analog, to NMDA (N-methyl-D-
aspartate), AMPA (amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid) and KA
(Kainate) receptors, the latter two often being denominated together as non-NMDA
receptors (for review see [297, 298]).

Both ionotropic (iGluR) and metabotrophic (mGluR) receptors are differentially
distributed on pre- and postsynaptic sites to contribute to neuronal communication
and signal processing, functions that determine learning and memory formation [299,
300]. Glutamate receptors have been implicated in several forms of diseases, includ-
ing dissociative thought disorder, schizophrenia or various other forms of demen-
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tia [301, 302], and also in long-term potentiation (LTP) and long-term depression
(LTD) [288, 303, 304]. NMDA receptor antagonists impair acquisition and retention
in various learning tasks, suggesting involvement of NMDA receptors in synaptic
plasticity of the central nervous system [288]. Furthermore, some studies indicate
that metabotropic glutamate receptors are critically involved in synaptic plasticity of
various brain structures, and seem to have an essential role in some learning and mem-
ory processes [305]. However, behavioral effects of the substances interacting with
NMDA or metabotropic receptors differ widely in their amplitude and time- course
according to the learning task used [305, 306]. Intracerebroventricular administration
of a competetive NMDA receptor antagonist (D-2-amino-5-phosphonovalerate; D-
AP5) blocks the induction of long-term potentiation in the hippocampus and impairs
acquisition of a spatial learning task in a water maze [307]. However, the antagonist
does not affect acquisition of a visual discrimination task in the water maze [307], and
several others indicated that NMDA receptor antagonists may impair visual learning
tasks either in water maze or in a radial maze [308–310]. It has also been suggested
that NMDA receptor antagonists impair both working and reference memory in rats
not pretrained to the tasks before treatment, or in pretrained rats tested in a novel
environment; in contrast, the same substances did not affect working or reference
memory in rats pretrained and tested in the familiar environment [311]. These data
may indicate that NMDA receptor activation is involved in coding spatial represen-
taions, but this role appears to depend on various factors, mainly the experience of
the subject and contextual factors. Ungerer et al. [312] showed that NMDA receptor
antagonists did not affect acquisition, retrieval or forgetting processes, and did not
impair working or short-term memory. They stated that most impairment in learn-
ing and short-term memory processes consecutive to the administration of NMDA
antagonists has been obtained following pretraining administration of NMDA antag-
onists at doses known to induce nonspecific effects, such as anxiolytic-like effects,
motor or sensorial disturbances or antinociceptive effects. These authors, by using
posttraining administration of the drugs, indicated that NMDA antagonists were not
able to affect retention performance. In contrast, the antagonists induced signifi-
cant deficits in long-term retention in the Y-maze avoidance and bar-press learning
tasks. Ungerer et al. [312] suggested that mechanisms underlying the post-training
performance increment require the activation of NMDA receptors. They also pro-
posed that both NMDA and mGluRs are involved in spontaneous improvement of
performance in the bar-press learning task. There are also reports suggesting that
systemic administration of NMDA antagonist MK-801 impaired memory. However,
nucleus accumbens may be involved in learning and memory [313–319], lesions of
this structure by Ibotenic-acid which is known to induce loss of cell bodies [320], did
not impair displaced-object discrimination or any other parameter measured. There-
fore, it has been suggested that systemic administration of MK-801 exerts its effects
upon structure other than nucleus accumbens. It has also been concluded that further
studies are needed for better understanding of the glutamate transmission in the nu-
cleus accumbens and associated structures in modulating memory and information
processing [321].
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Introduction

Corticotropin-releasing factor

The 41-amino acid polypeptide corticotropin-releasing factor (CRF), also named
corticotropin-releasing hormone (CRH), is well known as a hypothalamic hormone
which controls the hypothalamic-pituitary-adrenocortical (HPA) axis during basal
activity and stress [1, 2].

Besides being the most dominant trigger of HPA axis activation, CRF also serves
a neurotransmitter function in the brain, where it modulates, for example, anxiety-
related behaviour, food intake, reproductive behaviour, motor function and sleep, and
coordinates the behavioural and autonomic changes during stress. Moreover, CRF
and CRF-related peptides such as the Urocortins (Urocortin 1, 2 and 3) seem to play
an important role in the modulation of cognitive processes [3–6].

Two CRF receptor subtypes have been identified in the brain, the CRF1 and the
CRF2 receptors (Fig. 1c) [7–17]. Three splice variants of the CRF2 receptor have
been described: CRF2(a) [12], CRF2(b) [12] and CRF2(c) [10]. The CRF2(a) receptor
shares approximately 71% sequence identity with the CRF1 receptor [12], and is the
dominant CRF2 splice variant located at neuronal membranes, whereas the CRF2(b)

receptor is predominantly found in non-neuronal elements, such as choroid plexus,
arterioles, heart and skeletal muscle [18]. The CRF2(c) splice variant has only been
detected in limbic regions of the human central nervous system [10] and its functional
role is not known. Thus, of the CRF2 splice variants, CRF2(a) is the subtype of most
interest in the context of this chapter and for simplicity will henceforth be referred
to as CRF2.

Expression of the CRF1 receptor has been observed in frontal cortical areas, the
cholinergic basal forebrain, the brainstem cholinergic nuclei, the ventral tegmental
area, the superior colliculus, the basolateral nucleus of the amygdala (BLA), the
cerebellum, the red nucleus, the trigeminal nuclei, the anterior pituitary, the hip-
pocampus, substantia nigra pars compacta and pars reticularis, the locus coeruleus
and at the level of the substantia innominata (SI) (Fig. 1c) ([19]; see [5], for review).
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Figure 1. (a) CRF pathways, (b) CRF peptide, (c) CRF receptor mRNA, and (d) Urocortin
1, 2, 3 mRNA distributions in the rodent brain; adapted from [145]; Abbreviations: 7, facial
nucleus; 12, hypoglossal nucleus; A1, A5, noradrenaline-containing cell groups; ac, anterior
commissure; Amb, ambiguus nucleus; AON, anterior olfactory nucleus, APit, anterior pitu-
itary, Arc, arcuate nucleus, Basal G, basal ganglia, BLA, basolateral amygdala, BNST, bed
nucleus of the stria terminalis, CA1, 2, 3, fields CA1, 2, 3, of the hippocampus, cc, corpus
callosum, CeA, central nucleus of the amygdala, CG, central grey matter, CingCx, cingulate
cortex, CoA, cortical nucleus of the amygdala, DBB, diagonal band of broca, DeepN, deep
nuclei, DG, dentate gyrus, DR, dorsal raphe, DVC, dorsal motor nucleus of the vagus, EW,
edinger westphal nucleus, FrCx, frontal cortex, Hipp, hippocampus, IC, inferior colliculi, LC,
locus coeruleus, LDTg, laterodorsal tegemental nucleus, LH, lateral hypothalamus, LS, lateral
septum, LSO, lateral superior olive, MeA, medial nucleus of the amygdala, MePO, median
preoptic nucleus, mfb, median forebrain bundle, MPO, median preoptic area, MR, median
raphe, MS, medial septum, MVN, medial vestibular nucleus, NTS, nucleus of the solitary
tract, OB, olfactory bulb, OccCx, occipital cortex, PAG, periaqueductal grey, ParCx, parietal
cortex, PB, parabrachial nucleus, PFA, perifornical area, POR, perioculomotor nucleus, PPit,
posterior pituitary, PPTg, pendunculopontine tegmental nucleus, PVN, paraventicular nucleus
of the hypothalamus, R, red nucleus, RN, raphe nuclei, SC, superior colliculi, SI, substantia
inominata, SN, substantia nigra, SON, supraoptic nucleus, Sp5n, spinal trigeminus nucleus,
SPO, superior paraolivary nucleus, Thal, thalamus, VMH, ventromedial hypothalamus.
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Figure 1. Continued.

The CRF2 receptor is primarily localised in subcortical regions, including the
lateral septum, the paraventricular hypothalamic nucleus (PVN), the ventromedial
nucleus of the hypothalamus, the cortical and medial nuclei of the amygdala, and
the serotonergic raphe nuclei (Fig. 1c) [5, 12]. Both the CRF1 and CRF2 receptors
are moderately to strongly expressed in the olfactory bulbs, the hippocampus, the
entorhinal cortex, the bed nucleus of the stria terminalis and the periaqueductal
grey [12]. Many of these brain regions are strongly implicated in the mediation of
cognitive processes, such as arousal, attention, learning and memory, which also
raises the possibility that activation of the two CRF receptor subtypes will affect
these types of behaviour.

CRF-positive neurons and their projections are also found in various brain areas
linked to cognition, such as the hippocampus and cerebral cortex [20–25], with
particularly high densities of CRF-positive neurons being found in the prefrontal and
cingulate cortices, and throughout the neocortex [24]. The locus coeruleus, which
is strongly implicated in arousal [26], also receives dense CRF projections from the
PVN [27], the bed nucleus of the stria terminalis [28] and central nucleus of the
amygdala (CeA) [29, 30] (Fig. 1a).

Over recent years, a number of additional CRF-related peptides have been dis-
covered in both rodents and humans, called Urocortin 1, 2 and 3. Urocortin 1 [31]
shares approximately 45% sequence identity with r/hCRF, has a high and approxi-
mately equal affinity for both CRF1 and CRF2 receptors. Urocortin 2 and Urocortin
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3 [32–34] share approximately 34% amino acid identity with CRF and are highly
selective for the CRF2 receptor.

Urocortin 1, 2 and 3-positive neurons are sparsely distributed in subcortical re-
gions in the rodent brain (Fig. 1d). Urocortin 1 is most strongly expressed in the
Edinger-Westphal nucleus [35], with other areas of expression partially overlapping
CRF2 expressing regions. Of note, Urocortin 1 expression has also been reported in
one of the cholinergic brainstem nuclei, the laterodorsal tegmental nucleus (LDTg)
[36], which could represent one point of interaction with the cholinergic system.
Urocortin 2 is expressed, amongst other sites, in the noradrenergic locus coeruleus
[34]. Both the cholinergic LDTg [37] and the noradrenergic locus coeruleus [38]
are strongly implicated in the mediation of arousal, which would suggest that both
Urocortin 1 and Urocortin 2 might play a role in the modulation of arousal. Con-
versely, Urocortin 3 expression has neither been reported in any regions implicated
in cognitive processes, or in the cholinergic system [33].

Based on the central distribution of the Urocortins and CRF2 receptor expressing
neurons, it has been suggested that Urocortin 1 may serve as the major CRF2 ligand
in the hindbrain, whereas Urocortin 3 may serve as the major CRF2 ligand in the
forebrain [39]. Urocortin 2 may signal at CRF2 receptors expressed in regions lacking
Urocortin 1 or Urocortin 3 innervations, for example, in the hippocampus and certain
regions of the cerebral cortex [39].

Neuroanatomical and neurochemical evidence that the cholinergic system is
an important site for CRF action

The cholinergic system

The major cholinergic pathways in the brain arise from the two major clusters of
cholinergic nuclei: the cholinergic basal forebrain and the cholinergic brainstem
nuclei. The basal forebrain cholinergic system includes the medial septum (MS), the
ventral and the horizontal limbs of the diagonal band of Broca (vDBB and hDBB),
and the nucleus basalis magnocellularis (NBM)/substantia innominata (SI) complex.
The MS and vDBB both project to the hippocampal formation [37–40] (Fig. 2), and
the vDBB provides the major cholinergic innervation to the olfactory bulbs.The NBM
projects primarily to the frontal and parietal cortices, as well as to the BLA [40, 41].

The two major cholinergic nuclei located in the brainstem are the pedunculopon-
tine tegmental nucleus (PPTg) and the LDTg. These nuclei project to the dopamin-
ergic substantia nigra pars compacta, the noradrenergic locus coeruleus, the seroton-
ergic raphe nuclei, thalamus, hypothalamus, basal forebrain and medial prefrontal
cortex [42, 43] (Fig. 2).

Cholinergic receptors can be divided into nicotinic and muscarinic receptors. The
nicotinic receptors are composed of α and β subunits (for a review see [44]). The pre-
dominant high-affinity nicotinic receptor in the central nervous system is composed
of the α4 and β2 subunits. This receptor is found throughout the brain in rodents,
monkeys and humans [44–46], mainly associated with presynaptic cholinergic nerve
terminals [47, 48].



Interactions between CRF and acetylcholine 45

Figure 2. Major cholinergic nuclei and their projections in the rodent brain. All projections
shown are to/from CRF/CRF receptor expressing regions, with the exception of the NBM.
Areas outlined in red indicate those regions in which co-expression has been documented. For
full cholinergic projections irrespective of CRF see [146]. Abbreviations: see Fig. 1, Hypothal,
hypothalamus; NBM, nucleus basalis magnocellularis.

Five subtypes of muscarinic receptors have been defined, M1–M5, of which M1,
M2 and M4 receptor subtypes are the predominant muscarinic receptors in the central
nervous system [49]. The M1 receptor is thought to be responsible for the postsynaptic
action of acetylcholine [50], while M2 and M4 receptors are localized both post-
and presynaptically and are thought to regulate acetylcholine release by functioning
as inhibitory autoreceptors on cholinergic terminals [50–53]. The M1 receptor is
found in the cerebral cortex, hippocampus, medial and BLA, nucleus accumbens
and caudate putamen [50]. The M2 receptor is found throughout the brain with high
densities in the colliculi, thalamus and (cholinergic) brain stem nuclei [50, 54]. The
M4 receptor predominantly acts as an inhibitory autoreceptor in the striatum and
modulates dopamine activity in motor tracts [55].

Interactions between CRF and the cholinergic system

The high abundance of CRF1 receptors in frontal cortical areas, i.e., in one of the
prime targets for cholinergic projections, but also in the cholinergic basal forebrain
nuclei (MS, DBB and SI, but not in the NBM) and the brainstem cholinergic nuclei
(LDTg and PPTg) (Fig. 1c) lends further support for important interactions between
CRF and acetylcholine and suggests that the CRF1 receptor may play a role in the
mediation of attentional and executive functions, as these areas are implicated in
the control of these types of behaviour [43, 56–62]. Indeed co-expression of CRF1
receptors and choline acetyltransferase has been found in the cholinergic forebrain
nuclei, except the NBM, and the cholinergic brainstem nuclei [19] (Table 1), and
co-expression of CRF and acetylcholinesterase has been reported in the LDTg, pro-
jecting to the medial frontal cortex, septum and thalamus in the rat [63]. Furthermore,
CRF-immunoreactive and CRF mRNA containing neurons were also found in the
PPTg in humans [64], another area implicated in attentive processes (see [43]). Thus,
there are a number of regions where CRF might interact with the cholinergic system
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Table 1. Percentage of cholinergic neurons (choline acetyltransferase immunoreactive) ex-
pressing the CRF1 receptor (CRF1-immunoreactive) in the cholinergic forebrain and brain-
stem nuclei. Taken from [19]. Data represent mean percentage per section ± S.E.M.

Region % Co-expressing neurons

Medial septum 80 ± 2.12

Substantia inominata 58 ± 4.18

Diagonal band of Broca

Vertical limb 93 ± 3.18
Horizontal limb 90 ± 3.89

Nucleus basalis magnocellularis —

Pendunculopontine tegmental nucleus 75 ± 6.52

Laterodorsal tegmental nucleus 92 ± 3.52

via activation of the CRF1 receptor, and a number of these regions are implicated in
cognitive function.

The locus coeruleus

Another neurotransmitter strongly implicated in arousal and attentional processes
is noradrenaline, and in particular the noradrenergic locus coeruleus seems to play
an important role in the modulation of these types of behaviour [65–67]. The locus
coeruleus receives both CRF and cholinergic projections [27–30] (and see [37]) (Figs.
1a and 2) and CRF1 receptors are expressed in this region [19]. Thus, the noradrener-
gic locus coeruleus might represent an area of convergence for both the cholinergic
and the CRF systems through which both systems could affect arousal and attention.
Indeed, intra-coeruleal CRF administration activates neurons of the locus coeruleus
[30, 68], an effect that can be blocked with CRF1 antagonists [69, 70]. Furthermore,
intra-coeruleal administration of CRF induces behavioural activation (expressed as
an increase in non-ambulatory spontaneous motor activity and reduced immobility in
the modified Porsolt swim test), which could be indicative of increased arousal [68].

The hippocampus

Intracerebroventricular (ICV) administration of CRF has been reported to increase
hippocampal acetylcholine release [71, 72] through CRF1 receptor activation [73,
74]. This is believed to represent release of acetylcholine from the terminals of
neurons projecting from the MS (which provides the major source of cholinergic
input to the hippocampus) [72] (Fig. 2). In support of this, ICV CRF stimulates
Fos expression within the basal forebrain and brainstem nuclei, including the MS
[75]. Moreover, CRF1 blockade with the selective CRF1 antagonists antalarmin or
SSR125543A also partially antagonised the CRF-induced release of acetylcholine in
the hippocampus [74], indicating that this effect is CRF1 receptor mediated. However,
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ICV CRF has also been reported to decrease high-affinity choline uptake in the
rat hippocampus [76], which might represent an alternative mechanism by which
hippocampal acetylcholine levels could be increased in response to CRF.

The hippocampal cholinergic system has been suggested to be involved in the
mechanisms underlying the arousal that is associated with fear and anxiety-provoking
stimuli [77, 78] and one of the possible roles of the cholinergic septohippocampal
system could be to ensure that the animal is appropriately responsive to its envi-
ronment, being able to monitor and amend its behaviour in an appropriate manner
when exposed to a fearful or anxiety-provoking stimulus [79]. Consequently, it might
be speculated that stress- or CRF-induced increases in hippocampal acetylcholine
release facilitate information processing by hippocampal circuits and hence induce
a bias towards affectively negative information. This is in line with the fact that an
increase in hippocampal acetylcholine release can be observed following exposure to
a variety of stressors [71, 80–82]. Naturally, such a bias might also interfere with ac-
curate cognitive processing. Thus, both an underactive and an overactive cholinergic
system might be detrimental to proper cognitive functioning.

The frontal cortex

Synergism between the CRF and cholinergic systems has also been reported in the rat
frontal cortex in vitro, where stimulation of adenylate cyclase was seen following co-
activation of M1 and CRF1 receptors in frontal cortical membrane preparations [83].
An interaction at this level is further supported by the demonstration that ICV CRF
decreases high-affinity choline uptake in the rat frontal cortex [76], which should
lead to increased frontal cortex acetylcholine levels in response to CRF.

Thus, it is conceivable that CRF might influence cognitive function via activa-
tion of parts of the cholinergic basal forebrain and brainstem nuclei, as well as by
co-activation of intracellular signalling pathways at higher brain areas such as the
frontal cortex.

Interactions between the cholinergic and CRF systems

There is evidence that the interactions between the CRF and the cholinergic system
are reciprocal, i.e. not only is CRF capable of modulating cholinergic activity, but
acetylcholine is also capable of modulating CRF function.

Thus, it has been reported that chronic treatment with the non-selective mus-
carinic antagonist atropine produced a significant and selective increase in CRF1
receptors in frontoparietal cortex in rats [84], which might represent a compensatory
mechanism. Furthermore, acetylcholine induces CRF release from the amygdala
(another brain area closely involved in the processing of stress-related information
and in the modulation of an individual’s responses to stress) in vitro [85], an effect
that could be antagonised with both atropine and mecamylamine, suggesting the
involvement of both muscarinic and nicotinic receptors. It would be interesting to
investigate the exact amygdaloid nuclei involved in this response, as there are dis-
creet differences in the distribution of the components of the two systerms at this
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level: CRF is only expressed in the CeA (Fig. 1b), which is the major output relay in
the amygdala [86], and thus it is possible that acetylcholine-induced release of CRF
originates from this nucleus. This could, for example, be mediated via activation of
M1 receptors, which are expressed in the BLA [50]. The BLA represents the major
input area of the amygdala [86]. Alternatively, it could be mediated via activation
of nicotinic receptors, which are expressed throughout the amygdala [44–46]. The
NBM provides the major cholinergic input into the BLA (Fig. 2), i.e., even though
no CRF receptors were observed at the level of the NBM [19], it is possible that
important interactions between this cholinergic nucleus and the CRF system exist at
the level of the amygdala.

The HPA axis

However, interactions between CRF and acetylcholine are not confined to higher
brain areas, but can also be observed at the level of the HPA axis, partly involving no-
radrenergic neurons innervating the PVN (likely to project from the locus coeruleus).
Thus, ICV administration of nicotine has been reported to elevate plasma corticos-
terone in rats through effects on noradrenaline release in the PVN [87]. This effect
can be abolished by the specific CRF1 antagonist CP-154,526, and appears to be de-
pendent on nicotinic receptors [87]. Furthermore, injection of acetylcholine directly
into the PVN increase CRF mRNA levels in the hypothalamus as a whole, as well
as plasma ACTH levels [88]. In addition, the septohippocampal system might be of
relevance for an appropriate termination of the stress response, as an appropriate sep-
tohippocampal cholinergic input seems to be essential for the hippocampus to convey
its inhibitory effect on the HPA axis [89]. Thus, the cholinergic system modulates
HPA axis activity, both indirectly via the hippocampus [89] and via noradrenergic
modulation [87], as well as directly at the level of the PVN.

CRF and cognitive function

Arousal and attention

From the previous section it is evident that there is both strong anatomical and neu-
rochemical evidence for important CRF-cholinergic interactions in the brain. But
how is this interaction translated at the behavioural level? ICV infusions of CRF
have been reported to decrease slow-wave sleep [70] and to shorten pentobarbital-
induced sleeping time in rats [90]. This could suggest an arousing function of CRF,
possibly in preparation to stressful stimuli. Conversely, stress-induced shortening of
pentobarbital-induced sleeping time in rats can be reversed by the CRF1 antagonist
CRA1000, suggesting that this stress-induced increase in arousal is CRF1-mediated
[91]. The non-selective CRF antagonists α-helical CRF9−41 or astressin [92], as well
as ICV administration of CRF antisense [93] have also been shown to reduce spon-
taneous waking, consistent with a role of CRF in arousal. Furthermore, stimulation
of the PVN with glutamate has been shown to increase c-Fos expression in PVN
CRF neurons, indicating activation, accompanied by an arousal shift measured by
electrocorticogram [94].
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Of note, it is important for a subject to be at the right level of arousal to perform in
an optimal way. Neither a state of underarousal nor of overarousal would be helpful
to deal with a threatening situation. In line with this view, it has been shown that
transgenic mice overexpressing CRF, which are characterized by hightened anxiety
[95, 96], also show general impairments in operant five choice serial reaction time
performance, i.e., in a task taxing attentional processes [97]. This task is known to
be sensitive to lesions of the PPTg, medial prefrontal cortex, and to damage of the
NBM in rats [43, 58–60, 62, 98]. Since the NBM is lacking in CRF1 receptors [19],
it is conceivable that the PPTg and/or the prefrontal cortex may be involved in the
effects of CRF on attention and arousal.

In further support of a role of CRF-related peptides in arousal and attention, it
has been reported that ICV CRF and Urocortin 1 both facilitated initial acquisition
but not consolidation in a spatial water maze task, but only under relatively easy
learning conditions (inter-trial interval of 30 s), while impaired performance was
seen under more difficult learning conditions (inter-trial interval > 2 min; [99]).
Enhanced consolidation was seen in a passive avoidance task, and these effects
were reversible by ICV treatment with the CRF1 antagonist antalarmin [99]. Such
a pattern of cognitive effects would be consistent with an increase in arousal, rather
than with a true mnemonic effect.As has been pointed out [6], this profile of cognitive
enhancement is consistent with increased activity of the medial septal area (vertical
limb of the DBB and the MS), which has been implicated in arousal and attention,
and is a site of CRF1 receptor expression (Fig. 1c).

Learning and memory

Since both CRF1 and CRF2 receptors are also strongly expressed in the hippocampus
(Fig. 1c), it might be further suggested that activation of these receptors by CRF has
implications for spatial/contextual memory.

Indeed, intra-hippocampal infusions of CRF induce a long lasting enhancement
of synaptic efficiency in the hippocampus, as measured by an increase in amplitude
and slope of population excitatory postsynaptic potentials (pEPSPs) and an increase
in the level of cAMP [100, 101]. Moreover, CRF has also been shown to facilitate
long-term potentiation (LTP) in the mouse hippocampus in vitro [102, 103], which
might provide indirect evidence for a role of CRF in the modulation of memory.

It has also been shown that injections of CRF or Urocortin 1 into the dorsal
hippocampus before training in a context- and tone-dependent fear conditioning
paradigm enhanced learning [103, 104], and similar effects were seen with post-
training administration of CRF, suggesting a role of CRF-related peptides in memory
consolidation. This effect was mediated through the CRF1 receptor, but not via the
CRF2 receptor, as blockade of the hippocampal CRF2 receptor with the selective pep-
tidergic CRF2 antagonist anti-sauvagine-30 did not alter the effects of pre-training
intrahippocampal administration of CRF in fear conditioning [104]. Moreover, CRF
administration into the dentate gyrus also improved retention performance in a pas-
sive avoidance task in rats [105–107], although it was suggested that this is due to
facilitation of noradrenaline release in the DG [107]. On the other hand, direct in-
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trahippocampal infusion of an antisense oligonucleotide directed against CRF mRNA
has been reported to impair performance in a passive avoidance task [108]. As a
caveat, it should be mentioned that it is difficult to clearly disentangle an effect on
learning from effects on other types of behaviour, such as anxiety-related behaviour,
motivational factors and altered pain threshold, particularly in passive avoidance,
which might confound results.

In further support of a positive modulatory role for CRF1 in cognitive behaviour,
it has been shown that CRF1 knockout mice display deficits in spatial recognition
memory in a two-trial spatial memory task [109] and that intraperitoneal injection of
the specific CRF1 antagonist CP-154,526 prior to training impaired the induction of
contextual fear conditioning, while injection prior to testing reduced the expression
of conditioned fear [110, 111], and CP154,526 has also been shown to antagonise
stress-induced learning deficits in a fear conditioning paradigm when administered
prior to stress [103], suggesting that blockade of CRF1 may interfere with acquisition
and retrieval processes. However, the latter is difficult to distinguish from a possible
anxiolytic effect, and indeed in recent studies the CRF1 antagonists DMP-904 and
DMP-696 were found to have little or no effect in the water maze or delayed non-
matching to position test [112].

In contrast to the cognition-enhancing properties of CRF in the hippocampus,
CRF or Urocortin 1 injection into the lateral septum impaired learning in context-
and tone-dependent fear conditioning [104]. This effect appears to be CRF2 medi-
ated, as it was blocked by the peptidergic CRF2 antagonist anti-sauvagine-30, and
CRF1 receptors are lacking in the rat lateral septum. Furthermore, intra-lateral-septal
injection of anti-sauvagine-30 enhanced learning in these tasks when injected alone,
suggesting a tonic control of learning by CRF2. However, ICV infusion of antisense
oligonucleotides against CRF2 mRNA failed to affect performance in the spatial
water maze or affect social recognition memory [113], suggesting no or at least no
major role for CRF2 in these hippocampus-dependent tasks [114, 115], although
CRF2 antisense treatment enhanced context-dependent fear conditioning in another
study [116]. This latter effect may be mediated via knockdown of CRF2 receptors in
the lateral septum, producing an effect similar to pharmacological blockade of septal
CRF2 receptors [104]. Interestingly, this lateral septal CRF2-mediated cognitive im-
pairment appears to be dependent on dopamine D2 receptors, as it could be blocked
by the specific D2 antagonist sulpiride [117].

CRF1-mediated enhancement and CRF2-mediated impairment of learning and
memory is supported by non-localised administration of CRF1 and CRF2 ligands.
ICV administration of CRF has been reported to mildly enhance conditioned auditory
fear [118], while ICV administration of Urocortin 1 facilitated acquisition, consolida-
tion and retrieval of the passive avoidance response [119]. In contrast, intraperitoneal
administration of the CRF2-specific agonist Stresscopin [32] (human Urocortin 3)
has been shown to impair performance in a passive avoidance task, although the
involvement of central CRF receptors in this effect is questionable [120].

There is also behavioural evidence for a role of CRF in the modulation of
amygdala-dependent mnemonic processes, as post-training bilateral infusions of
the non-selective CRF antagonist α-helical CRF9-41 directly into the BLA of rats
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impaired passive avoidance retention performance [121]. In the same study it was
found that the training stimulus, a brief foot shock, increased CRF levels in the CeA.
This could suggest that CRF receptor activation in the BLA, likely through training-
induced release of CRF from the CeA, participates in mediating stress-induced effects
on memory consolidation [121]. Infusion of the CRF1 antagonist antalarmin into the
amygdala after social defeat has been shown to reduce subsequent conditioned de-
feat, implicating CRF1 receptors in the amygdala-related effects of CRF on memory
consolidation [122].

Enhancing the availability of free CRF by displacing it from its binding protein
(CRF-BP) with the CRF-BP inhibitor CRF(6-33) has also been reported to produce
cognition-enhancing effects in animal tests of learning and memory, such as in spatial
water maze navigation, Y-maze visual discrimination, passive avoidance, one-way
active avoidance and context- and tone-dependent fear conditioning, but without the
characteristic stress effects seen after direct ICV CRF administration [104, 123–125].
One of the reasons why CRF-BP inhibitors could have less effects on stress respon-
sivity could be the distinct distribution pattern of CRF-BP, as CRF-BP is distributed
in discrete regions of the rat brain [126], including the hippocampus and frontal cor-
tex, but has a low expression in subcortical brain areas also linked to anxiety-related
behaviour, such as the septum. As such, CRF-BP inhibitor administration may be
mimicking the effects of raising frontal cortical and hippocampal CRF concentration
through direct CRF administration, but lacking the subcortical effects of CRF. Fur-
thermore, CRF(6-33) reversed impairments in a social memory test in adult female
rats induced by the non-specific CRF antagonist D-Phe CRF(12-41) [127]. However,
it remains debatable whether the effects of CRF-BP inhibition are a direct action on
mnemonic processes or indirect effects via action on other types of cognition. For
example, in one of these studies the improvement in performance was only seen dur-
ing early but not late acquisition sessions in a cued visual discrimination task [124].
Drug-induced effects on learning would be expected in late acquisition, with groups
starting at comparable accuracy levels at the beginning of acquisition. This may
suggest that CRF(6-33) does not directly affect learning, but enhances performance
through altered arousal or attentional processes [5].

Lastly, there is evidence that stabilisation of the CRF system in early life is
beneficial to later cognitive development, as administration of the CRF1 antagonist
NBI30775 to rats from postnatal day 10-17 improved performance in the water maze
and object recognition test at postnatal days 50-70, to levels similar to that in rats
with extra maternal care stimulated by handling during postnatal days 2-9 [128].
Reduced CRF mRNA expression the CeA, BNST and PVN and increased gluco-
corticoid receptor levels in the hippocampus during the postnatal handling period
suggests the involvement of these regions in the response [129, 130]. The involve-
ment of CRF in the BNST in conditioned responses in adult animals is supported by
the finding that the non-selective CRF antagonist D-Phe CRF(12-41) reduced condi-
tioned defeat when infused into the BNST, but not the CeA [131], and BNST CRF2
is implicated as the CRF2-specific antagonist anti-sauvagine-30 [132], but not the
CRF1-specific antagonist CP-154,526 also reduced conditioned defeat when infused
into this region [133].
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Interim summary

To summarise, CRF appears to exert a modulatory effect on attention and arousal,
mediated at least in part by CRF1 receptors, and possibly involving the PPTg, pre-
frontal cortex, medial septal area and/or the noradrenergic locus coeruleus. CRF1 in
the hippocampus appears to exert a positive modulatory role on learning and memory,
while CRF2 in the lateral septum has a negative effect on these processes, possibly
through interaction with the dopaminergic system at this level. However, a direct ef-
fect of CRF2 receptor activation on cognitive function at hippocampal level cannot be
ruled out, as it has been demonstrated that stress-enhancement of context-dependent
fear conditioning can be prevented by the specific CRF2 receptor antagonist anti-
sauvagine-30 [134], but only when administered 3h following stress, suggesting a
delayed CRF2-mediated effect. Furthermore, at the level of the amygdala, cognitive
function can also be modulated by CRF, possibly involving CRF receptors in the
BLA. This might be mediated via CRF1 receptors, as CRF2 receptors have not been
reported to be expressed in this region.

Interactions between the CRF and the cholinergic systems in the modulation
of cognitive behaviour

Based on the points discussed above, it may be argued that there is a central interaction
between CRF and the cholinergic system in order to maintain appropriate processing
of environmental information, in particular under stressful conditions [135]. This
could take place at various levels of the basal forebrain, brainstem cholinergic nuclei,
or their respective projection areas.

Given that CRF administration increases acetylcholine release at hippocampal
level [71, 72], it can be expected that there might also be important interactions be-
tween CRF and acetylcholine in relation to hippocampus-mediated cognitive func-
tion.

Intrahippocampal infusion of CRF enhances context- and tone-dependent fear
conditioning [104, 117], but was unable to reverse the cognitive impairment induced
by the muscarinic antagonist scopolamine [117]. This would suggest that it is unlikely
that the memory enhancing effects of direct intrahippocampal CRF administration
are mediated through actions on the septohippocampal pathway at hippocampal level.
It would further argue against an important role of a decrease in high-affinity choline
uptake at the level of the hippocampus [76]. Next, it would of course be interesting
to investigate the effects of direct injections of CRF into the medial septum on
a scopolamine-induced fear-conditioning deficit. An interaction at the level of the
lateral septum is likely, as CRF injected into this area reversed the cognitive deficit
induced by scopolamine injected into this same region [117].

Despite the effects of CRF on hippocampal acetylcholine release, it has been
reported that ICV CRF in combination with either scopolamine or the nicotinic
antagonist mecamylamine appears to act synergistically in impairing spatial wa-
ter maze discrimination learning [135]. This finding provides further support for
partially independent actions of CRF and cholinergic blockade on cognitive func-
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tion, also at hippocampal level, as CRF would have been expected to attenuate a
scopolamine-induced impairment in this hippocampus-dependent paradigm via ac-
tivation of cholinergic activity at this level. It is of course possible that CRF primarily
activated the CRF2 receptor at the level of the lateral septum in this study, as this
region and receptor have been implicated in CRF-induced cognitive impairment
[104]. Non-localised peptide delivery may indeed be responsible for mixed reports
in the literature, as ICV administration of the non-specific CRF receptor antagonist
α-helical-CRF9-41 [136] blocks nicotine-induced conditioned anxiety in the social
interaction paradigm, but not acute nicotine-induced anxiety [137], suggesting that
the effect is not purely anxiety-related. However, both the dorsal hippocampus and
lateral septum have been implicated in the anxiety-inducing effects of nicotine in
the social interaction paradigm [138], providing no further clarity on the region in-
volved. Further confusing the issue, ICV Urocortin 1-induced facilitation of acquisi-
tion, consolidation and retrieval in a passive avoidance task can be blocked with both
α-helical-CRF9-41 and atropine, although the response was also blocked by antago-
nists for other neurotransmitter systems [119]. As an agonist at both CRF1 and CRF2
receptors, it is not possible to attribute Urocortin 1-induced cognitive enhancement
to either receptor, and as mentioned earlier, it can be difficult to dissociate cognitive
effects from, for example, effects on anxiety-related behaviour, motivational factors
and altered pain threshold, in passive avoidance.

Another very interesting brain region where CRF and cholinergic systems might
interact is the BLA. Although direct evidence for important interactions between
ACh and CRF in the modulation of cognitive function is lacking at the level of the
amygdala, it is of note that both systems might interact at this level in modulating
stress-induced changes in blood pressure [139]. Given that CRF potently modulates
amygdala-dependent types of learning and memory via activation of CRF receptors
in the CeA or BLA (see above), it would be very interesting to elucidate the possibility
that the CRF and the cholinergic systems indeed interact at this level to modulate
cognitive function.

Although there is evidence for important interactions between the septohip-
pocampal cholinergic projection and CRF as well as for independent and indirect
actions of the two systems at the same brain target areas, another possibility is that
some of the effects of CRF are mediated through enhanced glucocorticoid levels
induced by CRF activation of the HPA axis. Glucocorticoids themselves affect cog-
nitive processes, and it is possible that some of the effects of CRF on cognition are
due to their subsequent release from the adrenal gland (for a review see [140]). How-
ever, this pathway is relatively slow, and there is evidence for direct effects of CRF,
such as the priming of LTP in the hippocampus [102], suggesting that these effects
are not primarily glucocorticoid mediated.

Conclusions

In conclusion, there is a limited amount of evidence that CRF interacts with the
cholinergic system in the modulation of cognitive behaviour, although some of the
cognitive effects of CRF are clearly independent of cholinergic activity. It has been
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suggested that CRF may function in a parallel processing model with other neuro-
transmitter systems, modulating the signal in order to attribute a stressful character-
istic [141]. In such a model, CRF may modulate cognitive processes through inter-
actions with the cholinergic system leading to storage of memories with a stressful
component. Of note, overactivity of such a system, possibly resulting in hyperatten-
tion (see [142]), or enhanced storage of stressful memories, might be as detrimental
as an underactivity of such a system.

Indeed, the existence of two apparently opposing systems for the modulation of
cognition by CRF, possibly involving CRF1 in the medial septum and hippocampus,
and CRF2 in the lateral septum, and evidence that long-term disruption of CRF
function (i.e. CRF overexpression) impairs cognitive function (such as attention,
learning and memory) may suggest that a delicate balance exists, which further
supports the above concept. As such, any severe (e.g. chronic) disruption of this
balance (such as altered HPA axis activity in psychiatric disorders such as depression,
or anxiety disorders) might result in cognitive impairment, and hence contribute to the
cognitive deficits common to many psychiatric disorders. Supporting this hypothesis,
it has been reported that improvements in working memory during antidepressant
treatment of patients with major depression, were correlated with normalisation of
the HPA axis [143]. Interestingly, a cholinergic hyperactivity has been found in
depression [144]. This would further suggest that novel drugs that normalize an
overactive HPA axis, such as CRF1 antagonists, might be beneficial in attenuating
cognitive dysfunction (e.g., reduce a bias towards affectively negative information)
in these disorders in parallel with an attenuation of enhanced cholinergic activity.
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Cholinergic systems and attention

Cholinergic neurons innervating the cortical mantle originate from areas along the
medial wall of the globus pallidus (the nucleus basalis of Meynert), the ventral globus
pallidus (the substantia innominata) and the horizontal limb of the diagonal band
(collectively termed basal forebrain, BF). BF cholinergic projections terminate in
all cortical regions and layers, indicating that this most rostral cortical input system
generally modulates cortical information processing [1–3]. The BF projections to
the cortex also include GABAergic and possibly glutamatergic neurons, but little is
known about their organization and function [4].

Based primarily on experiments designed to test the effects of selective lesions
of the BF cholinergic projection system and on studies using microdialysis to mon-
itor acetylcholine (ACh) efflux in task-performing animals, substantial evidence in
support of the attentional functions mediated via the cortical cholinergic input sys-
tem has accumulated [5–16]. Attention is generally defined as the subject’s ability to
detect rarely and unpredictably occurring stimuli or signals over extended periods of
time (sustained attention), to discriminate signals from “noise” or non-target signals
(selective attention), or to divide attentional resources between the processing of
multiple stimuli or response rules (divided attention).

Attentional functions have been conceptualized as a set of variables that con-
tribute to the efficacy of higher cognitive processes, including learning and memory.
Although the relationships between attentional functions and learning and mem-
ory have not been extensively substantiated with respect to the involvement of the
cholinergic system [17, 18], the results from several experiments may be interpreted
as indicating that the contributions of the cortical cholinergic input system to learn-
ing and memory are a function of the (explicit) attentional demands of learning
processes [19, 20].
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Neurophysiological studies demonstrated that increases in cholinergic transmis-
sion in sensory areas enhance the cortical processing of thalamic inputs [21, 22]. We
recently attempted to integrate the neurophysiological and behavioral evidence on
the functions of cortical cholinergic inputs and hypothesized that the cortical cholin-
ergic input system generally acts to optimize the processing of signals in attention-
demanding contexts [23]. Such signals “recruit” via activation of BF cholinergic
projections to the cortex, anterior and posterior cortical attention systems, thereby
amplifying the processing of attention-demanding signals (termed “signal-driven
cholinergic modulation of detection”).

In addition to the signal-driven (bottom-up) recruitment of cortical cholinergic
inputs, the prefrontal cortex influences the activity of cholinergic terminals elsewhere
in the cortex [24], presumably via direct prefrontal projections to the BF [25] and,
via multi-synaptic cortico-cortical projections, to cholinergic terminals elsewhere in
the cortex [24]. The prefrontal regulation of the activity of cortical cholinergic inputs
elsewhere in the cortex is thought to mediate top-down effects, such as the knowledge-
based augmentation of detection of signals and the filtering of irrelevant information
(termed “cognition-based cholinergic modulation of detection”). Depending on the
quality of signals and task characteristics, cortical cholinergic activity reflects the
combined effects of signal-driven and cognitive modulation of detection.

Prefrontal cholinergic inputs contribute to the activation of top-down
mechanisms and mediate increases in “attentional effort”

A possibly complicating yet central component of the conceptualization described
above concerns the hypothesis that cholinergic inputs to the prefrontal cortex con-
tribute to the activation of the anterior attention system, and thus to the choliner-
gic modulation of the detection process in other cortical areas [23]. Several lines
of evidence support such a special role of cholinergic inputs to prefrontal regions.
First, lesions of the cholinergic inputs to prefrontal regions are sufficient to produce
impairments in attentional performance assessed by a well-practiced task [26]. Per-
formance in a well-practiced task entails that the type, location, and probability of
stimuli are familiar to the operator and thus performance depends extensively on top-
down mechanisms. Furthermore, Dalley et al. observed that such lesions produced
impairments in performance over time-on-task [26]; such an effect reflects weakened
top-down mechanisms and the exhaustion of such mechanisms over time in animals
with loss of prefrontal cholinergic inputs.

Second, in studies in which medial prefrontal neurons were recorded in attention
task-performing animals, we observed that the presentation of a distractor systemati-
cally altered the firing activity of a substantial proportion of neurons in the prelimbic
cortex [27]. Furthermore, the effects of distractors on prefrontal neuronal activity
were attenuated by infusions of 192 IgG-saporin into the recording region, thereby
destroying the cholinergic inputs to this area. Importantly, the deafferentation indeed
remained very restricted to the site of the electrode tip and thus did not cause effects
on performance [27]. The presentation of distractors serves as a productive tool to
test the nature and capacity of top-down mechanisms because, in order to “stay on
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task” and recover from the detrimental performance effects of a distractor, mecha-
nisms designed to filter the distractor and enhance the detection of signals against a
“noisy background” need to be initiated. The finding that the presence of distractors
is encoded in the prefrontal cortex and that cholinergic innervation is necessary for
this encoding collectively supports the hypothesis that cholinergic inputs to this re-
gion contribute to the activation of the “‘anterior attention system” [28] and thus to
the initiation of top-down effects designed to optimize attentional performance and
to counteract the consequences of detrimental events or manipulations.

Third, evidence from a recent experiment substantiated the hypothesis that pre-
frontal cholinergic inputs play a special role in coping with the effects of manipula-
tions that challenge attentional performance. Prefrontal ACh efflux was measured in
attentional task performing rats (using microdialysis) before and after a neuropharma-
cological manipulation known to produce limited impairments in performance [29].
We had previously observed that bilateral infusions of the NMDA receptor antagonist
DL-2- amino-5-phosphonovaleric acid (APV) into the BF resulted in impairments in
the animals’ ability to detect signals while performing an operant sustained attention
task. The animals’ response accuracy in non-signal trials remained unchanged [30].
Importantly, these animals did not terminate performance as a result of the infusions
of APV into the BF; in fact, the number of omitted trials was not affected by the
smaller dose (3 nmol) and only moderately increased by the higher dose of APV (20
nmol; Fig. 1).

As illustrated in Fig. 1, bilateral infusions of APV into the BF decreased the
animals’ ability to detect hits (Fig. 1 depicts the animals’ hit rate to longest [500 ms]
signals). Following the smaller dose of APV, animals’ hit rate recovered in the sec-
ond task block after the infusion (T3). Following the higher dose of APV, animals
continued to perform, but their detection rates for longest signals remained impaired
at about 40% (for details see [29]).

Figure 2 illustrates performance-associated changes in mPFC ACh efflux over
the five blocks of trials. Prior to the infusion of APV, performance-associated ACh
efflux was about 140% over baseline for all animals (see also [31]). Infusions of saline
did not affect this level of ACh efflux that remained relatively stable throughout the
reminder of the task [31]. Infusions of APV resulted in a further increase in ACh
efflux that did not differ between the two doses, up to about 200% over baseline
during the last two task blocks. Following the termination of the task, ACh release
returned to baseline, and this return did not differ in slope and duration between
treatments (for details see [29]).

It is important to note, as would be expected, that previous studies demonstrated
that in non-performing animals, blockade of BF NMDA receptors lowers basal cor-
tical ACh output or prevents increases in ACh efflux in response to pharmacological
or behavioral manipulation [32–34]. In animals performing the sustained attention
task, the opposite effect on ACh efflux was observed.

The interpretation of these data depends on the validity of the assumption that if
animals terminated their performance as a result of APV infusions, ACh efflux would
have returned to baseline, as it did at the end of the task. However, animals obviously
were motivated to continue performing and, following infusion of the smaller dose
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Figure 1. Impairment of attentional performance following bilateral infusion of the NMDA
receptor antagonist APV into the basal forebrain (BF; modified from [29]). The figure depicts
the animals’ hit rate for trials presenting longest (500 ms signals). Drug was infused remotely
following completion of the first block of trials (T1; 8 min) and the first collection of dialysate
(see Fig. 2). Infusion of the lower concentration of APV transiently impaired performance
while the hit rate remained depressed throughout the remainder of the task following infusions
of the higher dose of APV.

of APV, even recovered their hit rate. Thus, we speculate that top-down mechanisms
were initiated in response to the detection of impairments in performance, perhaps
based on reward loss, and in order to counteract the detrimental effects of APV. This
perspective suggests that “attentional effort” acts as cognitive incentive [35]. There-
fore, the data shown in Fig. 2 are speculated to reflect the increased attentional effort
that resulted from the APV-induced impairments in performance and the associated
loss of reward. The absence of dose-response effects on performance-associatedACh
efflux may reflect the possibility that the increases in attentional effort triggered by
the two doses of APV were similar, that levels of ACh efflux do not predict levels of
effort in accordance to a linear relationship, or that the microdialysis method lacks
the sensitivity to reveal APV dose-related differences in ACh efflux.

Several neuronal routes are available to prefrontal regions to stimulate BF cholin-
ergic systems in order to attenuate the detrimental effects of NMDA receptor blockade
on cholinergic activity. Prefrontal regions directly innervate the BF [25], although
details concerning the nature of this innervation remain to be explored [4]. Addi-
tionally, prefrontal regions may contact basal forebrain neurons indirectly via lim-
bic regions, particularly involving the nucleus accumbens. Furthermore, prefrontal
multi-synaptic projections to other cortical regions may contribute to the regulation
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Figure 2. Prefrontal acetylcholine (ACh) efflux (% change from baseline) in animals perform-
ing the sustained attention task and following the infusions of saline or APV (modified from
[29]). Following saline infusions, the performance-associated increase in ACh efflux remained
unchanged during the subsequent four blocks of trials. Following infusions of APV, and while
animals’ performance was impaired (see Fig. 1), ACh release further increased, up to around
200% during the last two blocks of trials. These data form the basis for the hypothesis that
prefrontal ACh efflux, in addition to attentional performance-associated increases, reflects
increases in attentional effort (see [29] for details).

of cortical ACh efflux and thus to the cholinergic modulation of input functions by
prefrontal regions [24]. Below, prefrontal-accumbens-BF circuitry will be discussed
as a major neuronal system that is hypothesized to underlie the ability of subjects to
increase attentional effort by recruiting the cholinergic system. Increases in the activ-
ity of cortical cholinergic inputs are thought to optimize executive functions and in-
put processing mechanisms that, collectively, support attentional performance under
challenging conditions [23]. Mesolimbic-basal forebrain, dopaminergic-cholinergic
interactions are a central component of the neuronal circuitry mediating such moti-
vated increased in attentional effort.

Accumbens dopaminergic control of cortical ACh efflux

The main GABAergic output pathway of the nucleus accumbens (NAC) reaches the
basal forebrain and directly contacts the cortically projecting cholinergic neurons
of this region [36, 37]. The GABAergic regulation of BF cholinergic neurons has
been studied extensively [38–42]. Beginning primarily with the work by Mogenson
and colleagues, the general idea evolved that increased NAC dopaminergic transmis-
sion translates into increases in BF neuronal activity, possibly via suppressing the
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GABAergic inhibition of BF neurons [43]. However, the experiments conducted in
the late 1980s and early 1990s generated confusing evidence, possibly because ef-
fects typically were assessed in passive animals not recruiting the circuitry of interest,
and/or because experiments did not reflect the importance of assessing the effects of
NAC manipulations of dopaminergic neurotransmission in interaction with activation
of the converging telencephalic, glutamatergic projections to the NAC [44–51].

Because of the prediction that dopamine D2 receptor stimulation in the NAC
disinhibits the activity of BF cholinergic neurons, NAC D2 receptor blockade was
expected to attenuate increases in activity of these neurons. This prediction was
also based on our previous studies indicating that the demonstration of effects of
infusions of positive GABA modulators into the BF on cortical ACh efflux was only
possible in animals that exhibited activated efflux [41]. Therefore, one of our earlier
experiments on the regulation of cortical ACh efflux by accumbens DA investigated
the effects of intra-NAC infusions of DA receptor antagonists on activated ACh
efflux [52]. To activate ACh efflux, the negative GABA modulator FG 7142 (FG)
was administered systemically [53]. Administration of FG has been suggested to
represent a psychotogenic manipulation [54] in part because FG stimulates DA efflux
in the medial prefrontal cortex and accumbens [55–60] and the cognitive effects of
FG are attenuated by antipsychotic dopamine D2 receptor antagonists ([61–63]; see
also [54, 64]).

Infusions of the D2 receptor antagonist sulpiride (Fig. 3) or haloperidol into the
NAC, but not the D1 antagonist SCH 23390, significantly attenuated ACh efflux in
animals treated with FG [52]. Although the interpretation of this data remains com-
plicated by the diverse and distributed effects of FG, and although they may reflect
simply the antagonism of FG-induced increases in mesolimbic DA, these results
clearly indicate that NAC D2 receptors, at least under certain conditions, contribute
potently to the regulation of cortical ACh efflux. The exact circuitry underlying the
NAC dopaminergic regulation of cortical ACh efflux remains unsettled. In addition
to the direct NAC-BF connections, multi-synaptic circuits including the amygdala
and/or the ventral tegmentum (VTA) may have contributed to the mediation of the
influence of the NAC on cortical ACh efflux.

Because of the interpretational complexities associated with the use of FG to
increase cortical ACh efflux, a subsequent experiment was designed to assess the
necessity of NAC neurotransmission in permitting behavior-associated increases in
cortical ACh efflux [65]. Although this experiment was not intended to specify the
behavioral or cognitive components that need to be present in order to “recruit” the
NAC regulation of cortical ACh efflux, we employed a behavioral task that combined
motivational with attentional variables, although at a relatively implicit level, in
order to ensure the co-activation of mesolimbic dopaminergic and basal forebrain
cholinergic systems. Animals were trained to perform a defined number of licks of
a citric acid solution in order to gain access to a palatable, cheese-flavored food.
Animals were trained to expect, and were able to time, access to the solution and,
following completion of the required number of licks, the removal of a barrier to
access the palatable food.
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Figure 3. Increases in cortical acetylcholine efflux are attenuated by dopamine D2 receptor
blockade in the nucleus accumbens (NAC; modified from [52]). Cortical ACh efflux was
increased administering systemically the negative GABA modulator FG 7142 (FG; 8 mg/kg;
see filled black bars). The D2 antagonist sulpiride was perfused through a dialysis probe into
the NAC. Sulpiride dose-dependently attenuated the effects of FG (see [52] for details).

Animals remained for 30 min in a plastic bowl to establish baseline ACh efflux
prior to the transfer into the test apparatus. Medial prefrontal ACh release was sig-
nificantly increased by transferring the animals from the bowl into the test apparatus
(Fig. 4) and again when the solution bottle was presented and when they were al-
lowed to cross-over to the palatable food (see [65]). While waiting for the bottle and
following the consumption of the food,ACh efflux returned to baseline.Although our
collection intervals were relatively short (5 min), ACh efflux obviously could not be
attributed to any specific components of these events and, as already stressed, this was
not our intention in this experiment. Importantly, perfusion of tetrodotoxin (TTX),
a potent blocker of voltage-regulated sodium channels, into the NAC completely
attenuated any increases in cortical ACh efflux (Fig. 4).

Furthermore, TTX also decreased NAC extracellular DA levels below baseline
values. Thus, these results confirm that NAC neurotransmission is necessary for the
demonstration of increases in mPFC ACh efflux in a behavioral context. However,
infusions of sulpiride into the NAC did not affect basal or behavior-evoked cortical
ACh efflux. Compared with the data from the prior experiment that utilized FG to
increase cortical ACh efflux, the lack of effect of sulpiride, a D2 antagonist, indicates
that the demonstration of the necessity of dopaminergic activity in NAC depends on
the manipulation used to activate cortical cholinergic output. This conclusion is also
supported by the finding that increases in cortical ACh efflux that are triggered by ex-
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Figure 4. Blockade of neuronal transmission in the nucleus accumbens (NAC), by perfus-
ing TTX through a dialysis probe, attenuated the increases in cortical acetylcholine (ACh)
release that are normally (following the perfusion of artificial CSF (aCSF) into the NAC)
observed in association with several events during a complex appetitive procedure (see [65]
for details). Figure 4 depicts the effects of the transfer of the animals from a test bowl to the
two-chamber apparatus (see arrow) on cortical ACh efflux. The increases in ACh efflux were
largely attenuated by perfusion of TTX into the NAC (modified from [65]).

posure to a novel environment are not modulated by increases in NAC dopaminergic
transmission [66].

These data indicate that NAC neurotransmission may strongly influence cortical
ACh efflux, but that the conditions under which NAC dopaminergic transmission
contributes to the modulation of cortical ACh efflux remain very poorly understood.
We will come back to the special significance of the interactions between sulpiride and
FG below, in the context of the discussion of dopaminergic-cholinergic interactions
in schizophrenia.

In order to investigate the possibility that the NAC dopaminergic influence on
cortical ACh efflux depends on the state of glutamatergic transmission in the NAC,
we have recently begun investigating the effects of co-perfusion of glutamatergic
and dopaminergic ligands into the NAC. These experiments utilize the finding that
perfusion of NMDA into the NAC result in increases in cortical ACh efflux. Co-
administration of the D1 receptor antagonist SCH23390 into the NAC attenuated the
effects of a lower (150 µM), but not higher (250 µM), concentration of NMDA [67].
Data on D2 receptor modulation are not yet available. These data suggest that NAC
D1 receptor stimulation may positively modulate the increases in cortical ACh efflux
produced by NAC NMDA receptor stimulation.

The results from two experiments indicate that the NAC regulation is active while
animals perform attention-taxing tasks known to reflect closely the state of prefrontal
cholinergic transmission. First, antisense-induced suppression of the expression of
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one of the two isoforms of glutamic acid decarboxylase (GAD65) by NAC neurons
produced robust impairments in sustained attention performance [68]. Second, in-
fusions of the non-selective DA receptor antagonist cis-flupenthixol into the NAC
of task-performing animals yielded impairments in the performance of such a task
[69]. Although the performance effects of these manipulations could have been due
to effects on non-cholinergic systems, there is sufficient causal and correlational
evidence relating performance in this task to cortical cholinergic transmission (ref-
erences above) to suggest that the effects of these manipulations on performance
indeed were mediated via effects on performance-associated increases in cortical
ACh efflux.

Evidently, our understanding of the mechanisms underlying the ability of NAC
DA to modulate corticalACh efflux remains extremely premature, and the behavioral
or cognitive functions that require NAC DA modulation of the activity of cortical
cholinergic inputs need to be defined. However, the collective evidence is sufficient
to conclude that a substantial part of the behavioral and cognitive, particularly at-
tentional, consequences of changes in NAC function are due to the trans-synaptic
modulation of basal forebrain cholinergic neurons projecting to the cortex.

Dopaminergic-cholinergic interactions in the basal forebrain

Mesolimbic dopaminergic neurons make direct contacts with the cholinergic neurons
of the BF and thus may also directly influence their excitability [70–72]. Napier and
colleagues extensively studied the effects of dopamine on neuronal activity in the BF
and demonstrated increases in neuronal activity as a result of D1 stimulation while the
majority of neurons showed decreases in firing rate following D2 stimulation [73].
In addition to suggestions about the direct dopaminergic regulation of BF neurons,
there is also evidence suggesting that dopamine reduces the inhibitory, GABAergic
control of these neurons via D1 receptor [74, 75] and also influences glutamatergic
transmission in this region [76].

Relatively little is known about the dopaminergic regulation of positively iden-
tified cholinergic BF neurons, and about the significance of DA-cholinergic interac-
tions in the BF with respect to cortical ACh efflux. Although the demonstration of
systemic amphetamine-induced increases in cortical ACh efflux [77] requires an in-
tact mesolimbic dopamine system [78], the increases in cortical ACh efflux produced
by systemic amphetamine do not require BF or NAC D1 or D2 receptor stimulation
([79]; Nelson, Sarter and Bruno, unpublished observations).

The paucity of knowledge concerning BF DA-cholinergic interactions represents
a major problem, particularly when considering the potential importance of these
interactions for disease models involving abnormal dopaminergic transmission. In-
formation about the regulation of BF DA and the direct dopaminergic regulation of
cortically projecting cholinergic neurons in the basal forebrain, specifically in ani-
mals performing (attentional) tasks that recruit these neuronal systems, is urgently
needed.
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Dopaminergic-cholinergic interactions within the PFC

As discussed above, cholinergic inputs to the PFC are hypothesized to mediate specif-
ically the ability to maintain or recover attentional performance during challenging
conditions [29]. Dopaminergic inputs to the PFC also influence the learning and per-
formance of attention tasks [80, 81], with D1 receptor-mediated effects appearing to
mediate more robust effects when compared with drug effects acting at D2 receptors
[82, 83]. As would be expected, the effects of D1 receptor manipulations in the PFC
extend to other cognitive functions, particularly working memory (e.g., [84, 85]),
possibly because of overlapping cognitive mechanisms assessed by attention and
working memory tasks and/or the modulation of more general executive functions
by PFC dopamine.

Although some data suggest rather limited or even absent functional relation-
ships between dopaminergic and cholinergic inputs to the PFC, and that prefrontal
cholinergic inputs may mediate a more restricted range of primarily attentional func-
tions when compared with the possibility that D1 receptor stimulation exerts less
specific, or broader modulation of executive functions [86], insufficient evidence
renders such hypotheses to be premature (e.g., [87, 88]). Given that the working
memory tasks and attention tasks tax overlapping cognitive functions, a complete
dissociation between the modulatory cognitive effects of dopaminergic and choliner-
gic inputs would be unexpected. Rather, some degree of co-modulation of cognitive
functions by dopaminergic and cholinergic inputs [89] represents a more plausible
scenario. Moreover, the finding that D1 receptor stimulation in the mPFC resulted
in increases in basal ACh efflux in this region in postpubertal animals with neona-
tal ventral hippocampus lesions, but not in sham-lesioned postpubertal animals [90],
suggests that abnormally-regulated cholinergic transmission represents a likely com-
ponent of the neuronal foundations of schizophrenia (below; see also [64]), and that
local regulation of cholinergic activity by dopaminergic inputs may contribute di-
rectly to such cholinergic dysregulation. Research on intra-PFC interactions between
dopaminergic and cholinergic inputs in relation to defined behavioral and cognitive
functions is of obvious significance.

Dopaminergic regulation of the choline transporter

The synthesis of ACh is strongly influenced by the uptake of choline from the extra-
cellular space by the high-affinity choline transporter (CHT). In fact, blockade of the
CHT with hemicholinium-3 (HC) attenuates ACh synthesis and thus release. There-
fore, the mechanisms that modulate the capacity of the CHT represent an important
aspect of research on the regulation and function of cholinergic systems [91]. For ex-
ample, we have recently demonstrated that in animals performing the attention-taxing
task described above, the capacity of the CHT to transport choline is enhanced in the
prefrontal cortex, and that this enhanced capacity is due to an increased translocation
of CHTs from intracellular domains to plasma membrane [92].

Evidence from recent research has begun to suggest the possibility that the ca-
pacity of the CHT, including the trafficking of CHTs from intracellular domains to
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plasma membranes, is subject to multiple regulatory pathways. Furthermore, changes
in CHT capacity may not necessarily reflect the activity of cholinergic terminals
[93–97]. Alternatively, it may also be possible that the activity of cholinergic neu-
rons represents the primary variable dictating the capacity of the CHT and that such
activity-dependent regulation of the CHT can be influenced by non-cholinergic mech-
anisms. As will be discussed in the following, it is unclear whether the dopaminergic
modulation of the CHT reflects dopaminergic effects on cholinergic neuronal activity
or a regulatory mechanism unrelated to cholinergic activity, or both.

As already mentioned, interactions between dopaminergic and cholinergic neu-
rons are central to our basic understanding of the functions of these modulators
and also to the modeling of schizophrenia and psychostimulant addiction. As hyper-
dopaminergic mechanisms contribute essentially to the manifestation of the symp-
toms of these disorders, experiments addressed the question of whether the capacity
of the CHT is affected in animals exhibiting abnormal increases in dopaminergic
transmission. This hypothesis was studied in part by investigating the capacity of the
CHT to remove choline from the extracellular pace in vivo, using an amperometric
biosensor method for the detection of changes in extracellular choline concentrations
[98] and ex vivo using synaptosomal choline uptake assays (e.g., [92]).

The available data support the hypothesis that hyperdopaminergic neurotrans-
mission is associated with a decreased capacity of the CHT to remove choline from
the extracellular space (Parikh et al., unpublished data). This conclusion is based
on results from experiments in mice with a reduced expression of the dopamine
transporter (DAT). DAT-knockdown (KD) mice express reduced levels of the DAT,
approximately 10% of the amount seen in wild-type mice. Therefore, extracellular
dopamine levels are increased by about 70% [99]. DAT-KD mice develop normally,
but exhibit hyperactivity and decreased habituation to novel environments. Interest-
ingly, locomotor activity in these mice is attenuated by the administration of psy-
chostimulants, indicating that these animals may model aspects of attention deficit
hyperactivity disorder (ADHD; [99]). Furthermore, Berridge and colleagues demon-
strated that DAT-KD mice exhibited enhanced acquisition and greater incentive per-
formance for a palatable food [100] and that they show more stereotyped grooming
behavior [101]. Thus, DAT-KD animals are of interest also for the modeling of ad-
dictive processes as well as disorders characterized by highly stereotyped behaviors
such as obsessive-compulsive disorder (OCD) or Tourette’s syndrome [101].

We assessed choline clearance in the striatum of DAT-KD mice using the amper-
ometric choline detection method described in detail in Parikh et al. [98]. The focus
on the striatum in part was motivated by prior research that characterized the effects
of DAT-KD on dopaminergic neurotransmission primarily in this region (references
above), a relatively rich literature on dopaminergic-cholinergic interactions in the
striatum (e.g., [102]), and by the relative ease with which recording electrodes and
glass capillaries for the administration of drugs can be implanted into the striatum of
mice. Furthermore, and although much of our research on the cholinergic mediation
of cognitive functions has focused on cortical cholinergic inputs, striatal dopamin-
ergic mechanisms widely influence cortical information processing (e.g., [103]) and
striatal cholinergic interneurons modulate the efficacy of cortico-striatal output [104].
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Thus, it is not unexpected that striatal dopaminergic mechanisms also influence at-
tentional performance [105] and that cholinergic striatal interneurons represent a
crucial component of the striatal circuitry involved in cognitive functions [106].

Mice were generated as described in Zhuang et al. [99] at Buffalo University.
Animals were anesthetized with urethane (1.25–1.5 g/kg) and placed in a stereotaxic
frame. Microelectrode/micropipette arrays were prepared as described in [98] and
inserted into the striatum. We assessed potassium-evoked ACh release by ejecting
different volumes (50–400 nL) of 70 mM KCl. To determine the capacity of CHTs,
pressure ejections of choline (5 mM), with and without co-ejection of the potent
and specific CHT blocker hemicholinium-3 (HC; 10, 50 µM) were conducted. Data
were recorded at 10 Hz using a FAST-16 recording system (for additional details
concerning calibration and other technical issues see [98]).

As shown previously [107], the clearance of choline is retarded by co-administra-
tion of the specific CHT blocker HC. The clearance of choline was quantified by
calculating the uptake rate of choline for a section of the clearance curve ranging
from a 40–80% decrease from peak concentration (t40-80). In wild type mice, co-
ejection of 10 µM or 50 µM HC reduced striatal choline uptake rate by 20% and
43%, respectively.

The focus on the effects of HC in these experiments is based on the fact that only
a component of the clearance of choline is caused by high-affinity choline uptake, as
indicated by the partial effects of HC. Furthermore, differences in choline clearance
are not always readily apparent in the absence of HC, possibly because CHTs may
be close to being saturated by endogenous extracellular choline concentrations [108]
and changes in clearance of exogenous choline may be due to other mechanisms,
such as diffusion of choline away from the surface of the electrode or the capacity
of low-affinity choline transporters. As the present experiments were designed to
address specifically the effects of DAT-KD on the capacity of the CHT, data on the
effects of HC are necessary for conclusions about putative differences between CHT
capacity in wild-type and DAT-KD mice.

DAT-KD mice exhibited a 37% reduction in uptake rate of the HC-sensitive
component of choline clearance curve obtained from the difference of uptake rates of
choline signal in response to pressure ejection of choline in the absence and presence
of HC, as compared to the wildtypes. Moreover, the mutants displayed higher choline
signals in response to potassium-induced terminal depolarization, reflecting lower
clearance of choline hydrolyzed from ACh. These data were interpreted as indicating
that there is a reduced capacity of CHTs in the striatum of DAT knockdown animals.
Ex vivo synaptosomal assays measuring choline uptake confirmed this hypotheses
(Parikh et al., unpublished data).

As mentioned earlier, the interpretation of these findings is not straight forward.
It is not clear whether increased dopamine receptor stimulation can translate into
a decreased activity of cholinergic interneurons and therefore a down-regulation of
the CHT [102]. However, while some studies demonstrated D1 receptor stimulation-
induced increases in striatal ACh release (e.g., [109–111]), the overwhelming evi-
dence suggests that endogenous dopamine release primarily inhibits the activity of
striatal cholinergic interneurons via D2 and D5 receptors [111–113]. Supplemen-
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tal materials provided by Zhuang et al. [99] indicate that in the striatum, D1 and
D2 receptor densities were similar in wild-type and DAT-KD mice. Furthermore,
D2-receptor mediated autoreceptor function was unchanged in DAT-KD mice, as
indicated by voltammetric data (reported in the appendix of [99]).

Additional complexities burden the understanding of dopaminergic-cholinergic
interactions in the striatum as well as in the cortex. For example, repeated am-
phetamine exposure facilitates striatal [114] and cortical [77] ACh efflux, but such
increases appear unlikely to be a direct result of local increases in dopaminergic
neurotransmission [114]. Dopaminergic and cholinergic neurons may interact on
the basis of complex additional neuronal mechanisms and via distributed neuronal
circuits (e.g., [115, 116]); moreover, the mechanisms underlying these interactions
may differ as a function of the state of activity, or the degree of “recruitment” of
dopaminergic and cholinergic neurons.

Functional implications: dopaminergic-cholinergic modulation, schizophrenia
and craving in psychostimulant addicts

Evidence in support of the hypothesis that alterations in the regulation of forebrain
cholinergic systems contribute essentially to the mediation of the cognitive symp-
toms of schizophrenia and psychostimulant addiction has been discussed previously
[64, 117]. Abnormally regulated mesolimbic dopaminergic neurons, directly or via
distributed neuronal circuits, influence the excitability of cortical cholinergic inputs
and thereby affect the modulation of cortical information processing in general and
the attentional functions that are critically mediated via this neuronal system in par-
ticular.

With respect to schizophrenia, dopaminergic-cholinergic interactions are of cen-
tral importance for two major hypotheses (see [64] for details). First, during acute
psychotic periods when mesolimbic dopaminergic neurons exhibit a “sensitized”
state, abnormal cortical cholinergic activity mediates the impairments in attentional
functions, including the dysfunctional filtering of irrelevant stimuli, which contribute
to the manifestation of positive symptoms. Second, lasting cognitive impairments in
schizophrenia have been hypothesized to be associated with abnormalities in pre-
frontal dopaminergic neurotransmission, possibly insufficient D1 receptor function
[118]. The persistent abnormalities in cholinergic neurotransmission in these pa-
tients (reviewed in [64]) in part may be a result of interactions with dopaminergic
dysfunction. Such interactions form the basis for new therapeutic approaches in-
volving muscarinic receptor modulators and drugs that modulate ACh efflux in this
region in order to enhance these patients’ cognitive capabilities (see also [119]).

The role of a sensitized mesolimbic dopamine system in the mediation of com-
pulsive drug seeking has been extensively conceptualized [120–123]. To a substantial
degree, compulsive drug seeking behavior can be considered a cognitive disorder that
involves general impairments in cognitive flexibility (e.g., [124]) and, more specif-
ically, a disruption of the ability to disengage from the processing of drug-related
stimuli. The evidence described above indicates the potentially close relationships
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between mesolimbic dopaminergic and cortical cholinergic neuronal systems. Fur-
thermore, cocaine self-administration affects the regulation of cortical cholinergic
input systems [125, 126], although the exact nature and the dynamics of these effects
remain to be determined by in vivo studies. Our recent experiments demonstrated
that attentional impairments that resulted from amphetamine sensitization were as-
sociated with the induction of Fos-immunoreactivity in basal forebrain cholinergic
neurons [127]. Based on these data and current hypothesis about the functions of
cortical cholinergic input systems, particularly the role of cholinergic inputs to pre-
frontal regions in the organization of top-down mechanisms for the optimization
of input functions elsewhere in the cortex [23], it is hypothesized that abnormal
cholinergic transmission in this region contributes to the compulsive processing of
drug-related information, general cognitive inflexibility, and thus compulsive drug
seeking and relapse. Clearly, the exact nature of the dysregulation of cortical cholin-
ergic inputs in addiction remains to be investigated. Importantly, the range of this
dysregulation and its functional significance will not become apparent by studying
the regulation of basal ACh efflux but rather by monitoring the effects of drug-related
stimuli on attentional performance-associated activation of the cortical cholinergic
input system.

The present discussion about the clinical significance of dopaminergic-cholinergic
interactions ignores evidence in support of the regulation of dopamine release by
cholinergic mechanisms (e.g., [128–130]) and does not address the importance of
such interactions for the understanding of age-related cognitive disorders and the
development of treatments for such disorders (see the chapters by Levin and Drin-
genberg in this volume). It will not only be important to characterize such interactions
further in the context of the functions mediated via these neuronal systems, but the
interacting behavioral and cognitive functions that are based on meso-cortical and
striatal interactions between dopaminergic and cholinergic neurons need to be de-
fined more precisely in order to develop useful perspectives about the significance of
such interactions for various cognitive disorders. In other words, efforts to demon-
strate behavioral and neuropharmacological “effects” of combined manipulations of
multiple neurotransmitter systems need to be augmented by experiments in which
such manipulations are conducted in animals performing procedures that explicitly
recruit multiple neurotransmitter systems and their interactions.

Conclusions

It has been almost 15 years since the ancestor of this volume appeared. The amount of
progress that has been made is remarkable. From a somewhat distanced “appreciation
of the concert” [131], our views and understanding of neurotransmitter interactions
have dramatically evolved. The present evidence allows us to attribute increasingly
precise cognitive operations to increasingly well-defined interactions between neu-
rotransmitter systems in defined neuronal circuits. Furthermore, 15 years ago ma-
jor cognitive disorders often were discussed with respect to single neurotransmitter
systems while today, core cognitive dysfunctions are hypothesized to develop and
escalate as a result of the abnormal interplay between multiple systems and across
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multiple synapses. However, given the enormous gaps in our current knowledge,
such as the regulation and function of non-cholinergic BF projections to the cortex
[4], or the poorly understood modulation of critical steps in neurotransmission (such
as the choline transporter) by other transmitters [91], current concepts and perspec-
tives, including those described and discussed in this chapter, remain premature. If
the progress made during the last 15 years serves as a valid harbinger, the present
volume will become outdated very soon.
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Introduction

The medial septum and the hippocampal formation are neural substrates for memory
in mammals. Medial septal/vertical limb of the diagonal band (MS) neurons innervate
the entire hippocampal formation and control hippocampal physiology and memory
function. These neurons are an important relay for brainstem and hypothalamic reg-
ulation of the hippocampus [1, 2] and provide a feedback circuit for hippocampal
self-regulation [3, 4]. Medial septal neurons receive brainstem and hypothalamic
cholinergic, noradrenergic, serotonergic, dopaminergic, histaminergic and orexin
input among others [1, 5–7]. Thus, MS neurons contain a number of potential drug
targets for modulating the hippocampal formation. Dynamic changes among MS,
notably cholinergic, neurons have been linked to the earliest stages of age-related
memory dysfunction in humans [8–11]. Whether such changes are causative or a
consequence of developing neuropathology is often debated. However, therapeutic
strategies for ameliorating memory dysfunction directly target or inadvertently exert
potent influences on MS neurons [12, 13]. The present review focuses on a series of
studies [14–18] that ask under what conditions can direct cholinergic manipulation
of MS neurons enhance or disrupt hippocampal dependent memory performance?
While these studies relate to whether enhancing cholinergic tone with cholinesterase
inhibitors or direct acting muscarinic agonists can ameliorate memory dysfunction,
they ask more directly what happens if you artificially enhance cholinergic tone
directly within the MS. MS cholinomimetics treatments are also a potent means
to enhance hippocampal theta [19, 20] and ask questions about whether and how
enhancing theta may enhance memory.

Theta: The physiologic target

One major function of MS neurons is to implement theta rhythmicity in hippocampal
circuits and suppress the occurrence of hippocampal sharp waves [21, 22]. Neurons
in the MS innervate all regions of the hippocampal formation, including the dentate
gyrus, CA3, CA1, the subiculum and entorhinal cortex [23–26]. These MS efferents
transform subcortical (brainstem and diencephalic) input into the well described theta
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Figure 1. Hippocampal neurons (CA1, CA3, DG) receive information from the neocortex via
neurons in layers II, III of the entorhinal cortex. CA1 neurons provide the main output of the
hippocampus back to the neocortex via relays in the deep layer of the entorhinal cortex. These
circuits participate in two distinct network patterns. During exploratory behavior, “attentive”
immobility and REM sleep, hippocampal neurons participate in theta. The theta state promoted
by both MS cholinergic (ACh) and GABA neurons involves activation of hippocampal targets
by rhythmic input from neurons in layers II and III of the entorhinal cortex. In the absence
of the MS input, which occurs during “quiet” immobility, consummatory behavior and slow-
wave sleep, hippocampal neurons participate in sharp waves. The sharp wave state involves
aperiodic bursts of the CA1 network that engages neuron in layers V and VI of the entorhinal
cortex [22, 38]. In many respects the MS neurons serve as a switch or rheostat, regulating
both the mode and intensity of each state. Infusion of cholinomimetics drugs into the MS can
induce a dose-related increase in theta amplitude and the occurrence of theta irrespective of
behavioral state.

modulation of hippocampal excitability and suppress the generation of hippocampal
sharp waves [1, 2, 27–29].

Theta is at first appearance a rhythmic field potential, observed continuously dur-
ing exploratory activity, “attentive” behavior and rapid-eye-movement (REM) sleep
in the rat [1, 27, 29]. While most prominent in the rat because of the architecture of
the rodent hippocampus, theta is evident in mammals including non-human primates
and in the human hippocampus [30, 31]. During theta, entorhinal inputs into the
hippocampus rhythmically excite dentate granule (DG), CA3 and CA1 neurons (see
Fig. 1). The theta field potentials reflect the summation of current flow induced by
this rhythmic excitation into the laminarly arranged dendritic fields of hippocam-
pal neurons [29]. More importantly, all hippocampal neurons discharge in temporal
relation to this rhythm.

Theta’s primary function is foremost to synchronize the activity of individual
neurons into population volleys and consequentially allow select subgroups to act
on their targets in a coordinated manner. For example, CA1 neurons within the
hippocampus receive two primary excitatory (glutamatergic) afferents. Their most
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dominant input is from CA3 neurons, but they also receive excitatory input from
layer III entorhinal cortical neurons [32]. Theta coordination allows subsets of CA3
neurons to discharge as an ensemble at a slightly different phase of the theta cycle than
subsets of entorhinal cortical neurons.As a consequence, CA1 neurons are influenced
by CA3 and entorhinal afferents in a coordinated sequence. Slight changes in the
frequency of the rhythm and thus the timing of excitatory inputs may bias the response
of a CA1 neuron to either the CA3 or entorhinal input. At the computational level,
theta may be considered a dynamic filter providing bias to different synaptic inputs at
different time periods (phases) of each theta cycle [33–37]. Hasselmo and colleagues
have suggested that such a biasing system could allow for the preferential encoding
of new sensory representations (e.g. entorhinal input) within hippocampal circuitry,
while preserving and integrating them with existing representations (e.g. recurrent
input in CA3).

We have suggested that theta reflects an operational state whereby information
is “written” into the circuitry of the hippocampus and the alternate hippocampal
pattern, sharp waves, reflects a state whereby “written” information is progressively
consolidated and transferred to neocortical stores [38]. This model suggests that
different neurophysiological states are distinct computational states and that each
may be important for the short and/or long-term retention of memories. Further,
we have hypothesized that enhancing theta immediately after a single-trial event
could, by suppressing the occurrence of sharp waves, be amnestic. Disrupting theta
is invariably associated with memory dysfunction [39–41]. In contrast, enhancing
theta under some conditions can enhance memory [41, 42]. Intraseptal treatment with
cholinomimetic compounds increases the amplitude of theta field potentials [19, 41],
most likely by increasing the number of entorhinal inputs activating hippocampal
targets on each wave of theta [43]. The question is then, if and when this might
enhance memory?

MS/DB: The pharmacologic targets

Medial septal/diagonal band (mS/DB) neurons are important targets for the develop-
ment of cognitive enhancers [12, 13, 44]. Cholinergic, GABAergic, and glutamater-
gic neurons within the MS innervate the dentate gyrus, CA3, CA1, the subiculum
as well as the entorhinal cortex [23–26]. Most experimental studies have focused
on the cholinergic neurons, which are the dorsal most extension of the basal fore-
brain cholinergic column [45]. The cholinergic neurons exhibit pathologic plasticity
and subsequently degenerate in Alzheimer’s dementia [9–11] and a pharmacologic
replacement strategy for restoring cholinergic tone has been well studied [44, 46, 47].

The MS cholinergic neurons promiscuously innervate all hippocampal targets
providing muscarinic presynaptic modulation of afferent input and direct postsy-
naptic activation of hippocampal neurons [48, 49]. Equally important, however, half
the MS projection is composed of GABAergic neurons that selectively innervate
only GABAergic interneurons in the hippocampus [25]. Both MS cholinergic and
MS GABAergic neurons play key roles in the generation of the hippocampal theta
rhythm [21, 50, 51].
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Both cholinergic and GABAergic MS/DB neurons are rich in cholinergic re-
ceptors [52] and intraseptal infusion of cholinergic agonists (e.g., physostigmine,
carbachol, oxotremorine) can enhance or induce hippocampal theta [19–21, 53]. A
number of laboratories have been examining the localization of specific receptors
subtypes on MS/DB cholinergic and GABAergic neurons (e.g., [12, 54–56], thus
future studies can explore the contribution and consequences of modulating specific
receptor subtypes.

Memory: The cognitive target

Memory is a dynamic process that likely depends on a series of neurobiological
processes occurring over unknown time periods. Minimally, it involves the “on-line”
acquisition of information, the short-term retention of information and in some cases
a protracted period of consolidation [57]. Different neurobiological processes within
septohippocampal circuits, involving different levels of MS activation, may mediate
the acquisition of information as compared with the short-term (minutes, hours or
days) retention and/or consolidation of information. Other evidence also suggests
that distinct neurobiological circuits operate in parallel to support memories with
different time-courses [58]. Thus, pharmacologic strategies that may enhance certain
neurobiologic processes may concurrently weaken alternate processes.

Pre-acquisition intraseptal cholinomimetics alter memory performance

Studies examining the effect of MS infusion of cholinomimetics on memory have
produced somewhat inconsistent results with reports of either promnestic or amnestic
effects [14–18, 20, 41, 42, 59–62].Any number of variables (e.g., dose, age of animal,
integrity of septohippocampal circuits, task difficulty) may contribute to these differ-
ences. In many respects these results mirror the inconsistencies observed following
experimental insult to forebrain cholinergic nuclei and the effects of cholinomimetics
treatment strategies to ameliorate memory dysfunction (eg., [63–70]. Our laboratory
has been interested in defining the conditions under which direct MS cholinergic
treatments enhance ([17, 18]; see Fig. 2) and/or disrupt ([14–16]; see Figs. 3 and 4)
performance in hippocampal-dependent “episodic” memory tasks.

Pre-acquisition MS infusion of cholinomimetics, all of which induce/enhance
theta, can in specific instances enhance spatial memory. The effectiveness of this
treatment seems to work best when given prior to task performance (preacquisition)
and particularly in aged and cognitively impaired rats [17, 42, 59]. Generally pre-
acquisition, or “drug on board” intraseptal treatment with cholinomimetics have a
limited effect on accuracy when given to normal young rats prior to testing [20, 41,
42], although see [61].

Medial septal infusion of the cholinesterase inhibitor tacrine can either enhance
performance or impair performance (see Fig. 2) on the standard RAM task depending
upon “cognitive status” of the rat [17, 18]. Thus, a dose of MS tacrine that enhanced
performance of young rats performing very poorly on a radial maze task, impaired
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Figure 2. Medial septal (MS) cholinomimetic treatment (the acetylcholinesterase inhibitor
tacrine) can enhance spatial memory performance when given prior to encoding (with drug
“on-board” at testing) under select conditions. Effects of MS tacrine on young (< 1 year)
“impaired” rats as compared to young normal rats on performance of a standard radial arm
maze task. “Impaired” young rats performed > 2 standard deviations below the mean: note the
substantial difference in baseline performance (0 saline dose). All data are within-subject with
rats receiving doses once/week in random order. MS infusion of tacrine (2.5 µg and 12.5 µg)
significantly decreased the number of errors (∗, ∗∗ p < 0.05, 0.01) in “impaired rats”. A
higher (25 µg) had no significant effect, but exhibited a trend toward impairing performance.
In contrast, normal young rats exhibited an impairment following 12.5 and 25 µg MS tacrine
(∗, ∗∗ p < 0.05, 0.01). Note that at 12.5 µg, “impaired” rats performance improved, while
“normal” rats were impaired. All treatments were given 5 min prior to testing. Figure based
on data presented in references [17] and [18].

the performance of normal young rats. Aged and impaired rats may have sub-optimal
septohippocampal circuits for any number of reasons and the MS cholinomimetics
treatment may boost the signaling capability of the MS input. In normal young rats it
may be very difficult to increase the signaling capacity of the MS input and increas-
ing doses of cholinomimetics not only induce theta and suppress sharp waves, but
transform the theta rhythmicity of hippocampal networks into epileptiform activity
([71], Sabolek and Chrobak, unpublished observations).

Post-acquisition intraseptal carbachol is amnestic

A few studies have examined the effects of intraseptal infusion of cholinergic drugs
on memory when treatments were administered post-acquisition or after the “to-be-
remembered” event. Flood and colleagues [60, 62] reported an inverted “U” effect on
retention in passive avoidance tasks following intraseptal cholinomimetics. In con-
trast, we have observed only amnestic effects in spatial memory following either car-
bachol or oxotremorine in a delayed-non-match-to-sample radial maze (RAM) task.
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Figure 3. Top figure illustrates aerial view of the 12-arm radial maze. Six baited arms (white
circles) are accessed during the sample session. Clear Plexiglas barriers prevent access to
the alternate six arms. Following completion of the sample session (approximately 30–60 s)
rats are returned to their home cage. During the test session, all arms are available, while only
non-match arms are baited. Entry into sample session baited arms (retroactive errors) or repeat
entry into any arm during the test (proactive errors) constitute errors. The delay interval on
Mondays, Tuesdays, Thursdays and Fridays was 1.5 h (90 min). The delay was extended to 2 h
(120 min) on the day of carbachol infusions (Wednesdays). Once trained at the 1–2 h delay,
no differences are observed at 3–6 h delay intervals. The longer delay allows for a longer drug
washout period, a longer time frame for delayed infusions and is logistically simpler given the
extra time needed to infuse each animal. Cannulated rats received four carbachol infusions
(0, 12.5, 62.5 and 125 ng/0.5 ul at rate 0.125 ul/min) and a sham treatment in pseudorandom
order. Carbachol infusions were administered immediately following sample (within 2–5 min).
Figure based on data presented in reference [15].

In this task, hungry rats had access to six sample arms during the sample session
(see Fig. 3) which they sample for food reward. After a delay (typically 1 h), rats
are allowed access to all arms with food reward located only in the “non-match”
arms during a test session. The rats are given one sample and one test session each
day with the sample session arms being different on each day. Entry into one of
the sample session arms during the test session is considered a “retroactive error,”
while any re-entry into any arm during the test session is considered a “proactive
error.” After several weeks of training, most rats perform this task at a level of
accuracy making 0–2 retroactive errors (mean = ∼ 1.0) and very few proactive
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Figure 4. Top figure illustrates aerial view of the 12-arm radial maze and timing of drug
infusions with respect to the sample session. For this experiment, the delay was extended to 3 h
(180 min) on the day of carbachol infusions and a single does of MS carbachol (125 ng/0.5 ul)
was infused once a week at different time points. MS infusion of 125 ng/0.5 ul carbachol
had no effect when administered immediately prior to the sample session, but produced an
increase in retroactive errors when administered immediately after the sample (+2) or midway
between the sample and test session (+90). Horizontal gray field illustrates the range of mean
retroactive errors for all Tuesdays prior to any infusions. ∗ indicates significantly different
from saline control and following pre-sample session (−6) infusion. Data as adapted from
reference [16].

errors (mean = ∼ 0.2). Once the rats are trained, they are outfitted with a chronic
cannulae implant that allows acute infusion of drug into the MS. Treatments are
administered once a week, typically Wednesdays, allowing for an examination of
any changes in performance on the day of treatment (acute treatment effect), or the
days after treatment (subchronic/chronic insult).

Medial septal carbachol or oxetremorine, both muscarinic agonists, induce a
dose-dependence amnestic effect when treatment is administered immediately after
the sample session (Fig. 3A; see [14–16]). In a follow-up experiment, we examined
the effects of a single dose of MS carbachol (125 ng/0.5 ul) administered once a
week, but with the timing of drug administration varying. Infusion of carbachol
prior to the sample session had no effect on performance 3 h later. The same dose
administered anytime during the delay induced a deficit during the test session,
indicating a retention or consolidation deficit. Importantly, for both amnestic doses
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(3 h prior to the test or 90 min prior to the test) rats could remember locations visited
within the test session (no increase in proactive errors). Thus there is no effect of
this treatment on either sensorimotor processing or short-term retention at the time
of test. In contrast intraseptal carbachol impaired rats’ ability to avoid arms entered
during the prior sample session. Such findings are consistent with an acute amnesia
that is operationally a consolidation deficit (drug administered after acquisition).

When is intraseptal cholinomimetic treatment amnestic or promnestic?

Several studies have demonstrated that MS infusion of cholinomimetics can enhance
memory if administered prior to task performance. This treatment seems to work best
in aged and cognitively impaired rats [17, 42, 59]. Aged and “impaired” young rats
may have sub-optimal septohippocampal circuits for any number of reasons and the
cholinomimetics treatment may boost the signaling capability of the MS input. It
may be difficult to increase the signaling capacity of the MS signal in “normal”
young rats and increasing doses of MS cholinomimetics can transform the regulated
excitability of hippocampal theta waves into epileptiform activity ([71], Sabolek and
Chrobak, unpublished observations).

In contrast, MS cholinomimetics can disrupt memories for events occurring im-
mediately prior to treatment. We have suggested that one mechanism underlying
the amnestic effects of MS carbachol may involve the inappropriate induction of
hippocampal theta. Inducing theta, under appropriate conditions, during information
acquisition may enhance encoding, while inducing theta after acquisition may impair
the retention or consolidation of information. The MS signal, which in some way
is reflected or represented by the theta modulation of hippocampal neurons, reflects
the importance/relevance of information and appears to be critical to the plasticity of
select hippocampal synapses. Hasselmo and colleagues posit that theta reflects a state
that optimizes synaptic modification of HPC circuits by allowing new information
(patterns of EC input conveying current sensory input) to be integrated with existing
information (patterns of intrinsic activity reflecting past input). In this context, an
experimentally induced theta signal (MS carbachol) after encoding may induce in-
appropriate synaptic changes (e.g., [34, 36, 37, 72]). The heightened MS signal may
modify HF circuits to an irrelevant pattern of EC input, or in cognitive terms induce
retroactive interference. Alternately, MS treatments that induce theta also suppress
hippocampal sharp waves that may be critical to the retention and consolidation of
information [38]. Understanding the conditions when MS treatments affect memory
in specific well-controlled behavioral paradigm sets the stage for future studies focus-
ing on the mechanism(s) by which activation of cholinergic receptors are promnestic
or amnestic. The fact that the cholinergic receptors are (e.g., [73]) a primary target
for cognitive enhancing cholinomimetics treatments in both Alzheimer’s demential
and mild cognitive impairment (MCI) underscores the importance of understanding
both conditions and the underlying neurobiological mechanisms that underlie these
memory effects.
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Nervous systems of lower animals appraised simple prove to be relatively
complex

Do amphibians “know” while humans “learn”?

Towards the middle of the last century, many ethologists suggested that behaviors
displayed among so-called “lower” invertebrates or vertebrates – such as some crus-
taceans or amphibians, respectively – are predominantly innate and rigid in their
performance (e.g., [1]). Moreover, responses to behaviorally significant sign stimuli
should proceed reflex-like, for example, the lobster’s tailflip-reflex in response to
a threatening stimulus (e.g., [2]) and the toad’s snap-reflex in response to a prey
stimulus (e.g., [3]). In detail it was assumed, that a sign [key] stimulus activates an
innate releasing mechanism (IRM), that – much like a safe is unlocked by a key –
releases the corresponding action pattern (e.g., [4, 5]). According to the IRM con-
cept, (re-)cognition and motor skills are innate. Neurophysiologically, the concept of
IRM suggests an inborn sensorimotor interface that translates perception into action:
recognizing (“detecting”) the sign stimulus at its afferent input-side and activating
(“commanding”) the corresponding motor system at the efferent output-side. Hence,
the concepts of “feature detector“ and “command neuron” were born (e.g., [6, 7]).
Theoretically, the simplest innate releasing mechanism would consist of a command
neuron, CN, operating in a chain like:

sign-stimulus → CN → motor pattern generator → behavior

In this case, the commanding neuron should be a cell specifically tuned to the feature
of the sign stimulus, and the axon of that neuron should have access to the motor
pattern generating network.

Meanwhile, the concepts of command neuron and innate releasing mechanism
were revisited and revised from many points of view (e.g., [8–13]). First of all, ap-
petitive and consummative behavioral responses both in so-called lower and higher
animals depend on state-dependent modulatory influences (referring to motivation
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and attention). For example, prey-orienting and snapping in a toad will not be elicited
by prey either if the motivation (hunger), or if the attention of the animal is not appro-
priate. Thus, snapping is not readily elicited anytime, like a reflex, rather it presumes
a process of decision-making. As to the analysis of the sign stimulus, regarding its
features and its location in space, it was found in toads that different sensory filter sys-
tems structured in a parallel-distributed and partially converging fashion cooperate
as command systems. Furthermore, releasing mechanisms – in so-called lower and
higher animals – may take advantage of innate and acquired capabilities at different
degrees, e.g., depending on the behavior, its intention and goal. Strictly speaking,
a revised concept of releasing mechanism considers that environmental and genetic
factors contribute to all behavioral responses (e.g., [14–17]). As to the provocative
title of this paragraph, it should be rephrased: organisms are born with knowledge
and can extend their knowledge by learning – regarding perception (cognition) and
action (motor skills) – in adaptation to the different ecological constraints and re-
quirements of the species. Prefixes in terms of “lower” and “higher” may be less
appropriate in such context.

In vertebrates, the plasticity of sensorimotor processes significantly involves the
functions of various forebrain structures.

Functions of the amphibian forebrain in terms of modulation, modification,
specification

The significance of the functions of the amphibian forebrain for motivated behaviors
were disputed vehemently in former times. Whereas Schrader [18] and Johannes
[19] suggested from brain lesion studies that the forebrain has no influence on frog’s
behavior, Goltz [20], Blankenagel [21] and Diebschlag [22] suggested that the telen-
cephalon is essential for the frog’s spontaneity and for the release of prey catching.
Actually, from a developmental point of view, the forebrain as the prosencephalon
includes both the telencephalon and the diencephalon. The localized forebrain lesion
studies by Ewert [23] thus showed that the opinions of both parties of researchers
were correct in a certain sense. In the present review we provide ample evidence that
various telencephalic and diencephalic structures – such as ventral striatum, ventral
medial pallium, pretectal thalamus – interact with retinorecipient brainstem struc-
tures in different ways regarding the modulation of attention and the specification or
modification of stimulus recognition.

Both amphibians and mammals share many homologous forebrain structures
(e.g., [24–35]). More generally, studies investigating the connections of the basal
forebrain provide strong evidence that tetrapod vertebrates share a common pat-
tern of basal ganglia organization [28–32, 35–38]. This concerns dorsal and ven-
tral striato-pallidal systems, reciprocal striatopallidal/diencephalic, and striatopalli-
dal/mesencephalic connections, and descending striato-tectal, striato-pretecto-tectal,
striato-nigro-tectal, and striato-reticular pathways. Whereas the anuran striatum is
homologous to a portion of the amniote basal ganglia [33–35], the ventral medial
pallium is homologous to the mammalian hippocampus [39], thus constituting a sig-
nificant component of the limbic system (for recent data on the cytoarchitecture and
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the connectivity of the amphibian medial pallium see Roth and Westhoff [40]). For a
discussion of pallial and basal ganglionic homologies in vertebrates we recommend
Northcutt and Kass [27], Marín et al. [33, 34], and González et al. [35]. Studies con-
cerning the chemoarchitecture of basal ganglionic limbic and mesolimbic structures
are summarized by Marín et al. [28, 31–33, 41] and Marín and González [42].

In the present review we focus on forebrain interactions in visual perception
(prey recognition) and action (prey catching) in anuran amphibians with special
consideration of the neurotransmitters/modulators dopamine and neuropeptide Y.

Prey-recognition in the toad’s brain involves parallel distributed and
converging processing

Visual key feature in decision-making “prey vs nonprey”

If one watches the behavior of a toad in a terrarium, at a first glance the toad seems
trying to prey on any moving object provided the object is not too big. For a long time
it was commonly accepted that a toad interprets relatively “small” moving objects as
prey and relatively “large” moving objects as predator (e.g., [43]). However, inves-
tigating the toad’s prey catching activity quantitatively in an experimental paradigm
(Fig. 1), in which different pieces of cardboard traverse the toad’s visual field at

Figure 1. Prey selection. Principle of an experimental procedure suitable to investigate figu-
rative prey selection in the common toad, Bufo bufo. The visual stimulus consists of a piece of
rectangular cardboard attached to a moving belt in front of a toad sitting in a cylindrical glass
vessel. The belt, carrying the stimulus, was moved to and fro at a velocity of v = 25 mm/s.
The number of orienting and snapping responses towards the stimulus per time interval (30 s)
determines the releasing value of the stimulus as prey. The direction of movement of the belt
can be adjusted. Note that the configurative preferences a > b > c are independent of the
direction (arrow) in which the stimulus traverses the toad’s visual field. (Compiled from [46]
with kind permission of Karger.)
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constant speed, the toad reveals its capability of discriminating small objects figura-
tively [44, 45]. Actually, a moving square object of about 2.5 mm × 2.5 mm in size
is treated as prey. A small bar – say 2.5 mm × 30 mm or 2.5 mm × 40 mm in size –
elicits even stronger prey catching behavior, provided the bar moves in the direction
of its longer axis. However, the bar is ignored as prey if its longer axis is oriented
across the direction of movement, i.e. its configuration is altered. These configurative
assignments – independent of (invariant under) the speed and the direction in which
the bar traverses the toad’s visual field (Fig. 1) – are decisive for the distinction
between prey and nonprey [46].

More generally, among moving small objects toads determine prey by an analysis
of two main figurative visual features: the object should have a reasonable length lp

(parallel to the direction of its movement) and should have a relatively short width
la (across the direction of its movement): lp > la. If objects are compact (lp = la),
more circular or square-shaped, than the area lp ∗ la plays a decisive role, whereby
the optimal diameter of an object suitable for prey catching corresponds to about
43% of the width of a toad’s mouth.

The invariant principle of configurative prey selection is common (universal)
among the investigated anuran genera; however, it displays species-specific varia-
tion [47]. Other visual cues, such as the direction of contrast (bright object against a
dark background or vice versa) and other senses (olfactory, gustatory, somatosensory)
may contribute to the recognition of prey.

A basic network hypothesis on prey recognition

How is prey recognized in terms of neurophysiological analysis? Single neuron
recordings in response to behaviorally significant stimulus features suggest that the
toad’s neuronal network responsible for the recognition of prey and the neglect of
nonprey involves parallel-distributed processing of visual input from the retina to its
destination fields, optic tectum, and pretectal thalamus, and the interaction of these
processing streams (e.g., [13, 44, 45]):

a) In the retina of common toad different types of ganglion cells (classes R2, R3,
R4) provide a preprocessing of fundamental visual stimulus parameters: stimulus
angular size, velocity of movement, stimulus-background-contrast, brisk change
in diffuse illumination. The angular sizes of moving objects preferred by R-type
neurons increase from R2 to R4 due to the different diameters of their excitatory
receptive fields (ERFR2 ∼ 4◦diam, ERFR3 ∼ 8◦diam, ERFR4 ∼ 12◦diam).
The movement-sensitivity increases from R4 to R2, the latter being movement-
specific (for results in frogs see [48]).

b) Retinal signals are processed in the optic tectum by tectal T5-type neurons (sub-
types T5.1; T5.2; T5.3; T5.4); the diameters of their ERFs are between 20 and
35◦. These neurons display different sensitivities to the aforementioned figura-
tive features, for example, T5.1 neurons are sensitive to the stimulus area and
preferably to its length (lp) parallel to the direction of movement.

c) Retinal signals are processed in parallel in the pretectal thalamus, its lateral
posterodorsal (Lpd) and lateral dorsal posterior (P) nuclei, by TH-type neurons.
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Type TH3 neurons (ERF ∼ 40◦–50◦) and TH4 neurons (ERF > 90◦) display
a sensitivity to the stimulus area and preferably to its length (la) across the
direction of movement.

d) Discrimination of the stimulus features lp and la can be explained by an inter-
action of the described retinotectal and retinopretectal processing streams. It is
hypothesized [13, 44] that excitatory (→) retinotecto-tectal and inhibitory (�)
retinopretecto-tectal influences converge in the optic tectum to determine the
response property of figurative selective tectal T5.2 neurons:

R2, R3 → T5.1 → T5.2 � TH3 ← R3, R4

What does this mean? Towards a small bar in prey configuration (lp > la), the
retinotectal activation will be stronger than the retinopretectal activation, so that T5.2
cells will be strongly excited and the toad responds with prey catching. Towards the
same bar in nonprey configuration (la > lp), conversely, retinopretectal activation
will be stronger than retinotectal, so that pretectal inhibitory influences on T5.2 will
override tectal excitatory influences and the object will be ignored as prey. Towards a
compact object (la = lp) of a large area lp∗la signalling predator, the retinopretectal
activity and thus pretectal inhibitory influences on T5.2 will be strong, so that prey
catching fails to occur while the escape system is excited.

We hasten to emphasize that this simple scheme is only acceptable with the
restriction that it illustrates a basic idea. By no means should it imply (cf. [11, 16])
that a T5.2 cell operates as a command neuron. Actually, we have shown in detail
that the toad’s “releasing mechanism” of prey catching is relatively complex and
involves various feature monitoring neuronal systems partly organized in retinotopic
visual maps (cf. concept of command releasing systems, see [12, 49]). Applying
the antidromic stimulation/recording method at the criterion of the collision test,
Satou and Ewert [50] and Ewert et al. [51] demonstrated that T5.2 as well as other
visual feature monitoring cells could be backfired by electrical stimuli applied to
the medulla oblongata. This proves that such cells project their axons towards the
bulbar/spinal motor systems. In certain combinations (“sensorimotor codes”) they
are suitable to shape complex sensorimotor interfaces.

Since the extension of an object across its direction of movement (la) provides
the decisive “figurative key feature” in the decision-making prey vs nonprey, we shall
focus on the putative pretectotectal inhibitory influences.

Test of the hypothesis: the importance of pretectotectal inhibitory influences

If figurative prey selection actually depends on inhibitory influences from pretectum
to tectum, then tectal visual responses should be “disinhibited” and prey selection
should be abolished after pretectal lesions. This can be tested [23, 45, 52]. Indeed,
following pretectal lesions, the toad interprets any moving object – irrespective of
its size and configuration – as prey, both neuronally (e.g., expressed by disinhibited
responses of T5.2 cells) and behaviorally (shown by disinhibited prey catching). This
was most convincingly demonstrated by single cell recordings with a chronically im-
planted electrode in free-moving common toads by checking for correlations between
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• stimulus features prey vs. nonprey
• discharge activity of a tectal T5.2 neuron
• prey catching behavior

prior to an ipsilateral pretectal lesion and thereafter [53, 54]. Towards a small bar
traversing the neuron’s ERF in prey configuration, a strong burst of spikes of the
recorded T5.2 neuron preceded, and so to speak, predicted, the onset of the toad’s
prey catching orienting or snapping, respectively. If the same bar moved in nonprey
configuration, it elicited very weak spike activity and prey catching failed to occur.
Shortly after an electrolytic lesion to the pretectal thalamic Lpd/P region – applied
with a second implanted electrode – the same T5.2 neuron discharged strongly ei-
ther to the prey or nonprey stimulus, and the toad responded hyperactively to either
stimulus with prey catching. In addition the ERF of the T5.2 neuron increased post
lesion. Thus, the pretectal lesion impaired the capability to distinguish between prey
and nonprey, both neuronally and behaviorally (see also [55]).

Various studies suggest that the excitatory retinal input to the pretectal thalamic
Lpd nucleus is glutaminergic. The fact that administration of glutamate to the Lpd
nucleus leads to an attenuation of tectal field potentials evoked by electrical optic
nerve stimulation is consistent with pretectotectal inhibitory influences. Administra-
tion of the glutamate agonist kainic acid or ibotenic acid to Lpd – each drug acting
on cells as an excitotoxin, thus silencing them – leads to a visual disinhibition of
tectal neurons and to disinhibited prey catching [54].

Pretectotectal connections are mediated by TH3 neurons

What does pretectum tell its tectum? In immobilized toads, Bufo americanus, dif-
ferent types of pretectal thalamic TH-type neurons were recorded extracellularly in
response to visual stimuli ([45, 56]; for morphological features see [57, 58]). Most
of these neurons were activated by moving stimuli known to elicit various types of
avoidance behavior, such as ducking, turning away or jumping (in response to a mov-
ing predator) or sidestepping and detouring (in response to a stationary obstacle).
Interestingly, such patterns of avoidance could be activated in free-moving toads by
focal electro-stimulation of caudal dorsal thalamic areas [45].

Testing the descending character of TH-type cells with the aid of the antidromic
stimulation/recording method, TH3 and TH4 cells could be backfired by electrical
stimuli applied to the ipsilateral dorsal optic tectum [59]. The recording sites of these
cells were identified in the Lpd and lateral P nuclei and the lateral posteroventral (Lpv)
pretectal thalamic nucleus. Since both types of pretectotectal projection neurons,
TH3 and TH4, responded preferably to visual stimuli resembling threat (e.g., a bar
oriented across its direction of movement) or predator (e.g., a moving big square),
their signals to the optic tectum may communicate “be cautious”, i.e. “don’t approach
that stimulus”. In addition stationary object detecting TH10 Neurons [45, 56] of a
subdivision of the P nucleus – projecting to motor systems that elicit detour behavior
[60, 61] – may inform the tectum on obstacles. A mode of addressing such messages
to the tectum is inhibiting tectal structures responsible for prey catching. Which
neurotransmitters/neuromodulators are involved in such “alarm channels”?
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Pretectotectal influences mediated by neuropeptide Y

NPY attenuates retinotectal transfer
The investigations on neuropeptide-like immunoreactivity in the frog’s brain sub-
stantiate pretectotectal projections that involve neuropeptideY (NPY) as neurotrans-
mitter/modulator [62–65]. Kozicz and Lázár [66] convincingly showed in Rana es-
culenta that NPY immunoreactive fibers in the superficial tectum (layer 9: lamina
C dense, D-F sparse) originate from the ipsilateral Lpd and Lpv nuclei, i.e. areas of
the recording sites of TH3 and TH4 pretectotectal projecting cells [59]. In addition,
Tuinhof et al. [67] described in Xenopus laevis a NPY-mediated projection of the
pretectal thalamic P nucleus to deeper tectal layers 2–6 and 8.

We are thus tempted to suggest that activation of TH3 and TH4 pretectotectal
projecting neurons leads to the release of NPY in the superficial tectum. We tested
in cane toads, Bufo marinus, the effects of the activation of pretectotectal efferents –
or of the administration of NPY to the tectal surface – on tectal visual responses:

Experiment-1. Tectal field potentials, evoked by electrical stimulation of the con-
tralateral optic nerve were recorded from an area of the tectal surface. The pretectal
Lpd/P region – ipsilaterally to the tectal recording site – could be stimulated. If pre-
tectal stimulation preceded the optic nerve stimulation by a delay of about 15 ms, the
excitatory N1 wave of the tectal field potential was strongly attenuated (Fig. 2B) [68].

Experiment-2. Tectal field potentials were evoked by electrical stimulation of the
contralateral optic nerve and 10−4 mol/l of porcine NPY was administered to the
tectal surface at the area from where the field potentials were recorded. After NPY
administration the excitatory N1 wave of the tectal field potential was strongly atten-
uated, reaching its minimum after an incubation time of 20–30 min (Fig. 2A). After
removal of the NPY-pipette, the effect of NPY faded (for differences in retention
times between frog NPY and porcine NPY see [63].

Experiment-3. Tectal field potentials were evoked by brisk changes in the diffuse
illumination at light-off or light-on and synthetic porcine NPY was administered to
the tectal surface at the area from where the field potentials were recorded.After NPY
administration the excitatory off - and on-responses of the tectal field potentials were
strongly attenuated. The effect of NPY faded in the course of time. Testing NPY
fragments in this procedure, it was found that NPY13-36 (Y2 receptor-agonist),
but not NPY18-36 (Y2 receptor-antagonist), attenuated the excitatory off- and on-
responses of the tectal field potentials [69]. Y2 receptor mediated NPY effects are
known to presynaptically inhibit glutamate release [70]. In fact, spike amplitudes of
single axon terminals from retinal R2 and R3 ganglion cells, in response to moving
objects, were reduced under NPY.

Experiment-4. Studies examining the regional cerebral glucose utilization by means
of the 14C-2-deoxyglucose 14C-2DG imaging method in red-bellied toads, Bombina
orientalis, showed strong 14C-2DG uptake in the superficial layers of both lobes of
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Figure 2. Pretectotectal control via neuropeptide Y (NPY). (A) Influence of (NPY) adminis-
tered to the surface of the cane toad’s, Bufo marinus, optic tectum on field potentials recorded
from the tectal surface in response to electrical stimulation of the contraleteral optic nerve.
The amplitude of the excitatory N1 wave of the field potential (see arrow, upper panel) is
attenuated by NPY. The field potentials are assigned to the corresponding graph below (aver-
ages ±SDM, n = 6 immobilized toads). D, diencephalon; ON, optic nerve; OT, optic tectum;
T, telencephalon; ES, stimulation electrode; EFP, field potential recording electrode; ENPY,
capillary with NPY. (B) Influence of electrical pretectal Lpd/P-stimulation on a tectal field
potential evoked by electrical optic nerve ON-stimulation; the former stimulation preceded
the latter by a variable delay. Note the strong attenuation of the N1 wave of the field potential
at a delay of 10 to 25 ms. Representative example of an immobilized cane toad; Bufo marinus.
(After [68]; figure reprinted with kind permission of Elsevier.)
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the optic tectum when both eyes were stimulated with a prey dummy [71]. More
specifically, Fig. 3Aa shows the distribution of 14C-2DG uptake in the dorsal tectal
laminae of a pharmacologically untreated fire-bellied toad towards a prey-dummy
presented to each eye. The uptake was similar in both tectal lobes (representative
example of n = 10 animals). In contrast Fig. 3Ab demonstrates that – in the same
stimulation paradigm – unilateral administration of porcine NPY to the surface of
the left tectal lobe (where a small agarose gel-pad soaked with NPY was applied to
the tectal surface) diminished 14C-2DG uptake in the left dorsal tectum. The left-
to-right differences in 14C-2DG uptake are statistical significant (p < 0.01; sign
test; n = 5). Quantitative data are presented in Figs. 3Aa′ and Ab′, respectively
[71]. Behavioral observations showed that animals ignored prey objects presented
to the (right) eye corresponding to the NPY-treated contralateral (left) optic tectum.
Control experiments in which animals were prepared with tecta exposed and where
agarose gel-pads lacking NPY were applied to the tectum unilaterally, revealed no
statistically significant differences in 14C-2DG uptake if both tecta were compared.
This shows as well that the reduction in 14C-2DG uptake in the above experiments
is caused by NPY rather than by the physical presence of the gel-pad. Comparative
experiments in cane toads Bufo marinus yielded comparable data.

In an extension of the above experiment, fire-bellied toads received after the 14C-
2DG injection a subcutaneous injection of the dopamine agonist apomorphine (APO)
at a dose of 50 mg/kg body weight. Systemically applied APO is known to strongly
boost retinal input to the optic tectum (cf. Section Neurophysiological recordings:
APO boosts retinal visual responses).As a result ofAPO treatment, both tecta showed
very strong 14C-2DG uptake (Fig. 3Ba, without NPY). In contrast Fig. 3Bb demon-
strates that – in the same stimulation paradigm under APO treatment – unilateral
administration of NPY to the surface of the left tectal lobe strongly attenuated 14C-
2DG uptake in the left dorsal tectum. With unilaterally applied NPY the left-to-right
differences in 14C-2DG uptake are statistically significant (p < 0.01; n = 10) [71].

Developmental aspects on pretectal thalamic tuning functions

In the evaluation of pretectal thalamic structure and function, the available de-
velopmental neuroanatomic studies in anuran amphibians are of particular inter-
est. Clairambauld [72] provided evidence that the dorsal thalamus starts to pacel-
late/differentiate into Lpd and P before metamorphosis and is completed six months
to one year thereafter. This brings up the question of the timed action of NPY. In
fact, D’Aniello et al. [73] showed that the NPY immunoreactivity in frog caudal dor-
sal thalamic cells occurs in tadpoles, becomes very conspicuous in advanced larval
stages and shows maximal values during and after metamorphosis.

Following the parcellation theory by Ebbesson [74], the ontogenetic parcellation
of the caudal dorsal thalamus in Lpd and P nuclei should result in a finer tuning of
the circuits involved in visual computation.

By comparison with the structural/pharmacological changes, the toad’s prefer-
ence for food actually alters with metamorphosis. Tadpoles are vegetarian (Bufo) or
vegetarian with carrion (Bombina), whereas the juveniles and adults of both gen-
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Figure 3. Influence of neuropeptide Y (NPY) on glucose utilization in the tectal visual map.
(Aa) and (Ab) Color-coded autoradiographic images of transverse sections through the medial
midbrain of Bombina orientalis illustrating the regional distribution of 14C-2DG uptake (after
its subcutaneuos injection at a dose of 0.23 µCi/kg body weight) in response to visual prey
stimulation of the left and right eye, respectively. Prey dummy: 2 × 24 mm2 horizontal bar
of black card board – for a period of 45 min – mechanically moved in the horizontal plane
at v = 8◦/s in the left and right visual field of the animal sitting in a cylindrical glass vessel;
the direction of movement was reversed every 2 min. In anaesthetized animals the brains
were removed from the skull, cross-sectioned on a cryostat microtome, and exposed to x-ray
film for 21 days in combination with eight calibrated [14C]methyl-metacrylat standards. With
the aid of a computer-assisted image analyzing system the average 14C-concentration values
of each brain region were measured, corrected (clearfield equalization) and converted into a
false-color code image. (Aa′) and (Ab′)Applying the SigmaScan Pro5 software, histograms are
demonstrating the local change of radioactivity (µCi) across six equidistant (15 µm) horizontal
virtual lines through transverse sections of both tectal lobes. (a,a′) No NPY administration;
(b,b′) after administration of NPY (applied in a cube agarose gel-pad of 0.5 × 0.5 mm2) to
the surface of the left optic tectum; NPY was dissolved in frog-Ringer at a concentration of
10−4 mol/l. (Ba) and (Bb) Comparable experiments in B. orientalis under systemic treatment
of apomorphine at a dose of 50 mg/kg body weight. Representative examples. (From [71];
figure reprinted with kind permission of Elsevier.)
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era are carnivorous and prefer living prey, i.e. objects that move. The configurative
principle of prey selection – detecting prey by its shape relative to its locomotive di-
rection – is an interesting adaptation to the transition to terrestrial life. The fine tuning
in prey selection – acuity in configurative discrimination and estimation of absolute
sizes – is subject to a maturation process that begins during the first postmetamorphic
days, independent of experience with prey [75, 76], and is fully established about 6
months to 1 year after metamorphosis [77, 78].

Other inhibitory influences on tectal neurons
We emphasize that other neurotransmitter/modulator systems are involved in the
inhibitory control of retinotectal and intratectal excitatory transmission (cf. also [79]).
Kozicz and Lázár [80] provided evidence of co-localizations of NPY, enkephalin and
GABA in the optic tectum. Furthermore, a pretectotectal inhibitory dopaminergic
transmission may exist. The pretectal thalamic P nucleus – containing dopamine
immunoreactive cells [81] obtains direct retinal input [82–84] and projects to the
optic tectum [85–87].

Since focal administration of the acetylcholine antagonist curare to the surface
of the optic tectum in frogs [88] or toads [52] leads to a visual disinhibition of prey
catching behavior accompanied with an impairment of prey/nonprey discrimination –
in a manner similar after pretectal lesions – a nicotinic cholinergic process may
be involved. Interestingly, the nucleus isthmi obtains visual input and feeds back
cholinergic output to the optic tectum [89–92]. It is hypothesized that cholinergic
drive from nucleus isthmi activates presynaptic nicotinic receptors of retinal terminals
in the superficial tectum, thereby initiating a process that facilitates the release of
glutamate onto GABAergic inhibitory tectal interneurons.

Modulating pretectotectal inhibition by associative learning

The genus-universal figurative prey selection in anurans is based on an evaluation
of the stimulus features �p and �a and the area �p ∗ �a. If these features are within
a certain range, the object signals prey. We suggest that during evolution, objects
extended along �a (or with large �p ∗ �a areas) analyzed particularly in the pretectal
thalamus, became linked with threat. If this linkage – ultimately stored in pretec-
totectal connections – were broken off, the discrimination between prey and threat
should be impaired. In the following we show that this linkage can be broken off in
a learning process where a large moving area is associated with prey, the so-called
hand-feeding paradigm:

If an experimenter offers a mealworm (unconditioned stimulus, US) to a toad
by hand, the mealworm will be snapped. If mealworm and hand are presented on
consecutive days, the hand that is initially threatening comes to be associated with
the prey. Then the hand, as conditioned stimulus CS, will alone come to elicit prey
catching behavior [78, 93]. In other words, the hand that initially offered the prey,
finally itself is treated as prey. This conditioning is generalized, so that other nonprey
items such as a large black moving square or a bar moving in nonprey configuration
will elicit prey catching, too.
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A hand-conditioned toad thus behaves similar to a toad after a lesion in the
pretectal thalamic Lpd region. Actually, hand-conditioned toads – whose cerebral
glucose utilization was mapped with the 14C-DG imaging method – showed very
weak 14C-2DG uptake in the pretectal thalamic Lpd nucleus when stimulated with a
predator object. Comparably the Lpd of unconditioned toads displayed strong 14C-
2DG uptake toward the predator stimulus [94, 95].

What silenced structures of Lpd in the course of hand-conditioning? We hy-
pothesize that during conditioning, the posterior ventral medial pallium (vMP) is
involved in a process that reduces pretectotectal inhibitory influences. More specif-
ically, during repetitive combined presentation of a prey stimulus (mealworm) and
a threatening stimulus (experimenter’s hand) the information related to each kind of
visual stimulus coincide in the vMP:

mealworm → R → OT → A → vMP ← A ← OT ← R ← hand

(R= retina, OT= optic tectum,A= anterior thalamus). This may sensitize vMP neurons
which – becoming responsive to threat features – would alter prey selective properties
of tectal neurons by a disinhibitory pathway via A and Lpd:

vMP 	 A → Lpd 	 OT

The putative inhibitory influence of vMP on A probably develops in the course of
conditioning. There is experimental evidence that the posterior vMP is significantly
involved in hand-conditioning:

(1) Mapping the glucose utilization in the brains of hand-conditioned toads, which
were preying large objects, showed increases of 14C-2DG uptake in the vMP, the
lateral amygdalae, and the medial layers mOT, whereas the pretectal Lpd nucles
displayed decreases, by comparison of unconditioned controls [94, 95]; cf. [96].

(2) After bilateral vMP lesions in hand-conditioned toads the original genus-univer-
sal configurative prey selection capabilities re-emerged, demonstrating that the
forebrain loop responsible to mediate the modification processes acquired during
hand-conditioning was not functioning anymore. The table 1 below shows the
average prey catching rates (responses per 36 s ±SDM, n = 10 toads) of Bufo
marinus towards three configurative different stimuli moving at v = 10◦/s – (a)
prey, (b) nonprey, (c) threat – prior to hand-conditioning, after hand-conditioning
and after hand-conditioning with bilateral vMP lesions [97]:

Table 1. Prey catching rates of Bufo marinus towards different visual stimuli (a)–(c): prior to
hand-conditioning, after conditioning and after conditioning following vMP lesions

Stimulus Prior to conditioning Conditioned Conditioned, vMP lesions

(a) 5 × 50 mm2 19 ± 2 21 ± 3 18 ± 2

(b) 50 × 5 mm2 0 ± 0 6 ± 1 0 ± 0

(c) 50 × 50 mm2 0 ± 0 17 ± 3 0 ± 0
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Directed attention: gating prey catching by a forebrain loop involving the
striatum

A hungry toad is not necessarily attentive and therefore not responsive to prey. The
readiness of a toad to respond to a prey stimulus is subject to state-dependent de-
terminants, such as attention and motivation (e.g., [98, 99]). The brain modulates
its own responsiveness (see [100–102]). This involves decision-making. One such
mechanism is responsible for directed attention and thus for gating the translation
of perception (prey recognition) into action (prey catching) in an effort to localize
the stimulus source.

Forebrain structures are essential for survival

After bilateral ablation of the telencephalic hemispheres and the diencephalic ros-
trocaudal dorsal thalamus, toads respond to moving stimuli with prey catching [23,
45]. Are these forebrain structures dispensable for prey catching? Although these
structures are not serially connected to the retino-tectal/tegmental/bulbar/spinal pro-
cessing stream, if toads are lacking those forebrain structures, their prey catching
responses to moving stimuli display various peculiarities: they react not selectively
(no stimulus discrimination), they react readily (no precautious hesitation), and they
react continually (no stimulus habituation). Hence, these forebrain structures are
involved in recognition, attention, and learning and are thus essential for survival.

The previous section showed that diencephalic pretectal thalamic areas of the
forebrain are involved in prey recognition and that telencephalic ventral medial pallial
areas are involved in the modification of prey recognition by learning. The present
section will focus on forebrain structures participating in the toad’s directed attention,
i.e., its readiness to respond to a prey stimulus.

Focusing on influences of the telencephalon, it was shown that after total ablation
of both hemispheres in toads or frogs, prey oriented turning behavior failed to occur
[23, 45, 103]. Unilateral telencephalic ablation led to a neglect of prey moving in
the visual field of the contralateral eye. Since small lesions to the toad’s or frog’s
caudal ventral striatum (vSTR) – but not, for example, to the ventral medial pallium –
also showed this prey neglect [94, 104], it was concluded that the visual release of
prey oriented behavior depends on stimulating caudal striatal areas that gate the
corresponding ipsilateral tectal output to the motor systems. This is in agreement
with data from experiments in which caudal ventral striatal areas were stimulated
electrically with implanted electrodes: a train of electrical impulses did not elicit a
specific behavioral response in a toad, however, it facilitated prey-oriented turning
towards a visual stimulus that – without striatal stimulation – was subliminal [45].

Disinhibition: properties of a striato-pretecto-tectal pathway

At a first glance, the lesion studies taken together are hard to understand, since bilat-
eral striatal ablation leads to the neglect of prey, whereas bilateral striatal and pretectal
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thalamic ablations stimulate the toad’s readiness to catch prey. This “dilemma” per-
fectly illustrates the historical controversy between Schrader [18] and Diebschlag
[22] mentioned in the introduction.

How may striatum influence tectum?
Neuroanatomic studies by Marín et al. [28] showed that striatal efferents to the
optic tectum may be acting via a direct (monosynaptic) and various indirect (di-
/polysynaptic) pathways. Among these the characteristic of the disynaptic striato-
pretecto-tectal pathway (cf. also [36, 37]) offers interesting perspectives with respect
to the available neurobehavioral data. For example, studies mapping the local cerebral
glucose utilization showed a positive correlation between the toad’s visually elicited
prey catching orienting activity and increases in 14C-2DG uptake in the caudal ventral
striatum and the optic tectum, whereas the pretectal Lpd nucleus revealed a decrease
[96, 105]. Accordingly, in immobilized toads electrical stimulation of the ascending
reticular formation evoked a comparable pattern of 14C-2DG uptake in the three
brain structures [106].

If the decrease in 14C-2DG uptake in the Lpd nucles resulted from inhibitory
striatal influences, this might suggest that prey catching can be gated by “dou-
ble inhibition” involving two sequential inhibitory pathways (	), a striato(STR)-
to-pretectal(Lpd) and a pretecto(Lpd)-to-tectal(OT) one:

STR 	 Lpd 	 OT → prey catching

Such putative disinhibitory pathway would explain the apparently controversial re-
sults of forebrain lesion studies. The following paragraph examines striatopretectal
inhibitory connections.

Synaptology: striatal stimulation evokes pretectal inhibitory postsynaptic potentials
Lázár and Kozicz [107] showed that striatal efferents travelling in the lateral forebrain
bundle, LFB, terminate in the ipsilateral pretectal Lpd nucleus. Immunocytochem-
ical studies demonstrated that LFB fibers terminating in the pretectum contain the
inhibitory neurotransmitter/neuromodulator enkephalin [62, 108]. Distinct sets of
striatal GABAergic cells contain enkephalin, too [109].

Intracellular recording combined with Cobalt-lysine labeling showed that vi-
sually sensitive pretectal cells respond to electrical stimuli applied to the striatum
(Fig. 4A) with inhibitory postsynaptic potentials (IPSPs) (Fig. 4Ba) or combined IP-
SPs and excitatory potentials (EPSPs), however, no pure EPSPs were observed. The
fastest striatal input to pretectal cells was inhibitory [110]. These data indicate that
pretectal activity can be regulated by inhibitory or inhibitory and excitatory striatal
input. The ventral striatum itself obtains inputs from various structures, such as the
posterior lateral pallium, the anterior entopeduncular nucleus, and the lateral anterior
thalamic nucleus which itself receives tectal input [25, 28, 107].

Since striatopretectal fibers contribute to the LFB, pretectal postsynaptic poten-
tials were recorded intracellularly also to electro-stimulation of the LFB at the level
of the rostral diencephalon. These responses were IPSPs and/or EPSPs; the majority
of pretectal cells displayed only IPSPs that mostly showed short latencies (Figs. 4Bb,
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Figure 4. Striatopretectal inhibitory connections. Inhibitory postsynaptic potentials recorded
from pretectal thalamic cells. Representative examples in immobilized cane toads, Bufo mar-
inus. (A) Intracellular recording and Co3+-lysine staining a pretectal thalamic neuron of the
Lpd/P region; camera-lucida reconstruction (arrow points to the axon). ES, electrical stimula-
tion electrode; E, recording electrode; Lpd/P, lateral posterodorsal and lateral posterior thala-
mic nucleus; Ptn, pretectal neuropil; D, diencephalon; OT, optic tectum; T, telencephalon. (B)
Records of inhibitory postsynaptic potentials in response to electrical stimulation of (a) the
ipsilateral caudal ventral striatum or (b) the ipsilateral lateral forebrain bundle LFB at dien-
cephalic level; (c) field potential in response to LFB-stimulation. (C) Example of testing the
nature of hyperpolarizing activity by passing current through the recording electrode. Effect
of intracellularly applied current on the inhibitory postsynaptic potential of a pretectal cell in
response to LFB-stimulation: (a) depolarizing current (+2 nA) enhanced the inhibitory wave;
(b) control, no current application; (c) hyperpolarizing current (−2 nA) reversed the polarity
of the wave; (d) field potential. (After [110]; figure reprinted with kind permission of Elsevier.)
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Figure 5. Striatal efferents. Neurons of the caudal ventral striatum projecting their axons in
the lateral forebrain bundle LFB were examined by their antidromic activation in response to
electrical stimuli, e1–e2, applied to the LFB at diencephalic level. Representative examples
of extracellular recordings in immobilized cane toads, Bufo marinus. (A) Top: To determine
the absolute refractory period RA of a visual “motion detector” neuron recorded from the
striatum, its antidromic spikes a1 and a2 were evoked in response to e1 and e2, whereby e2
followed e1 by a variable interval, cf. superimposed records (RA = 4.2 ms; constant latency at
LC = 2.4 ms). Note that one a2-spike is missing in this record because the corresponding e2-
stimulus fell into the absolute refractory period. Middle: The visually elicited spike v triggered
two electrical stimuli e1∗–e2∗ , both separated by a constant interval (> 2RA). Each stimulus
elicited an antidromic spike a1∗ and a2∗ , respectively (two superimposed records). Bottom:
Collision test.At a critical delay Dc = 6.2 ms between v and e1∗ the spike a1∗ was extinguished
(cf. arrow) but not a2∗ serving as control (two superimposed records); however, spike a1∗ was
not extinguished at D = 6.5 ms. Bottom, right: Arrangement of recording (E) and stimulation
(ES) electrodes. D, diencephalon; OT, optic tectum; T, telencephalon. (B) Klüver-Barrera
stained transverse section through the telencephalon at the level of the caudal ventral striatum.
Symbols in the left hemisphere mark recording sites of striatal efferent neurons, + referring to
“visual motion detectors”. AC, nucleus accumbens; d,vSTR, dorsal/ventral striatum; d,vMP,
dorsal/ventral medial pallium; DP, dorsal pallium; LP, lateral pallium; LS, lateral septum; MS,
medial septum. (After [111]; figure reprinted with kind permission of Karger.)
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Cb) [110]. This suggests a significant monosynaptic inhibition in the pretectum me-
diated by LFB fibers, to which striatal efferents contribute (Fig. 4Ba). The nature of
the PSPs was determined by intracellular injection of depolarizing or hyperpolarizing
current, respectively (Figs. 4Ca,c).

What kind of visual information leaves the toad’s caudal ventral striatum? Bux-
baum-Conradi and Ewert [111] recorded spikes of striatal cells in response to visual
stimulation and in response to antidromic electro-stimulation of the ipsilateral LFB
at diencephalic level (Fig. 5A). It was shown that most striatal visual cells descending
in LFB are visual “motion detectors”, i.e. responding readily and very sensitively
to objects traversing the toad’s field of vision. The excitatory receptive field of such
a neuron encompassed the visual field of the contralateral eye or the entire field of
vision. Other types of visual neurons – sensitive to “prey,” “threat” or “compact”
objects – contribute to striatal efferents running in the LFB. The recording sites
of all these cells are consistent with neuroanatomic data showing that most efferent
striatal neurons are found in the caudal ventral striatum (Fig. 5B) [26]. Lázár and Ko-
zicz [107] characterized the majority of striatal neurons – projecting in the ipsilateral
LFB – as piriform and pyramidal cells.

Hypothesis: how striatum may be involved in directed attention

Given that striatopretectal and pretectotectal inhibitory influences exist, the toad’s
readiness to orient towards prey would depend on striatal activity. The behavior of
toads after forebrain lesions can be explained in this context: toads after striatal le-
sions “permanently hesitate to respond,” while toads after pretectal (or pretectal and
striatal) lesions are “permanently ready to respond.” In intact toads the orienting
response towards prey is mediated by the retino-pretectal/tectal/tegmental process-
ing stream; we call this the stimulus-response mediating pathway. According to our
hypothesis, this processing stream can be gated by striatopretectal activity due to
telencephalic intrinsic input and to visual tectal input relayed by the lateral ante-
rior thalamic nucleus [25]. Gating the translation of perception (prey recognition)
into action (prey catching) may be executed by a disinhibitory striato-pretecto-tectal
loop; we call this the pathway that modulates stimulus-response mediation. Striatal
channels sensitive to “visual motion” and “prey” may be involved in this modulating
loop. Striatal efferent neurons increase their steady tonic discharges if a stimulus is
novel. Accordingly most striatal neurons show strong habituation towards repeated
familiar stimuli [111, 112].

This substantiates the postulation by Blankennagel [21] and Diebschlag [22] (cf.
also [113]) that orienting responses towards prey are elicited only if (certain) striatal
neurons – as components of the basal ganglia – are excited.

Network modulations suitable to modify prey catching patterns

Common toads, Bufo bufo, and water frogs, Rana esculenta, display different prey
catching strategies [1]. Common toads are active foragers; they hunt prey by orient-
ing, stalking, fixating (directed locomotive responses), and snapping (consummative
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response). Whereas the same prey recognition process precedes each of these re-
sponses, the type of response is released depending on the location of prey in space:
prey outside the frontal visual field → oriented turning movement; prey within the
frontal field of vision, far away → stalking; prey within the frontal field of vision,
close → bending forward and binocular fixating; prey in snapping position → snap-
ping and swallowing. In common toads, the preying success takes advantage of the
hunter’s locomotive mobility but – leaving shelter – at the risk of being itself attacked
by predators. In the hunting strategy, the discrimination between prey and nonprey
is relatively selective.

Rana esculenta, a sit-and-wait predator, prefers motionless waiting for prey in a
shelter at a pond’s bank where prey density is relatively high. If prey crosses the visual
field, the frog suddenly reacts with an aimed snapping or turning and snapping. In the
waiting strategy, the preying success depends on a relatively low snapping threshold
at the disadvantage of catching nonprey items occasionally also.

The “hunting” and “waiting” strategies differ mainly in the variety of directed
locomotive responses (turning, stalking, approaching, bending forward) in relation to
the consummative responses (snapping, gulping). Both in common toads and water
frogs, transitions from waiting to hunting, and vice versa, will occur. For example,
frogs may catch prey by a directed leap-snap response. In any case, once triggered
by an appropriate prey stimulus, the behavioral response proceeds to completion, i.e.
in a ballistic fashion without feedback from the stimulus.

Behavioral studies: systemic application of the dopamine-agonist APO confines lo-
comotive patterns and facilitates consummative patterns of prey catching
The retino-tectal/tegmental/bulbar/spinal processing streams – e.g., responsible for
prey catching – are integrated in a macro-network involving striatal, limbic, pretectal,
preoptic/hypothalamic, and solitary/reticular structures that contain dopaminergic
cell bodies or fibers [28–32, 81]. Hence, it is reasonable to anticipate significant
dopaminergic influences on visual responses.

Glagow and Ewert [114] showed in common toads that systemic (intralymphatic)
administration of the dopamine D2/D1-receptor agonist apomorphine, APO, affects
both the locomotive and consummative components of prey catching in an opposite
manner (Fig. 6): with increasing dose of APO, rates of prey-oriented turning and
stalking progressively decreased, whereas snapping rates were progressively facil-
itated at the same time and reaching a maximum about 15 to 35 min after APO
administration. Toads previously hunting, that is pursuing prey, after APO adminis-
tration were sitting motionless just waiting for and snapping at prey. In other words,
APO facilitated the consummative component and reduced the directed locomotive
components of prey catching. The prey selective property – measured by the snap-
ping rate – was maintained after APO treatment. About 70 to 90 min after APO
administration, the prey-oriented turning behavior was restored and then displayed
an intermediate rebound activity, while the snapping rate settled towards the level
before the administration of APO. After pre-treatment with the dopamine antagonist
haloperidol, administration of APO showed no measurable effect on prey catching.



Modulation of visual perception and action by forebrain structures 117

Figure 6. Prey catching patterns under apomorphine (APO). The dopamine agonist APO after
its systemic (intralymphatic) administration in common toads, Bufo bufo, influences prey-
oriented turning and snapping activities in an opposite manner. The dose/effect relationships –
measured 20 min after APO treatment – show decreasing turning rates with rising dose of
APO, while at the same time the snapping rates increase. Averages ±SDM, n = 15 toads.
(After [114, 120]; figure reprinted with kind permission of Springer Science and Business
Media.)

14C-2DG mapping: systemically applied APO affects the pattern of local cerebral
glucose utilization in prey catching toads
The 14C-2DG imaging technique was employed to map the glucose utilization in the
brains of APO-treated toads, in comparison with untreated controls, during visual
release of prey catching (cf. Figs. 7 and 8) [115]. The retinal projection fields – e.g.,
dorsal optic tectum (dOT), pretectal thalamic nucleus (Lpd), and anterior thalamic
nucleus (A) – showed increases in 14C-2DG uptake. The medial tectal layers (mOT)
and the ventral striatum (vSTR), both involved in visuomotor functions related to
prey-oriented turning and approaching, displayed APO-induced decreases in 14C-
2DG uptake. These data suggest APO-induced increases in retinal output towards the
central retinal projection fields (dOT), on the one hand, and APO-induced decreases
in tectal structures (mOT) that mediate motor-related output, on the other hand. As a
matter of fact, a reduced tectal output would explain the lack of directed locomotive
prey catching responses. But how may this be achieved in the presence of an increased
retinal input to the tectum?

Leaving this question open awhile, let us now focus on structures related to
snapping. APO-induced increases in 14C-2DG uptake were observed in the medial
reticular formation (RET) and the hypoglossal nucleus (HGL) which are involved in
the motor pattern generation of snapping (e.g., [51, 116]). APO-induced increases
in 14C-2DG uptake were also detected in the limbic ventromedial pallium (vMP)
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Figure 7. Multiple effects of apomorphine (APO) on the neural macronetwork. Influences of
systemically administered APO – referring to the accentuated thick labeled lines – on the com-
mon toad’s macronetwork in which structures of the forebrain interact with structures of the
brainstem (compiled from [115]). Each morphological connection is verified by anatomic tech-
niques, considering a sample of 73 references concerning anuran amphibains in the literature
from 1969–1999; (∗) indicates structures harboring dopaminergic cell somata and (#) indicates
structures harboring dopaminergic fibers. Abbreviations of structures so far mentioned in the
text and in Fig. 8. Telencephalon: MOB, main olfactory bulb; vOB, ventral olfactory bulb;
AOS, accessory olfactory system; AC, nucleus accumbens; AL, lateral amygdala; DP, dorsal
pallium; dMP, dorsal medial pallium; vMP, ventral medial pallium; LP, lateral pallium; LS, lat-
eral septum; MS, medial septum; vSTR, ventral striatum. Diencephalon: R, retina; A, anterior
thalamus; La, lateral anterior thalamic nucleus; Lpd, lateral posterodorsal thalamic nucleus; P,
posterior thalamic nucleus; Lpv, lateral posteroventral thalamic nucleus; PT, pretectal region;
dHYP dorsal hypothalamus; vHYP, ventral hypothalamus. Mesencephalon: dOT, dorsal layers
of the optic tectum; mOT, medial layers of the optic tectum; sOT, snapping evoking area of
the optic tectum; IST, nucleus isthmi; TS, torus semicircularis; TEG, tegmentum; III, third
ventricle. Medulla oblongata: HGL, nucleus hypoglossus; MRF, medullary medial reticular
formation; SOL, nucleus of the solitary tract; SP, spinal cord; N.V, N.VII, N.XII, nuclei of
the Vth, VIIth, and XIIth cranial nerve, respectively. (After [160]; figure reprinted with kind
permission of Elsevier.)
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Figure 8. Imaging the effects of apomorphine (APO) in the brain. Monitoring the influence
of systemically administered APO on the local cerebral glucose utilization by means of the
14C-2DG method in common toads, Bufo bufo, during the release of prey catching behavior
towards a prey dummy prior to (A) and after (B) intralymphatic administration of APO. The
radioactivity, as a measure of 14C-2DG uptake, increases from cold (blue) to warm (red)
colors. For abbreviations see Fig. 7. (After [115]; figure reprinted with kind permission of
Karger.)



120 J.P. Ewert and W.W. Schwippert

and medial septum (MS) as well as the mesolimbic nucleus accumbens (AC) and
ventral tegmentum (vTEG). Since limbic and mesolimbic structures, in connection
with the hypothalamus (dHYP), contribute to the control of motivational state, the
APO-induced increases in glucose utilization in these structures may explain APO-
facilitated snapping, due to a reduction in the snapping threshold.

Various other brain structures showed APO-induced increases in 14C-2DG up-
take, such as the olfactory bulb (MOB), lateral pallium (LP), suprachiasmatic nucleus
(SCN), nucleus of the periventricular organ (NPO), the paraventricular nucleus and
the nucleus of the solitary tract (SOL). The lateral amygdala (AL) displayed APO-
induced decreases in 14C-2DG uptake.

Although the APO-induced alterations in glucose utilization display a correlation
with dopaminergic structures and with structures connected to these [28–32, 81], in
the interpretation we must consider that APO is a D2/D1-receptor agonist, whereby
the effects of D1- and D2-receptor activation are opposite to each other. The distri-
bution of both receptor types in the anuran brain [117] is not yet well understood.
Therefore, we regard the results obtained from the 14C-2DG imaging studies as inter-
esting clues towards electrophysiological studies involving field potential and single
cell recordings pre and post APO treatment. In the following we focus on APO-
induced changes in 14C-2DG uptake in the retinal projection fields dOT, mOT and
Lpd, reported above.

Neurophysiological recordings: APO boosts retinal visual responses

Effect of intraocular administered APO on visual tectal field potentials
In the vertebrate retina dopamine plays an important role, since it uncouples the
gap junctions of horizontal cells thus enhancing the efficacy of photoreceptor input
(e.g., see [118]). To investigate in toads dopaminergic influences on retinal output,
we recorded the summated field potentials from the retinal maps, optic tectum or
pretectum, in response to diffuse light-off or -on stimulation, prior to and after con-
tralateral intraocular administration of either dopamine or APO (10−2 mol/l). Upon
drug administration, in both cases the initial excitatory N1 wave of the tectal field
potential increased strongly, suggesting a dopaminergic enhancement in retinotec-
tal output [119]. Intraocular administration of the dopamine antagonist haloperidol
(2 × 10−3 mol/l) attenuated the amplitude of the N1 wave. Recordings from the
retinorecipient pretectal neuropil region showed an APO-induced increase in the
initial excitatory wave of the pretectal field potential (Schwippert, unpublished ob-
servation.).

Effect of systemically administered APO on visual tectal field potentials
Tectal and pretectal field potentials were recorded in response to diffuse light-off or
-on stimuli prior to and after intralymphatic systemic administration ofAPO at a dose
of 40 mg/kg body wt. In both types of field potentials the amplitudes of the initial
excitatory waves displayed APO-induced increases. Although systemically applied
APO has wide-spread effects on the brain, these data – in comparison with the ones
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obtained from intraocularly applied APO – can be explained by APO-enhanced
retinal output to the optic tectum and pretectal thalamus, respectively.

Effect of systemically applied APO on visual responses of single retinal ganglion cells
To tie in with the above suggestion single fibers of toad’s R2 and R3 retinal ganglion
cells were recorded from the optic tectum in response to a visual object traversing
the centers of their ERFs. In the time segment of 15 to 35 min after systemic admin-
istration of APO (40 mg/kg body wt), the neuronal discharge rates increased strongly
(Figs. 9Ab, Bb). Furthermore, the ERF diameters of R2 and R3 neurons approxi-
mately doubled their sizes [120]. These effects were independent of the recording
site in the retinotectal map. The APO-induced increases in the firing rates of retinal
ganglion cells are consistent with the strong APO-induced14C-2DG uptake in dorsal
tectal layers (dOT), the termination field of retinal axons [121].

Figure 9. Retinal responses under apomorphine (APO). Systemically administered APO
boosts the visual discharge rates of retinal ganglion cells, recorded extracellularly from their
fiber endings in the superficial optic tectum in immobilized common toads, Bufo bufo. Rep-
resentative examples. The visual stimulus, a 16◦ × 2◦ vertical bar, traversed at v = 7.6◦/s
the receptive field of (A) a R2 neuron, (B) a R3 neuron, (a) prior to and (b) 25 min after ad-
ministration of APO. Note that the APO-induced effect reached a maximum between 20 and
35 min after its application. Scale: 0.5 s/div. ERF, excitatory receptive field; IRF, inhibitory
receptive field. (After [114, 120]; figure reprinted with kind permission of Springer Science
and Business Media.)
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Systemically applied APO attenuates visual responses of tectal neurons

Immunohistochemical studies of the optic tectum revealed a complex pattern of cat-
echolaminergic innervation both in anurans and urodeles [122]. Dopaminergic fibers
basically terminate in deep layers of the tectum while noradrenergic fibers exist in the
superficial layers. Interestingly, the tectum is lacking catecholaminergic somata. Us-
ing retrograde tracers it was shown that the origins of dopaminergic tectal innervation
are in suprachiasmatic, juxtacommissural, and pretectal posterior thalamic (P) nuclei.

Are single neurons in the toad’s medial tectal layers (mOT) – known to mediate
tectal output – influenced under APO? In the time segment of 15 to 35 min after
systemic administration of APO, in which the retinal R2 and R3 ganglion cells
increased their discharge rates towards moving visual stimuli, tectal T5.1 and T5.2
neurons remarkably decreased their discharge rates (Fig. 10A-C, cf.b) [120]. These
decreases are consistent with the reduction in 14C-2DG uptake in mOT from where
these tectal neurons were recorded. During this “tectal reduction phase,” orienting
towards prey failed to occur, whereas the snapping rate was increased. About 70
to 90 min after APO administration the discharge rates of T5.1 and T5.2 neurons
displayed a short-term rebound-like increase to moving visual stimuli. Interestingly,
during this “tectal rebound phase” the orienting rate, too, showed a rebound-like
increase. Hence, these results suggest correlations between APO-induced alterations
in the discharge rates of prey-sensitive/selective T5.1 and T5.2 neurons – known
to project from the medial tectal layers to tegmental/bulbar/spinal motor pattern
generating systems, on the one hand, and the prey-oriented turning activity, on the
other hand.

A comparison of the T5.2-responses to different visual stimuli prior to (Fig. 10A-
C; cf.a) and after administration of APO (Fig. 10A-C; cf.b) brings two aspects in
focus: first, the typical configurative stimulus discrimination was maintained during
the tectal reduction phase; second, the temporal discharge pattern in response to
the prey-like moving horizontal bar started with a short burst of spikes and was
immediately silent thereafter (Fig. 10Ab). This discharge pattern can be explained
by a postexcitatory inhibition. We shall renew this phenomenon later.

Let us now return to the previous question of dispute: how can we explain the
APO-induced attenuation of tectal responses in face of APO-induced enhancements
of retinal outputs? Remembering inhibitory interacting retino-tectal and retinopre-
tecto-tectal processing streams, the APO-enhanced retinotectal and retinopretectal
activations would balance each other in the tectum.

Systemically applied APO boosts visual responses of pretectal neurons

In fact, recordings under APO from the pretectal Lpd nucleus demonstrate that the
visual discharge rates of pretectal thalamic TH3 and TH4 neurons strongly increase
exactly in that time segment in which the visual discharge rates of tectal T5.1 and T5.2
neurons display a minimum [121]. The APO-enhanced firing in TH3 and TH4 neu-
rons is consistent with APO-enhanced increases of 14C-2DG uptake in the pretectal
thalamic Lpd nucleus.
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Figure 10. Tectal responses under apomorphine (APO). Systemically administered APO leads
to an attenuation of the visual responses of tectal T5.2 neurons, extracellularly recorded from
tectal layer 7 or top 6 in immobilized common toads, Bufo bufo. Representative examples.
Figurative different stimuli traversed the receptive field at v = 10◦/s: (A) 2◦ × 16◦ horizontal
bar, (B) 16◦ × 2◦ vertical bar, (C) 8◦ × 8◦ square, presented (a) prior to and (b) 35 min
after APO administration. Scale: 1 s/div. (After [114, 120].) Top: Example of camera-lucida
reconstructions of a T5.1 and a T5.2 neuron recorded intracellularly and stained with Co3+-
lysin; note that the axon of the T5.2 neuron is distorted in this representation. (After [159]; all
figures reprinted with kind permission of Springer Science and Business Media.)
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Figure 11. Pretectal and tectal responses under apomorphine (APO). Opposite effects of APO
on the discharge patterns of common toad’s pretectal thalamic TH3 and TH4 neurons, on
the one hand, and a tectal T5.2 neuron, on the other hand. As stimulus served a 2◦ × 16◦
horizontal bar traversing the receptive field at = 10◦/s. (a) The prey-like moving bar is an
ineffective stimulus for TH3 and TH4 neurons, however, optimal for the T5.2 neuron. (b)
After administration of APO, the TH3 and TH4 neurons discharge strongly; the T5.2 neuron
discharges a short burst of spikes and is then immediately silent, suggesting a postexcitatory
inhibition (see text). Scale: 1 s/div. Representative examples of extracellular recordings in
immobilized common toads. (After [121]; figure reprinted with kind permission of Elsevier.)

Of particular interest is a comparison of the discharge patterns of pretectal thala-
mic TH3, TH4, and tectal T5.2 neurons in response to a prey-like moving bar prior to
and after systemic administration of APO. Prior to APO administration, both threat
sensitive TH3 and TH4 neurons displayed a short weak burst of spikes (Fig. 11,
TH3, TH4; cf.a), whereas the prey selective T5.2 neuron started with a strong burst
followed by a relatively long train of spike activity (Fig. 11, T5.2; cf.a). In the tectal
reduction phase 34 min after APO administration, TH3 and TH4 neurons increased
their firing rates and discharged a relatively long spike train (Fig. 11, TH3, TH4;
cf.b), whereas the T5.2 neuron began to fire a short burst of spikes and was immedi-
ately silent thereafter (Fig. 11, T5.2; cf.b). To tie in with the aforementioned aspect
of postexcitatory inhibition, this silence can be explained by the APO-induced pro-
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longed activity pattern of pretectal thalamic TH3 and TH4 neurons in combination
with pretecto-tectal inhibitory influences.

Hypothesis: interactions in a macronetwork

The multiple effects of systemically administeredAPO – accompanied with a shifting
from hunting prey to waiting for prey – suggest complex interactions in a macronet-
work (Fig. 7, thick labelled lines).

APO-induced suppression of orienting and locomotion
TheAPO-induced increase in retinal output leads to increased retinotectal and retino-
pretectal excitation and – in line with the previous arguments – to enhanced pretecto-
tectal inhibitory influences and thus to a suppression of prey-oriented locomotive
responses.

Straightforward as this explanation looks, questions remain open. If pretecto-
tectal inhibitory influences are mediated by pretectal presynaptic inhibition of reti-
nal axonal endings via NPY in superficial tectal layers, then the strong discharges
in retinal fibers recorded from these tectal layers and the strong 14C-2DG uptake in
these tectal layers under systemically applied APO are hard to understand. However,
as a matter of fact it could be shown that NPY experimentally administered to the
tectal surface strongly reduced 14C-2DG uptake in superficial tectal layers after sys-
temic administration of APO in prey-catching red-bellied toads Bombina orientalis
[71]. This again provides evidence of an inhibitory effect of NPY on retinotectal
transfer. But the effect of NPY may be weaker under physiological conditions of its
release. Therefore, further inhibitory influences on tectal cells should be considered
as emphasized in Section Other inhibitory influences on tectal neurons.

We assume that the APO-induced attenuation of tecto-motor output is subthresh-
old to trigger the motor pattern generating networks responsible for prey-oriented
turning and stalking, however, sufficient for the release of augmented snapping, pro-
vided that APO modulates the activity of structures that lower the trigger threshold
in the snap-generating network.

APO-induced facilitation of snapping
APO-induced increases in 14C-2DG uptake were observed in the bulbar medial retic-
ular formation (RET) and in the hypoglossal nucleus (HGN), both of which are in-
volved in motor pattern generation of snapping [51, 116]. The increases in glucose
utilization in limbic structures (ventromedial pallium vMP, lateral septum LS, nu-
cleus accumbensAC) and in structures that are connected to the limbic system (dorsal
hypothalamus dHYP, ventral tegmentum vTEG) may be associated with setting the
level of the snapping threshold.

The vMP integrates converging APO-enhanced visual input from the retina (R),
relayed by the anterior dorsal thalamic nucleus (A), and APO-enhanced sustained
input from the ventral olfactory bulb (vOB), relayed by the lateral septum (LS)
(Fig. 7) (for anatomic pathways see, e.g., [24, 86, 123–125]). We speculate that the
resulting vMP output
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vOB → LS → vMP ← A ← R

in concert with the APO-enhanced strong influences from dopaminergic structures
of the ventral tegmental area, stimulates AC and vHYP which, with the nucleus of
the solitary tract (SOL), influence the reticular/branchiomotor/hypoglossal system
to lower the threshold of snapping.

Concluding remarks

Three decades ago, Ploog and Gottwald [126] already pointed out that the phylo-
genetic origin of systems responsible for attention, approach and avoidance, reward
and punishment, positive and negative reinforcement and for motor skills observed
in mammals can partly be traced back to amphibian brain structures that are homol-
ogous to the limbic and mesolimbic systems, the diencephalic central grey, and the
basal ganglia. This prediction becomes more and more substantiated. It suggests that
information processing for a set of essential basic functional principles emerged early
during evolution of tetrapod vertebrates, was stored in terms of neuronal connections
and synaptic processes and was conserved during phylogeny in order to be modified
or specified in adaptation to the different ecological constraints and requirements of
a species.

Visuomotor functions involving NPY

Studies in phylogenetic basal tetrapods like toads and frogs show that visuomo-
tor functions involving stimulus discrimination depend on retinotectal processing
streams in connection with forebrain structures like the pretectal thalamus. In the
optic tectum glutamate seems to be a dominant transmitter in the retinotectal in-
formation transfer. The monosynaptic retinotectal connections act through voltage-
dependent NMDA-receptors, whereas polysynaptic transmissions are mediated by
NMDA- and non-NMDA-receptors [127, 128]. In anurans it is suggested that pre-
tectal NPYergic fibers contact presynaptically NPY-receptive retinal fiber terminals
in the superficial tectum in order to modulate/specify tectal visual responses [59,
68, 111]. More explicitly, we suggest that NPY via presynaptic inhibition reduces
glutaminergic retinotectal transmission. A comparable pretectal NPY-mediated in-
hibitory mechanism is discussed in pigeons by Gamlin et al. [129].

The pretectum of anamniotes and amniotes is composed of different – partially
homologous – nuclei which in amphibians may be involved in different visual func-
tions, involving sensitivities to moving threat or stationary obstacles, optokinetic
nystagmus, pupillary light reflex, modulation of retinofugal transfer. Regarding the
latter in mammals it is suggested that certain pretectal GABAergic cells project to
inhibit thalamic cells which in turn would disinhibit geniculate relay cells, thereby
facilitating the retinal information to the cortex [130].

A comparative treatment of the neurochemical structure of the different pretec-
tal nuclei based on immunoreativity to monamines, neuropeptides (e.g., NPY) and
GABA in reptiles, birds, and mammals is provided by Kenigfest et al. [131]. In fact,
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pretectal cells containing NPY are common in tetrapods from frogs to humans [132].
Kenigfest et al. [131] suggest that species of divergent lines of amniotes have evolu-
tionary conservatism of the neurochemical organization of pretectal structures and
their efferents, on the one hand, and have certain plasticity in terms of rearrangements
during phylogenetic development, on the other hand.

NPY is widely distributed in the CNS and may, via G-protein coupled different re-
ceptors, participate in processes dealing with vasoconstriction, anxiolytic syndromes,
sedation (Y1 receptor), gastrointestinal functions (Y4), appetite regulation (Y5). The
Y2 receptor mediated NPY effects of presynaptic inhibition of glutamate release
are the most abundant and may have an evolutionary conserved role in modulating
visuomotor processing (e.g., see [65, 70, 133]).

In mammals functions concerning head/neck movements [134] involve retino-
superiorcollicular processing streams in connection with geniculate and cortical fore-
brain structures. The “philosophy” of combining homologous mesencephalic struc-
tures – optic tectum or superior colliculus, respectively – with forebrain structures
is comparable. Furthermore, connections with the ventromedial pallium (amphib-
ians) or the homologous hippocampus (mammals) make the systems adjustable and
adaptable to individual experience. The discussion by Foreman and Stevens [135]
and Gonzalez-Lima [136] on the relationships between superior colliculus and hip-
pocampus relayed by preoptic/hypothalamic structures in mammals reveals interest-
ing homologies with corresponding relationships between optic tectum and ventral
medial pallium in anuran amphibians [95, 137].

Gating directed attention

In anurans, gating the translation of visual perception into action – in a manner of
directed attention – may be carried out by a loop involving a disinhibitory striato-
pretecto-tectal pathway [12, 23, 104, 111]. Striatal influences are discussed also for
mechanosensory and acoustic behaviors in anuran amphibians by Birkhofer et al.
[138] Walkowiak et al. [139], and Endepols and Walkowiak [140].

Both in anurans and mammals the activity in (certain) striatal structures increases
towards novel stimuli and decreases towards familiar stimuli, while (certain) struc-
tures of the ventral medial pallium and hippocampus, respectively, display an op-
posite pattern of activity [94, 95, 136]. Striatal efferent neurons in toads may be
considered also in a striato-nigro-tectal pathway [26, 28, 107]. In mammals, it was
shown that a disinhibitory striato-nigro-collicular pathway does play an attentional
gating function [141, 142]. The important point we put forward here, however, is that
directed visual attention in prey-oriented behavior in anurans may take advantage
(also) of a striato-pretecto-tectal pathway, a channel whose homologue in mammals
does not seem to exist (cf. [33, 37, 38]). The “philosophy” of disinhibition by com-
bining striatal and tectal/collicular structures via a relay (pretectum or substantia
nigra, respectively) is comparable in anurans and mammals.
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Dopaminergic modulation of movement patterns

In anurans motor patterns in terms of hunting prey and waiting for prey involve
basal ganglionic, pallial, limbic, mesolimbic, tectal, tegmental, and bulbar reticular
systems. Most of these harbour dopaminergic cell bodies and/or dopaminergic fibers
[81]. After systemic administration of the dopamine agonist apomorphine these nu-
clei show significant changes in 14C-2DG uptake and this in turn may influence
non-dopaminergic structures [115].

Monitoring the local cerebral glucose utilization in various structures of the toad’s
brain prior to and after systemic administration of APO, it appears that waiting and
augmented prey-snapping (locomotive akinesia) in the present context requires much
more distributed brain activity than prey-oriented hunting (locomotive agility). How-
ever, an interpretation that the APO-induced patterns of brain activity corresponds
to the sit-and-wait strategy of prey catching would be inadequate, since there are a
variety of APO-induced “side effects” in local cerebral metabolism.

The APO-induced facilitation of snapping in common toads is comparable to oral
behavioral facilitation reported in other vertebrates after systemic administration of
APO, such as biting in the tortoise [143], pecking in the pigeon (e.g. [144, 145]),
sniffing, licking, and gnawing in mice and rats (e.g. [146–148]), and yawning in
humans [149]. In regard to the multiple effects of APO in humans, the drug is used
clinically as an emetic but also as an anti-Parkinson drug [150].

Regarding the dosage, in toads maximal snapping rates were obtained underAPO
at a dose of 40 mg/kg body wt which is relatively high by comparison, e.g., with a dose
(1 mg/kg) eliciting compulsive pecking in birds after intramuscular administration of
APO [151] or a dose (2–4 mg sublingual) eliciting effects in humans. The high dose of
APO required in toads may be due to a poor lymphatic circulation in the ectothermic
animals and a correspondingly weak access of APO to the brain. Regarding the time-
course of APO-induced effects, they begin in toads and humans about 10 min after
administration and last for at least 30 min.

Since it is known that the amphibian “hippocampal” pallium (vMP) is involved
in conditioning, the increase in activity in the toad’s vMP after administration of
APO may also result from its action as a positive reinforcer. Systemically applied
APO induces both enhanced olfactory resting activities and enhanced retinal visual
responses that converge in vMP. Furthermore, it was shown in toads that APO-
induced facilitation of snapping became sensitized after repeated administrations of
APO (Glagow, unpublished). The mechanism of sensitization to APO is unknown in
toads and is a disputed issue in birds and rodents (e.g., see [145, 152–158]). The role
of APO in drug-state-dependent conditioning and findings related to the sensitization
of psychostimulant drugs are discussed by Godoy and Delius [151].

All these data provide evidence of the enormous multiple – direct and indirect –
dopaminergic effects on brain structures and their interactions after systemic ap-
plication of the dopamine agonist apomorphine. The data also point to the various
possible “side effects” of drugs that release dopaminergic actions involving motor
co-ordinations, limbic processes, and sensory sensations.
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Introduction

Emotional arousal, namely stress, induces structural changes in neurons of the adult
central nervous system (CNS) involving a biphasic secretion of stress-related hor-
mones, in which norepinephrin (NE) represents the first phase and glucocorticoids (i.
e. corticosterone, [CORT]) represent the second phase [1–3]. These stress hormones
are potent modulators of both learning and brain plasticity, mediating their effects
presumably by involvement of the limbic system, namely the amygdala and the
hippocampus [2, 3]. The basolateral nucleus of the amygdala (BLA) is specifically
activated by an emotional experience and is a critical site of the converging modulat-
ing influences of adrenal stress hormones on memory consolidation [38, 91]. In turn
the amygdala modulates hippocampal-dependent memory in a complex manner via
the stress hormones NE and CORT [7]. Therefore, the BLA may be a critical locus
of interaction between glucocorticoids and the noradrenergic system in modulating
memory consolidation [8, 9]. The effects of both NE and CORT upon the amygdala
and the hippocampus areas, which affect synaptic plasticity alterations, are exempli-
fied by modulation of long-term potentiation (LTP) formation. In addition, the stress
hormones effects on the neurochemical circuitry, leading to changes in intracellular
and cell-matrix interactions, also affect neural cell adhesion molecules, exhibiting
a change in their post-translational modification molecular form in following stress
exposure, further affecting synaptic plasticity.

Although the adrenomedullary hormone NE (adrenaline) and the adrenocortical
hormone CORT affect brain function through different specific mechanisms and
pathways, they converge in regulating memory consolidation by influencing central
noradrenergic mechanisms [1, 7], of which the prominent ones will be reviewed in
this chapter.

The effects of norepinephrin in the amygdala and hippocampus

Noradrenergic projections originating in the nucleus of the solitary tract (NTS) inner-
vate forebrain structures involved in learning and memory, including the amygdala.
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Since BLA activation is required for modulation of memory consolidation in the
hippocampus, activation of both α- and β-adrenoceptors in the BLA, followed by
hippocampal activation, is critical in mediating noradrenergic influences on synaptic
plasticity processes [14, 37, 40]. NE release plays an important, possibly critical,
role in the amygdala, mediating emotional arousal effects on memory consolida-
tion [36, 46]. In vivo microdialysis and high-performance liquid chromatography
(HPLC) studies indicate that epinephrine released by emotionally arousing training
experiences induces the release of NE within the amygdala. For example, footshock
stimulation, such as that used in inhibitory avoidance training, also induces the release
of NE in the amygdala. The amount of release varies directly with stimulus intensity
[36, 46, 87]. The elevated NE levels observed in the amygdala following training, as
well as the NE levels assessed within the individual animals correlate highly with
later retention performance [41]. Conversely, systemic injections of epinephrine in
the amygdala enhance NE release [94]. In addition, NE or β-adrenoceptors infu-
sions in the amygdala block epinephrine effects on memory consolidation, while
these same hormones agonists’ infusions to the amygdala will enhance memory
consolidation following training [14, 36, 39].

The effects of corticosterone in the amygdala and hippocampus

At the onset of an emotional event glucocortiocoid levels permissively mediate the
cognitive stress response, whereas the subsequent stress-induced rise in the gluco-
corticoid concentrations suppresses this response [69, 88, 90]. Glucocorticoids enter
the brain freely and bind to two intracellular types of adrenal steroid receptors [41],
allowing their direct influence on hippocampal glucocorticoid receptors (GRs) in
order to modulate LTP [12]. The low-affinity GRs are involved in mediating glu-
cocorticoid effects on memory consolidation [27, 32, 38, 86]. Although the BLA
contains a moderate density of GRs [88], the hippocampus exhibits a high-density
level of these receptors [26, 53]. Emotional arousal also activates the hypothalamic-
pituitary-adrenocortical (HPA) axis, resulting in elevated plasma levels of CORT.
Indeed, glucocorticoid-induced impairment of declarative memory retrieval has also
been observed in human subjects [51]. In addition, either post-training infusions of
CORT, or administration of specific agonists or antagonists of GRs into the hippocam-
pus, affect memory consolidation for both aversive and appetitive tasks [27, 32].
Specifically, acute post-training administration of low doses of glucocorticoids en-
hances memory consolidation [86]. Blockade of the CORT stress response using
the CORT synthesis inhibitor metyrapone prevents inhibitory avoidance retention
enhancement induced by post-training epinephrine injections or exposure to psycho-
logical stress [92, 95]. Similarly, metyrapone treatment prevented the stress-induced
enhancement of spatial performance in the water maze [1]. Glucocorticoid effects
on memory consolidation require activation of the BLA, signaling it as one of the
glucocorticoid loci of action in modulation of memory consolidation [27, 32, 38, 86].
Infusions of the specific GR agonist RU 28362 into the BLA, immediately following
inhibitory avoidance training, enhance retention performance. Intra-BLA infusions
of the GR antagonist RU 38486 impair retention performance in a water-maze spatial
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task. Furthermore, selective lesions of the BLA block inhibitory avoidance retention
enhancement induced by post-training systemic injections of the synthetic gluco-
corticoid dexamethasone [27, 36, 47]. Training on a water-maze spatial task also
increases phosphrylation of the extracellular regulated kinase (ERK2), a subtype of
the mitogen-activated protein kinases (MAPK cascade) [24, 35]. Phosphorylation of
ERK2 in the amygdala was found only in rats trained under high stress conditions.
The training conditions were accompanied by high plasma levels of training-induced
CORT. ERK2 is considered critical for memory consolidation and long-term neu-
ronal plasticity in both the amygdala and the hippocampus [35, 66]. Furthermore, it
can be activated by noradrenergic stimulation and cAMP formation [24, 38].

The mediation of both NE and CORT stress hormones formulate diverse mem-
ory processes in the BLA, which in turn activate hippocampal memory [40, 42].
Noradrenergic activation within the BLA is essential for the memory modulating
influences of systematically administered epinephrine and glucocorticoids as well as
for the effects of glucocorticoids infused directly into the hippocampus. Thus, NE
and CORT effects on the consolidation of memory for emotional experiences are
intimately linked to noradrenergic activation in the BLA followed by hippocampal
activation [53].

Stress hormones effects on long-term potentiation in the amygdala and
hippocampus

Although emotional experiences can either enhance or impair hippocampal memory
and plasticity [65], BLA activation was reported to enhance hippocampal LTP [45,
54]. Both NE and CORT are required for BLA modulation (enhancement or sup-
pression) of DG-LTP. Ipsilateral BLA spaced activation (2 h prior to Perforant Path
tetanization) suppressed DG-LTP. This suppressive effect was also mediated by NE
and CORT. Thus, both NE and CORT seem to be involved in the enhancing as well
as the inhibitory effects of the BLA. The involvement of both hormones could be
attributed to time dependence, i. e., the effects of a brief exposure to these hormones
are excitatory, whereas their prolonged presence in the spaced phase may lead to
inhibitory effects [1].

Another possibility is the involvement of a third scaffold mediator, upstream of
these stress hormones that will define the net effect of the cascade, be it excitatory or
inhibitory. Such a mediator could be acetylcholine (ACh), which has been suggested
to mediate the transition of early into late phase LTP by BLA activation [89], and
there are indications that NE effects on memory involve subsequent cholinergic
activation in the amygdala [74]. Furthermore, it has been suggested that ACh is
involved in stress effects on hippocampal processing [83].Another mediator could be
corticotrophin-releasing factor (CRF) released from the hypothalamus in response to
stress, thus leading to the secretion of the stress hormones [47]. CRF injected into the
DG produced a dose-dependent and long-lasting enhancement in synaptic efficacy of
these neurons [91], though sustained administration of CRF prevented the occurrence
of LTP [69, 81]. Excitation or inhibition could also be accounted for by the exact ratio
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between the effects of the two hormones, i. e., both are required for the modulation,
but the specific concentration of each will define the final outcome [1, 86].

NE has been shown repeatedly to be involved in memory reinforcement of various
behavioral tasks [63, 76] and in the reinforcement of hippocampal LTP [23, 50]. The
locus ceruleus may also be activated to induce NE release in the hippocampus and
contribute to the facilitation of LTP [67, 79]. Specifically, it has been suggested
that noradrenergic activation of the BLA may serve to modulate memory storage,
enhancement and plasticity in the hippocampus [17, 23, 27, 36, 50]. Accordingly,
NE-depleted rats showed no priming effect in the BLA. NE depletion also prevented
inhibition of LTP by BLA spaced activation [1, 87].

CORT release and, by this, hippocampal LTP is modulated by the amygdala,
which in turn affects the hypothalamus [54]. CORT has dose-dependent inverted
U-shaped effects on hippocampal LTP and primed burst potentiation (PBP) [29,
54, 56–59]. In addition, amygdala electrical stimulation has been shown to increase
plasma levels of CORT [56], suggesting that a functioning BLA is required for
adrenal steroids to exert their influence on hippocampal memory storage [61, 80, 88].
Inhibitory effects of the spaced activation of the amygdala on DG-LTP are mediated
by CORT, therefore inhibition was significantly suppressed in CORT-depleted rats
and BLA priming was absent [1, 40], just as with NE. Moreover, it has been shown
that administration of exogenous CORT in the appropriate temporal context, i. e., in
close relation to training, potentiated memory for hippocampal-dependent tasks [19,
34, 52, 70].Additionally, because the blocking of priming by metyrapone was evident
only 30 min. post-HFS, it is possible that amygdala-induced increase in CORT levels
is required for post post-tetanic potentiation mechanisms of LTP enhancement [1].

Noradrenergic activation of the BLA is required for the adrenal steroids to influ-
ence hippocampal memory storage [61]. Glucocorticoids seem to exert a permissive
action on the efficacy of the noradrenergic system and vice versa [63, 90]. It is cur-
rently unclear whether an interaction between these two modulatory systems or their
parallel action is required. It may be that lack of either system could affect BLA
modulation of hippocampal LTP to the same degree [1, 26]. Results also suggest the
existence of two distinctive pathways: an ipsilateral neural pathway that requires the
involvement of NE and CORT and a contralateral pathway that presumably acts via
mediation of another brain structure. The effects of this pathway are NE and CORT
independent [1]. NE or CORT- depleted animals receiving priming stimulation of the
contralateral BLA exhibited a significantly enhanced DG-LTP compared to the con-
trol LTP group. The contralateral effect however proved non dependent on neither
noradrenergic nor corticosteroid activation. Thus, differential neural mechanisms
probably underlie the ipsilateral and contralateral BLA priming effects on DG-LTP,
i. e. hippocampal plasticity [1, 34, 67, 71]. However, the majority of findings, includ-
ing pharmacological studies that do not differentiate and include effects on both ipsi-
and contralateral pathways, indicate that the NE and CORT dependent ipsilateral
pathway dominates with respect to effects on hippocampal dependent memory and
plasticity. It can thus be concluded that these major hormonal systems – adrenergic
and glucocorticoid – appear to interact to influence memory consolidation.



Neuromodulators of LTP and NCAMs in the amygdala and hippocampus 141

Stress hormones effects on neural cell adhesion molecules expression in the
amygdala and hippocampus

Neurons in the hippocampus, the amygdala and in other brain areas, such as the
prefrontal cortex, undergo neurite remodeling following chronic stress. In the hip-
pocampus some of these effects can be mimicked with chronic administration of
adrenal steroids, such as glucocorticoids, which – apart from LTP modulation – may
also affect memory consolidation through trans-activation or protein-protein interac-
tions with other transcription factors or effector systems. These changes in neuronal
structure may be mediated by certain molecules related to plastic events such as the
polysialylated form of the neural cell adhesion molecules (PSA-NCAM). NCAM is
a membrane bound glycoprotein member of the immunoglobulin superfamily of ad-
hesion molecules which, through homophilic and heterophilic binding, mediates cell
to cell and cell to extracellular matrix interactions, thus is of critical prominence in
morphogenesis and synaptic plasticity processes [13, 15, 33, 55, 60, 73, 84]. NCAM
can be polysialylated by the attachment of long α2, 8-linked polysialic acid (PSA)
homopolymer chains. Such a posttranslational modification confers the NCAM anti-
adhesive properties [21, 73] and is believed to inhibit NCAM-mediated cell-cell and
cell-matrix interactions [21, 25, 33, 44, 48]. It is also known to play key roles in
activity-dependent synaptic remodeling [25, 33, 44] and memory storage [5] as well
as developmental events, such as synaptogenesis [72] and axonal outgrowth and
fasciculation [73]. PSA-NCAM may participate in the modification of mossy fibers
ultrastructure [15] and in the reduction of synapse density in the hippocampal CA3
region [82]. In accordance, stress affects the expression of these adhesion molecules.
Accumulating evidence show that chronic stress induces dendritic atrophy in hip-
pocampal neurons [17, 50], alters mossy fiber synaptic terminal structure [15] and
promotes a transient upregulation of PSA-NCAM expression [55, 75]. Specifically,
the morphological changes induced by chronic restraint stress are accompanied by
an upregulation of PSA-NCAM hippocampal expression [15, 49], increasing the
number of PSA-NCAM immunoreactive neurons [75] in both the hippocampus [77]
and the amygdala [25], already presenting elevated levels of these plasticity related
molecules during adult life [75]. In particular, the frequency of PSA-NCAM neurons
at the intragranular border of the hippocampal DG has been shown to present transient
increases 10–12 h following training of rats in a variety of learning tasks, including
the Morris water maze [4, 18, 77, 78]. Moreover, chronic restraint stress appears to
downregulate the NCAM140 isoform but not NCAM180, which is believed to be the
carrier of PSA. Since PSA-NCAM appears to be an important player in morpholog-
ical plasticity in the nervous system [33], these increases in PSA-NCAM expression
following chronic restraint stress may be related to the reported structural plasticity
of the hippocampal DG and CA3 region. The timing of this transient increase in
PSA-NCAM expression may play a role in hippocampal synapse selection, an ongo-
ing process during this time period [28]. Specific removal of PSA from NCAM using
endoneuraminidase (EndoN) impairs activity-induced synaptic potentiation [30, 60,
72] and spatial memory [4]. Evidence also indicates that PSA activation is involved
in learning-associated synaptic remodeling [78]. Accordingly, a positive correlation
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was found between mean latency to learn the platform location at training in the Mor-
ris water maze task and the activated frequency of dentate polysialylated neurons,
such that the higher polysialylation response was observed in rats showing the slower
acquisition rate. Neural circuits subserving learning in fast and slow learners show a
differential training-induced regulation of synaptic remodeling mechanisms. Accu-
mulating evidence strongly suggest that a greater structural reorganization of neural
circuits occurs in the hippocampus of animals that require a greater effort to learn
the task [49], therefore PSA modulation occurring several hours following training
appears to be related to the consolidation of long-term memory [8, 71]. Interestingly,
a priori differences in hippocampal morphometry [83], neurochemistry [85], and
expression of the cell adhesion molecule L1 have been related to differential perfor-
mance in spatial learning tasks in adult rodents [20]. The correlation found between
water maze performance and PSA regulation is related, not only to performance in a
single session, but to a pattern of spatial learning and memory abilities, and moreover,
learning-related glucocorticoid responsiveness [49, 62]. The learning-related neural
circuits of fast learners are better suited to solving the water maze task than those
of slow learners, the latter requiring structural reorganization to form memory as
opposed to the relatively economic mechanism of altering synaptic efficacy used by
the former. Indeed, synaptic density was shown to be higher in animals that showed
a poorer acquisition curve [49, 64, 68].

There are several types of evidence suggesting a role of glucocorticoids in the
regulation of PSA-NCAM expression. PSA is specifically attached to NCAM by
sialyltransferases and glucocorticoids may be involved in facilitating this structural
plasticity process [25, 30, 33, 43, 75]; in contrast, chronic CORT treatment also
induces dendritic atrophy and structural changes in the hippocampal mossy fibers
[6, 48, 74]. Thus, aversive training and post-training injections of glucocorticoids
affect expression of NCAMs in the hippocampus [5, 15, 62]. The difference between
chronic restraint stress and chronic CORT treatment effects on PSA-NCAM expres-
sion may be related to differential effects of the CORT: The exposure to elevated
levels of CORT is more prolonged during chronic CORT treatment than in chronic
restraint stress, in which the CORT response habituates over time. However, to ex-
plain the decrease of PSA-NCAM following CORT administration, other mediators
such as excitatory amino acids should be considered [75]. Moreover, chronic stress
is a complex scenario, in which not only the CORT response becomes activated but
also other neurotransmitter systems [3, 9, 23, 58, 64, 92, 95].

The changes induced by chronic restraint stress on neuronal structure, and possi-
bly on the expression of molecules related to structural plasticity, involve the partici-
pation of adrenal hormone CORT. This hormone seems necessary for the stress effects
on dendritic morphology, because stress-induced dendritic atrophy is prevented by
treatment with cyanoketone, a blocker of adrenal steroid synthesis, and chronic glu-
cocorticoid treatment causes dendritic atrophy in the hippocampus [69, 74]. These
effects of adrenal hormones in the hippocampus are mediated by glucocorticoid
receptors, which are abundantly expressed in neurons of this limbic region [88, 90].
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Figure 1. Interactions of adrenal stress hormones with the noradrenergic system in the ba-
solateral amygdala (BLA) in modulating memory consolidation via long-term potentiation
(LTP) mechanisms and the expression of polysialylated neural cell adhesion molecules (PSA-
NCAM). Adrenal stress hormones are released following exposure to stress experiences and
are known to enhance memory consolidation. Epinephrine, which does not cross the blood
brain barrier (BBB), induces norepinephrine release in the BLA and the hippocampus limbic
areas involved in the response to stress. Norepinephrine binds to both α- and β-adrenoceptors
at postsynaptic sites. The noradrenergic activation of the BLA is required for the adrenal
steroids to influence hippocampal memory storage. Glucocorticoids freely enter the brain and
bind to glucocorticoid receptors (GRs), more abundant in the hippocampus than in the BLA, to
potentiate norepinephrine release in the BLA, as well as postsynaptically in the BLA neurons
to facilitate the norepinephrine signal cascade. These stress hormones effects on noradrener-
gic activation in the BLA are required for modulation of memory consolidation in other brain
areas, causing enhancement of LTP and upregulation in the expression of the polysialylated
synaptic plasticity neural adhesion molecules, mainly in the hippocampus.

Summary

Possibly, at the onset of an emotional event the stress hormones permissively mediate
plasticity [1]. Specifically, CORT and NE stress hormones participate in modulation
of memory consolidation processes in both the amygdala and the hippocampus. In
addition, glucocorticoids and norepinephrin bound to adrenoceptors are also involved
in modulating the regulation of NCAM polysialylation both in the amygdala and in
the hippocampus [85]. PSA-related synaptic remodeling is mobilized for memory
formation in particularly challenging circumstances [49].
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Introduction

In spite of early reports that histamine is present [1] and has a physiological role in
the mammalian brain [2], only recently has attention has been paid to its role as neu-
rotransmitter [3]. Curiously, despite the sparse studies of histamine in the brain, this
amine led adventitiously to the development of psychotropic drugs [4]. Indeed, the
phenotiazines were initially developed as antihistamines and the observation that one
of them, chlorpromazine, affects mood and produces an “euphoric quietude” led to
its use for treating schizophrenia [4]. Chemical modifications produced imipramine,
which is effective in treating depression [4]. Yet, no attention was given to histamine
receptors as sites of action for these drugs, or to the common side effects (sedation,
drowsiness, slowed reaction time) shown by first-generation H1-receptor antago-
nists. Therefore, the therapeutic potentials of histamine receptor ligands remain to
be learned. The aim of this chapter is to evaluate their role for treatment of cognitive
deficiencies.

Histamine neurons

The morphological features of the central histaminergic system, with a compact cell
group and a widespread distribution of fibers, resembles that of other biogenic amines,
such as norepinephrine or serotonin, thus suggesting that the histaminergic neurons
may also act as a regulatory center for whole-brain activity [5]. All histamine cell
bodies are localized in the tuberomammillary nucleui of the hypothalamus [6, 7] that
is also the sole location of histidine decarboxylase immunoreactivity [8], an essen-
tial determinant of brain histamine levels [9, 10], and project mostly unmyelinated
varicose fibers to most areas of the central nervous system [11]. Numerous synap-
tic contacts have been observed only in the mesencephalic trigeminal nucleus [12],
while in the rest of the brain histaminergic fibers make relatively few synaptic contacts
[13]. The peculiarity of the histaminergic axons that apparently do not form synaptic
contacts, but rather varicosities containing synaptic vesicles [14, 15], suggests that
histamine may act as a local hormone affecting not only neuronal, but also glial ac-
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tivity and blood vessel tone [5]. Indeed, cultured astrocytes from rat cerebral cortex
display histamine receptors identical to those present on neuronal cells [16, 17].

Histamine receptors and constitutive activity

Three metabotropic, histaminergic receptor subtypes, H1, H2 and H3, have been
described in the mammalian central nervous system [18], whereas the presence of
a fourth histaminergic receptor, demonstrated in the peripheral tissue [19], is still
controversial [20–22]. All histaminergic receptors display a high degree of consti-
tutive (agonist–independent) activity that occurs in human, rat and mouse recom-
binant receptors expressed at physiological concentrations [23–26]. Noteworthy is
that constitutive activity of native H3 receptors seems to be one of the highest among
G-protein–coupled receptors in the brain [27]. Constitutively active H3 receptors
presumably regulate the release of neuronal histamine [25], therefore the classical
H3 receptor antagonists (e.g., clobenpropit, thioperamide and ciproxifan) that block
constitutive activity are being reclassified as inverse agonists, a concept that may
have clinical relevance. Indeed, either inverse agonists or neutral antagonists may be
favorable for different therapeutic applications.

The role of histamine in arousal may affect cognition

Cognition is a complex phenomenon involving the integration of multiple neurolog-
ical and behavioral activities among which arousal is crucial, being a prerequisite
condition for responding to behavioral and cognitive challenges [28, 29]. Histamine
seems to be required to mantain arousal, as histidine decarboxylase knock-out mice
that lack histamine are unable to remain awake when high vigilance is required [30],
and narcoleptic dogs show histamine deficiency [31]. Indeed, histaminergic neu-
rons fire tonically and specifically during wakefulness [32] and are responsible for
the maintenance of cortical activation (EEG desynchronization), a salient sign of
wakefulness [33, 34]. The histaminergic system achieves cortical activation through
excitatory interactions with cholinergic corticopetal neurons originating from the
nucleus basalis magnocellularis [35] and the substantia innominata [36]. Moreover,
histaminergic afferents elicit cortical activation also indirectly, through thalamo- and
hypothalamo-cortical circuitries, as they excite cholinergic neurons in the mesopon-
tine tegmentum projecting to the thalamus and the hypothalamus [37]. Moreover,
the nature of the interactions between histamine and orexin neurons, which have a
crucial role in sleep regulation [38], further supports the importance of histamine in
arousal [39, 40]. Consequently, if arousal is the prerequisite for other brain functions
like learning and memory, histamine, by increasing arousal, may affect cognitive
processes. However, there is also much evidence suggesting that the histaminergic
system may also influence biological processes underlying learning and memory
directly [41, 42].
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Histamine in cognition: good or bad?

Early observations obtained with several learning paradigms indicate that the his-
taminergic central system has a positive role in cognitive function, as histaminergic
compounds enhance memory (recall) in both a passive [43] and an active avoidance
tasks [44]. However, Huston and colleagues have suggested a negative influence
of the histaminergic system on learning and memory, since bilateral lesions of the
tuberomammillary nuclei improve performance in several learning paradigms [45–
48]. Possible confounding factors may be the systemic administration of histamin-
ergic compounds, or the extensive lesions of the histaminergic nuclei, which do not
exclude effects on arousal, anxiety, perception or other homeostatic mechanisms in
which histamine is involved [49], thus affecting learning and memory indirectly.
Moreover, since the memory modulating action of histamine affects several brain
regions differently (see review [50]), and same histaminergic compounds affect cog-
nition in opposite ways depending on the behavioral task (see reviews [34, 42, 51,
52]), the procognitive or amnesic effects of histamine should be evaluated with ex-
perimental protocols that interfere with the exact timing of histamine release from
discrete brain regions during the appropriate behavioral task.

H3 receptors are potential targets for cognitive enhancers

Administration of H3 antagonists/inverse agonists improves cognitive performance
in the five-trial inhibitory avoidance task [53, 54], social memory in the rat [55], and
enhances attention as evaluated in the five-choice, serial reaction time test [56]. H3
receptor antagonists/inverse agonists exert procognitive effects also in cognitively im-
paired animals: as observed in senescence-accelerated mice or scopolamine-impaired
rats challenged in a passive-avoidance response [57, 58], scopolamine-treated rats
tested in the object recognition [58] or the elevated plus-maze paradigm [59], and
MK-801-treated rats evaluated in the radial maze [60]. It is also worth pointing out
the procognitive effect observed in spontaneously hypertensive rat (SHR) pups chal-
lenged in a five-trial avoidance test following administration of non-imidazole H3
antagonists/inverse agonists [54]. Juvenile SHR rats are normotensive, but exhibit
many cognitive impairments [53, 54]. The genetic origin of these deficits renders
this model more clinically relevant than those requiring pharmacological or surgical
intervention. Consequently, it is not surprising that so much effort is being directed
at understanding the H3-receptor physiology and at synthesizing ever more selective
and potent ligands with therapeutic potentials [61]. A recent report, however, pro-
vides some contrasting data, as H3-receptor antagonists impaired object recognition
in wild-type and Apoe−/− mice [62].

H3 receptors are members of the seven transmembrane receptor superfamily [63]
and couple to Gi/o proteins [64]. Their stimulation restricts the influx of calcium ions
[65], inhibits adenylate cyclase [63], and increases extracellular signal-related kinase
(ERK) phosphorylation in receptor-transfected cells [66]. Originally, H3 receptors
were detected as autoreceptors mediating inhibition of histamine release both in vitro
[67], and in vivo [68–72]. In addition, stimulation of presynaptic H3 receptors inhibits
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histamine synthesis [73–75]. Consequently, drugs selective for the H3 autoreceptor
may influence the functions of histamine in the brain through the modulation of
endogenous histamine release and synthesis [3]. However, the presence of H3 recep-
tors is not restricted to histaminergic neurons [76–78]. Accordingly, H3-receptors act
also as heteroreceptors that modulate the release of other neurotransmitters, includ-
ing ACh [79, 80], dopamine [81], noradrenaline [82] and serotonin [83, 84] from
brain regions crucial for the maintenance of alertness or the storage of informa-
tion [3, 49]. The cholinergic hypothesis has provided the rationale for the current
treatments of cognitive impairments, such as Alzheimer’s disease, mainly based on
acetylcholinesterase inhibitors. However, substantial data support the multivariate
nature of cognitive disorders pathology and suggest the involvement of other neuro-
transmitters such as serotonin, noradrenalin, dopamine, histamine, excitatory amino
acids and neuropeptides among others [85–89]. Furthermore, region-selective de-
creases in dopaminergic, noradrenergic or serotonergic contents are associated with
the level of age-related learning and memory impairments [90, 91]. Consequently,
compounds designed specifically to act on multiple neural and biochemical targets
may prove more suitable as cognitive enhancers. In this regard, H3 receptor ligands,
with their ability to modulate the synaptic availability of host neurotransmitters,
should not be underestimated.

H3 receptors regulate the cholinergic tone in the cortex, and influence animal
performances in related cognitive tests

In rats, as in humans, projections from the nucleus basalis magnocellularis (NBM)
provide the majority of cholinergic innervation to the cortex [92, 93]. Local stim-
ulation of H3 receptors decreases the cholinergic tone in the cortex [79, 80, 94].
This effect may have functional relevance, as systemic administration of H3 receptor
agonists impairs rat performance in object recognition and in a passive avoidance
response at the same doses that moderate ACh release from the cortex of freely
moving rats [80]. These tasks require an intact cortical cholinergic system [95]. ACh
inhibition caused by H3 receptor agonists is tetrodotoxin-sensitive [80], thus strongly
suggesting that these receptors are located postsynaptically on intrinsic perikarya [80,
94]. As immepip, an H3 receptor agonist, increases GABA release from the cortex
of freely moving rats [96], it is conceivable that stimulation of cortical H3 heterore-
ceptors releases GABA, which, in turn, inhibits ACh release. Histamine terminals
in the cortex are relatively sparse, yet they may exert a powerful effect on cortical
activity, since cortical GABAergic interneurons have extensive axon arborizations
and control the tone of large populations of principal cells [97]. Decreased choliner-
gic neurotransmission, widely believed to underlie cognitive deficits, could account
for H3-receptor-agonists-elicited impairments observed in cognitive tests [80], and,
by inference, explain H3-receptor antagonists/inverse agonists procognitive effects
(see above). In this regard another observation may be relevant. Local adminis-
trations of either clobenpropit or thioperamide into the NBM, which provides the
cholinergic innervation to the cortex, increase cortical ACh release measured with
dual-probe microdialysis in rats [35]. H3-autoreceptors, and not heteroreceptors, are
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presumably involved, because NBM perfusion with the same compounds increases
local histamine release as well [50]. Triprolidine, an H1-receptor antagonist, fully
antagonizes thioperamide-elicited ACh release [35], thus implicating postsynaptic
HHI -receptors, which are known to increase the tonic firing of NBM cholinergic
neurons [98]. These results fit well with reports that intra-NBM injections of thi-
operamide improve place recognition memory [99], and i.c.v. administrations of a
selective H1-receptor agonist (2-(3-(trifluoromethyl)-phenyl-histamine) ameliorate
the performance of rats in object recognition tasks [100]. Additional evidence sup-
ports that H1 receptors function as a postsynaptic target for histamine to improve
cognition [51, 101], therefore the action of H3-receptor antagonists to augment NBM
histamine levels might be one of the drivers of cognitive enhancement. These inter-
actions may have implications for the cognitive decline associated with aging and
Alzheimer’s disease. The characteristic cortical cholinergic dysfunction may result
from cell degeneration of both cholinergic and non-cholinergic neurons of the NBM
[102], and from reduction in impulse flow from the NBM to the cortex [103]. Loss
of cholinergic neurons would reduce the cortical cholinergic activity directly and de-
generation of non cholinergic neurons may contribute to cholinergic hypofunction.
Interestingly, binding of H1 receptors, assessed by positron emission tomography,
is significantly decreased in the brain of Alzheimer’s disease patients compared to
those of normal subjects [104]. These observations can be readily integrated: loss
of NBM GABA neurons [105] that project primarily to cortical GABA interneurons
[97] would increase the cortical GABAergic inhibitory tone on ACh release [106].
Also the decrease of excitatory inputs to the NBM cholinergic neurons, because of
the reduction of H1 receptors, may contribute to the cortical cholinergic hypofunc-
tion, although we cannot exclude that reduction of H1 receptors is a consequence of
the loss of cholinergic neurons.

Region-specific nature of the response to H3 receptor ligands: the amygdala
paradox

There is extensive evidence that crucial neural changes mediating emotional mem-
ory occur in the basolateral amygdala (BLA) [107–110]. Emotional memory may be
assessed with contextual fear conditioning in which experimental animals learn to
associate a mild electrical foot-shock with the environment where they receive the
punishment. A critical event for emotional memory consolidation is the stimulation
of muscarinic receptors within the BLA [111–114]. In the BLA H3 receptor ligands
modulate ACh release in a bimodal fashion and modify the expression of fear mem-
ories accordingly. Indeed, H3 receptor antagonists/inverse agonists administration
locally into the BLA impairs memory consolidation in contextual fear conditioning,
as did the infusion of scopolamine [113]. Conversely, H3-receptor agonists or ox-
otremorine ameliorate expression of this memory [114]. Noteworthy, BLA perfusion
with H3-agonists increases whereas with H3-antagonists/inverse agonists decrease
ACh release from the BLA at concentrations comparable to those affecting fear mem-
ory [113, 114]. These drugs impact presumably on inhibitory H3-autoreceptors, as
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in the BLA H3 receptor binding is strictly associated with the presence of histamin-
ergic fibers [115], and local perfusion with H3receptor antagonists/inverse agonists
increases endogenous histamine release [116]. The report of impairing effect on the
acquisition of an avoidance task, another task with high emotional content, follow-
ing histamine administration into the BLA [117], supports these conclusions. These
results contrast with the findings in the cortex, thus, H3-receptors modulate ACh re-
lease with modalities that differ according to tissue architectural constraints, and to
their role as auto- or hetero-receptors. If H3 receptor antagonists/inverse agonists are
beneficial in some behavioral models of cognition, presumably by increasing ACh
levels in the cortex [50, 118], the opposite seems to be true for fear conditioning and
ACh release in the BLA.

In the hippocampus histamine affects cognition involving non-cholinergic
mechanisms

Fear conditioning comprises two components, a cued and a contextual one. Both
components depend upon the amygdala, whereas the latter involves the hippocam-
pus as well [110, 119]. Bilateral post-training injections into the dorsal hippocampus
of H2- or H3-receptor agonists improve memory consolidation after contextual fear
conditioning [120].Yet, reports that histamine-receptor-mediated modulation ofACh
is not detectable in this region [121, 122] call for a different explanation than just
the interactions between the cholinergic and the histaminergic systems. Increasing
evidence implicates ERK2 in fear-dependent neuronal plasticity [123]. Upstream
components of ERK2 pathway, such as neurotransmitters and neurotrophins, may
act during the critical period of memory consolidation by modulating ERK2 activity,
as suggested by NMDA receptor stimulation during fear conditioning [124], or by
nerve growth factor-induced effects during inhibitory avoidance [125]. Noteworthy,
stimulation of either H2 or H3 histaminergic receptors activates ERK2 in hippocam-
pal CA3 pyramidal cells [120], that are involved in stress-mediated effects on mem-
ory [126]. Moreover, hippocampal administration of U0126, a selective inhibitor of
ERK-kinase, prevents memory improvements exerted by H2- or H3-receptor agonists
[120]. The observation that stimulation of H2 and H3 receptors activate the ERK2
pathway in CA3 pyramidal cells and improve memory consolidation after contex-
tual fear conditioning provides major insight into histamine receptor regulation of
hippocampal function and the physiological mechanisms underlying learning in the
mammalian nervous system. H2 receptors are likely localized on CA3 pyramidal
cells [120, 127]. Conversely, experiments with tetrodotoxin strongly suggest that H3
receptors are not located on the CA3 pyramidal cells, nor on nerve endings impinging
on them [120]. In the simplest scenario, H3 receptors may promote the release of an,
as yet unidentified neurotransmitter, which in turn activates ERK cascade in CA3
pyramidal cells. It is unlikely that H3 autoreceptors modulate ERK phosphorylation
in the hippocampus, since antagonism of the H3 receptor by thioperamide that should
increase endogenous histamine release, has no effect [120]. Several neurotransmit-
ters, such as dopamine, glutamate and norepinephrine, activate the ERK cascade in
the hippocampus [128] and histamine may interact with these neurotransmitters to
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orchestrate ERK2 phosphorylation in CA3 pyramidal cells. It has been proposed that
brain histamine is a danger response signal, triggered by a variety of aversive stim-
uli such as stress, dehydration, hypoglycemia [49]. The histaminergic system may
mediate hypothalamic influences on the hippocampus and amygdala to achieve an
adequate behavioral response through neural circuits activated by emotional arousal
[3]. In addition, R-alpha-methylhistamine, an H3receptor agonist, improves normal
[129] and scopolamine-impaired [130] rat performance in the Morris water maze, a
paradigm which requires an intact hippocampus. As these regions appear engaged
in the development of memory disorders associated with extreme emotional traumas
[131–133], the use of histaminergic compounds may be proposed to alleviate distur-
bances of brain mechanisms underlying emotional memory formation that contribute
to mood disorders such as panic attacks, specific phobias and generalized anxiety.

Concluding remarks

A wide variety of studies agree that the neuronal histaminergic system regulates some
forms of cognition, and, inevitably, reports that pharmacological blockade of central
H3-receptors exerted procognitive activity in several cognitive tasks has raised con-
siderable interest. Interactions between the histaminergic and cholinergic systems
serve as one of the physiological correlates of the ability of animals to learn and
remember. As therapies with cholinesterase inhibitors or muscarinic agonists have
been generally unproductive [134], histamine receptors could represent the target for
compounds that potentiate cholinergic functions and may produce beneficial effects
on disorders where the cholinergic function is compromised. Yet, ACh/histamine in-
teractions are complex and multifaceted, and the results are often contradictory, as
both facilitatory and inhibitory effects of histamine on memory have been described.
As it turned out, histaminergic H3 receptor activation, for instance, modulates ACh
release and cognitive processes, apparently with modalities that differ according to
their role as auto- or hetero-receptors, or the architectural constraints that separate
groups of transmitters in particular brain structures. Thus, it will be necessary to
develop drugs selective for the receptor subtypes and the particular brain region of
interest. However, molecular pharmacology is uncovering the extraordinary com-
plexity of the H3receptor: it shows functional constitutive activity, polymorphisms
in humans and rodents with a differential distribution of splice variants in the CNS,
and potential coupling to different intracellular signal-transduction mechanisms (re-
viewed in [34]). Thus, there is increasing interest and great effort is being channeled
into developing ever more selective agonists, inverse agonists, pure antagonists for the
H3 receptor, as well as ligands for its various isoforms. This will be a great challenge
in the years to come. Obviously, new discoveries create tremendous expectations, as
these receptors are involved in cognition, the sleep-wake cycle, obesity,and epilepsy,
which are the most actively pursued pathological conditions for the therapeutic po-
tentials of selective H3-receptor ligands.
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Introduction

As noted by William James [1], memory systems exhibit an astonishing degree of
selectivity with regard to the information that is encoded and maintained. Of the
almost infinite number of stimuli and events detected by peripheral sensory organs
and relayed to the brain, only a small sample is selected and stored in one of multiple
memory systems [2]. After the initial storage, further selection occurs, resulting in
decay of encoding for most information. Thus, only a minute fraction of the total
processed information shows stable encoding for prolonged (and in some cases life-
long) time periods [3].

Very little is known about the mechanisms that allow memory systems to per-
form these selection processes. However, recent work has provided insights into some
of the synaptic and neurochemical processes that may determine if information is
stored and influence the duration and decay functions of this encoding. In this chap-
ter, we will discuss published and recent, unpublished experiments examining the
neurochemical mechanisms that influence the initiation and maintenance of synap-
tic modifications, thought to mediate experience-dependent plasticity and memory
encoding in neuronal circuits [4–6]. We will emphasize whole animal in vivo stud-
ies that allow investigations of the interactions of endogenous, synaptically released
transmitters and modulators, though important in vitro studies will also be discussed.
The evidence we summarize suggests that levels of cholinergic and monoaminergic
transmission play important roles in allowing synapses to initiate and maintain long-
term potentiation (LTP), a type of plasticity characterized by an increased strength
of coupling of glutamatergic synapses. These types of neurochemical interactions
result in LTP characteristics that parallel some of the effects of neuromodulators on
performance in tests assessing memory functions in mammalian species.
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Parameters determining LTP induction and maintenance

As mentioned, memory systems are highly selective in terms of initial encoding and
temporal maintenance of information. LTP, as a hypothetical encoding mechanism,
mimics these features. At most synapses, induction of LTP is achieved only when
presynaptic glutamatergic release is paired with sufficient postsynaptic depolariza-
tion to open N-methyl-D-aspartate (NMDA)-receptor channels and permit sufficient
influx of calcium (Ca2+) into postsynaptic dendrites [4, 7–9]. This requirement for
concurrent pre- and postsynaptic activity provides a type of “encoding filter” that
prevents many signals from inducing lasting changes in postsynaptic neurons.

Experimentally, concurrent pre- and postsynaptic activity (resulting in LTP) is
typically achieved by applying high frequency stimulation (e.g., 100 Hz) to afferent
pathways, whereas lower stimulation frequencies (e.g., ≤ 10 Hz) are less effective
in LTP induction, or may result in NMDA-receptor-dependent long-term depression
(e.g., [10, 11]). Further, the number of stimuli applied to the afferent pathway can
affect the probability of LTP induction, and small changes in stimulus parameters can
have surprisingly clear effects on the induction of LTP. For example, at basal dendrites
of hippocampal CA1 neurons, 10 stimulation trains consisting of 10 stimuli each, but
not 10 trains of seven stimuli, reliably induce LTP in vivo [12]. Thus, relatively minor
modifications of activity patterns in presynaptic fibers have pronounced effects on
plastic responses of the postsynaptic membrane.

Manipulations of presynaptic activity also affect the temporal persistence of LTP.
One of the first reports of LTP induction in the hippocampus in vivo demonstrated
that the duration of LTP could be enhanced by applying repeated episodes of high
frequency afferent stimulation [13], a finding that has been replicated in numerous
laboratories. For example, three bursts of 15 stimulation pulses delivered to the per-
forant path in urethane-anesthetized rats can produce a transient (4–7 h) potentiation
of dentate gyrus field potentials, whereas 20 bursts of 15 pulses induce stable, late-
phase LTP that shows no signs of decay for at least 8 h after induction [14]. Recently,
induction paradigms have been developed that can produce hippocampal LTP in vivo
that is stable for periods of up to 1 year [15].

The large majority of work characterizing LTP induction parameters has focused
on the hippocampal formation. Neocortical synapses may be expected to show plastic
properties quite distinct from those of the hippocampus, depending on the experi-
mental preparation and specific type of synapses (e.g., thalamocortical, intracortical)
under investigation. Extensive in vivo studies by Racine et al. [16, 17] have shown the
neocortex of chronically prepared rats to be highly resistant to induction protocols
that reliably produce LTP in the hippocampal formation. Thus, neocortical synapses
may be governed by a unique set of rules and constraints with regard to plasticity
induction.

We have carried out in vivo experiments to characterize induction protocols for
LTP at thalamocortical synapses in urethane-anesthetized rats. For these experiments,
we use theta-burst stimulation (five pulse bursts repeated at theta frequency of 5 Hz) of
the lateral geniculate nucleus (LGN) to induce LTP of the field excitatory postsynaptic
potential (fEPSP) recorded in the primary visual cortex (V1; Fig. 1A). Heynen and
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Figure 1. Long-term potentiation (LTP) between the lateral geniculate nucleus (LGN) and
primary visual cortex (V1). (A) Excitatory postsynaptic field potentials (fEPSP, averages of
20 sweeps, calibration 10 ms and 0.5 mV) in V1 elicited before (gray) and 2 h after (black)
thalamic theta-burst stimulation (5 theta cycles). (B) fEPSP amplitude before and after thalamic
theta burst stimulation (2, 5, and 40 theta cycles) and after theta bursting (5 cycles) and
subsequent stimulation of the nucleus basalis magnocellularis (nbm). LTP induction with 5
theta cycles plus nbm stimulation produced LTP equivalent to that induced with 40 theta cycles
(n = 10–14/group).

Bear [18] have shown that these synapses remain highly plastic and express NMDA
receptor-dependent LTP in the mature, adult brain in vivo. Thalamic stimulation with
two theta cycles is insufficient to produce LTP, whereas five theta cycles produce a
moderate (∼ 20%), transient (< 2 h) potentiation of fEPSP amplitude (Fig. 1B).
Stronger induction protocols (10-40 theta cycles) produce robust (∼ 40%), stable
(> 4 h) potentiation of thalamocortical fEPSPs (Fig. 1B; H. Dringenberg, B. Hamze,
A. Wilson, M.-C. Kuo, unpublished data).
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The studies summarized above serve to demonstrate that changes in presynaptic
(glutamatergic) activity are sufficient to manipulate the probability of induction, as
well as the duration of LTP at glutamatergic synapses in the forebrain. It is worthwhile
mentioning that the LGN, like the hippocampus, shows endogenous oscillations at
theta frequencies [19], suggesting that theta-burst stimulation constitutes a physio-
logically relevant induction regime.

Cholinergic modulation of LTP threshold and maintenance

In the intact brain,glutamatergic activity occurs in a complex, highly dynamic neu-
rochemical environment that is fundamentally different from that of typical in vitro
preparations. It is becoming increasingly clear that this neuromodulatory environ-
ment profoundly influences the characteristics of NMDA receptor-dependent LTP.
Importantly, neuromodulatory factors can affect NMDA-dependent LTP without an
apparent action on other types (e.g., AMPA receptor-mediated) of glutamatergic
transmission. Thus, heterosynaptic interactions involving multiple transmitter sys-
tems likely play fundamental roles in optimizing synaptic plasticity and encoding
mechanisms in cortical networks.

Cholinergic transmission in the forebrain has long been considered an important
modulator of synaptic plasticity, memory consolidation, and other cognitive pro-
cesses [20–22]. Detailed reviews of the role of acetylcholine (ACh) in plasticity of
the sensory cortex are available [21, 23–26]. Less is known about the effects of ACh
on LTP in vivo, especially for forebrain areas other than the hippocampal formation.

Muscarinic receptor effects

Elegant, early in vivo investigations by Krnjevic and Ropert [27] using anesthetized
rats demonstrated that electrical stimulation of the medial septum, the main source
of cholinergic innervation of the hippocampus [28], produced short-lasting (up to
300 ms) facilitation of CA1 synaptic responses elicited by commissural fiber inputs.
This septal facilitation of hippocampal synapses could be reduced by muscarinic
receptor antagonists, thus confirming the cholinergic nature of this effect. Interest-
ingly, these investigators also raised the possibility of a small nicotinic component,
an effect we discuss in more detail in a subsequent section. Subsequently, using in
vitro slice preparations and iontophoretic ACh application, Markram and Segal [29]
successfully demonstrated longer-lasting facilitatory effects of ACh on EPSPs in
CA1 neurons. Importantly, in addition to an action on LTP induced by tetanic stimu-
lation [30, 31], cholinergic-muscarinic receptor activation in vitro can induce LTP of
the fEPSP in CA1 without high-frequency stimulation of glutamatergic fibers [32,
33]. This finding is of particular importance since it reveals that levels of cholinergic
activity have profound effects on the type of afferent input required to elicit synaptic
enhancement.

Recent in vivo investigations have shown that, in area CA1 of the hippocampus,
endogenous ACh release induced by medial septal stimulation lowers the threshold
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for LTP induction, making a normally subthreshold tetanus effective in eliciting LTP
[12]. Conversely, blocking muscarinic receptors inhibits LTP induced by moderate,
but not strong, tetanic afferent stimulation [12] (see also [34]). In an intriguing ex-
periment, Leung et al. [35] examined the effects of behaviorally stimulated ACh
release on LTP in the CA1 field of freely moving rats. LTP was induced during dif-
ferent behavioral states known to correlate with high (active locomotion) and low
levels (immobility, slow wave sleep) of hippocampal ACh release [36]. Induction
during walking resulted in enhanced LTP measured 24 h later, an effect that was
blocked by the muscarinic antagonist scopolamine or selective immunotoxic lesions
of cholinergic cells in the medial septum [35]. Effects on induction thresholds were
not assessed in this study. This experiment appears to be the first to demonstrate
a naturalistic enhancement of glutamatergic synaptic coupling by ACh and high-
lights the importance of ongoing behavior, or related cognitive processes, as a factor
influencing hippocampal plasticity.

Very few studies have examined the role of ACh in modulating LTP at neocortical
synapses in vivo, even though pharmacological experiments employing systemic
administration of cholinergic drugs support a role of ACh in modifying cortical LTP.
Boyd et al. [37] have shown that cholinergic agonists and antagonists facilitate and
block, respectively, LTP induction in the motor cortex of freely moving rats. In an
interesting study using urethane-anesthetized rats, Verdier and Dykes [38] showed
that pairing of cutaneous electrical hindlimb and basal forebrain stimulation can result
in long-lasting increases in the cutaneously elicited evoked potential recorded in the
somatosensory cortex. This cholinergic facilitation of a sensory response occurs
in the absence of high-frequency afferent stimulation, but several features of this
enhancement are similar to those of typical, tetanus-induced LTP (e.g., time-course
and NMDA dependence; [38]).

We have performed detailed examinations of the effects of endogenous, synap-
tically released ACh on the characteristics of NMDA-dependent LTP at thalamo-
cortical synapses between the LGN and V1 in urethane-anesthetized rats. A weak
theta-burst induction regime (five theta cycles) produces weak, early-phase LTP at
these synapses (< 20% maximal potentiation of fEPSP amplitude, decay to 6% po-
tentiation 2 h after induction). The same stimulation regime is effective in inducing
strong, long-lasting LTP (∼ 40% potentiation, no decay for > 4 h) when paired with
basal forebrain stimulation (10×100 Hz trains of 0.5 s duration) delivered 5 min after
LTP induction (Fig. 1B; H. C. Dringenberg, B. Hamze, A. Wilson and M.-C. Kuo,
unpublished data). A similar effect to stabilize weak, early-phase LTP is seen when
transsynaptic inputs to the basal forebrain are activated [14, 39]. Strong, persistent
LTP (∼ 40% maximal potentiation, stable for > 4 h after induction) produced by
stimulation with 40 theta cycles is further enhanced (∼ 60% maximal potentiation)
by basal forebrain stimulation 5 min after LTP induction (data not shown). Both of
these effects of basal forebrain stimulation are reduced by scopolamine treatment
(5 mg/kg, i.p.; Fig. 2), confirming the involvement of muscarinic receptors. It is of
interest to note that the magnitude and duration of LTP induced by five theta cy-
cles plus basal forebrain stimulation is not significantly different from LTP induced
by stimulation with 40 theta cycles (Fig. 1B). Thus, it appears that the basal fore-
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Figure 2. Thalamocortical fEPSP amplitude averaged for recordings taken from 3 to 4 hours
after LTP induction (values shown are normalized to baseline). Induction of LTP with 5 theta
cycles stimulation produced a small increase in fEPSP amplitude. Additional nbm stimulation
5 min, but not 30 min, following LTP induction resulted in robust LTP. This effect was reduced
by scopolamine treatment (Scopol. 5 mg/kg, i.p.). ∗ indicates significant difference (p < 0.05)
from all other groups (n = 8–12/group).

brain cholinergic system can substitute for strong glutamatergic excitation to produce
long-lasting increases in synaptic strength at excitatory synapses.

Cholinergic reinforcement of thalamocortical LTP does not occur when basal
forebrain stimulation is delivered delayed 30 min (rather than 5 min) following LTP
induction (Fig. 2), indicating that a close temporal correlation between glutamater-
gic and cholinergic activity is required to facilitate plasticity. Further, consistent
with other reports [12], these data suggest that ACh acts primarily on the molecular
mechanisms of induction, rather than consolidation of glutamate-dependent synaptic
strengthening. It is important to note that the effects of basal forebrain stimulation
on LTP occur in the absence of significant changes in baseline (i.e., non-potentiated)
thalamocortical transmission. Thus, cholinergic LTP enhancement likely is due to a
synergistic interaction, rather than an additive effect of glutamatergic and cholinergic
stimulation.

The results reviewed above indicate that the level of cholinergic-muscarinic activ-
ity exerts an important modulatory effect on glutamatergic, NMDA-dependent synap-
tic plasticity in the hippocampal formation and neocortex. Muscarinic receptor acti-
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vation can act as a “filter” to set the threshold for the induction of synaptic modifica-
tions. Further, it can enhance the stability of potentiation over extended time periods.
Thus, heterosynaptic interactions of cholinergic and glutamatergic inputs are critical
in determining the precise characteristics of synaptic modifications in the forebrain.

Nicotinic receptor effects

The role of nicotinic receptors in the regulation of LTP has received less attention
than that devoted to their muscarinic counterpart. This is, in part, related to the
difficulty in investigating longer-term nicotinic effects due to rapid receptor desensi-
tization [40], especially when exogenous ligands are used to stimulate the receptor.
However, nicotinic receptors are abundant at both pre- and postsynaptic elements
of glutamatergic synapses in the forebrain [41–44]. Thus, there is increasing inter-
est in nicotinic-glutamatergic interactions and their effects on plasticity (see [45]),
processes that could mediate the well-characterized cognitive effects of nicotinic
receptor activation and blockade (e.g., [46, 47]).

Several in vitro studies have shown that both acute and chronic nicotinic receptor
activation can facilitate LTP induction in the hippocampal slice preparation [48, 49].
For example, acute nicotine application in vitro lowers the threshold for tetanus-
induced LTP in area CA1 without producing potentiation in the absence of tetanic
stimulation [50]. Subsequent investigations revealed that the nicotinic modulation
of hippocampal plasticity is complex and depends on both the timing and precise
location of nicotinic activation (i.e., pyramidal cells versus interneurons; [51]).

It appears that only one study has examined nicotinic contributions to LTP in
vivo. Matsuyama et al. [52] showed that in the dentate gyrus of anesthetized mice
nicotine administration produces a dose-dependent potentiation of the dentate gyrus
population spike in the absence of high-frequency stimulation of afferent fibers.
This nicotine-induced LTP is long-lasting (> 2 h) and blocked by the nicotinic
receptor antagonist mecamylamine given 10 min prior to, but not 1 h after, nicotine
administration, which is indicative of a selective role of nicotinic activation in LTP
induction [52].

Studies of endogenous, synaptically released ACh acting on nicotinic receptors
are particularly important since they offer a way to minimize rapid receptor de-
sensitization seen with continuous agonist exposure [40]. However, with regard to
LTP, no such studies have been published to date, even though Krnjevic and Ropert
[27] suspected that they observed a nicotinic component in their in vivo experi-
ments on septal facilitation of hippocampal population spikes. Recently, Alan Fine
and colleagues at the National Institute for Medical Research in London have used
organotypic co-cultures to reconstruct the septo-hippocampal cholinergic pathway
in vitro. This preparation mimics much of the synaptic organization of the choliner-
gic innervation of the hippocampus in vivo and allows examinations of the effects
of synaptically released ACh on hippocampal glutamatergic transmission (A. Fine,
personal communication). In unpublished experiments, Fine and co-workers have
shown that stimulation of septal cholinergic cells can produce a robust, long-lasting
(> 1 h) enhancement of hippocampal glutamatergic EPSPs. This effect is resistant
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to muscarinic receptor blockade, but reduced or abolished by the nicotinic recep-
tor antagonist methyllycaconitine. Nicotinic enhancement of glutamatergic signal-
ing occurs without high-frequency stimulation of glutamatergic fibers, but requires
close temporal association between activity in cholinergic and glutamatergic fibers
(< 2 s). The latter observation emphasizes the importance of using preparations that
permit precisely timed, brief activation to assess the temporal dynamics of converging
transmitter inputs, a requirement not met by exogenous drug applications.

In summary, like muscarinic receptors, nicotinic binding sites are in a position to
exert powerful, modulatory influences over glutamatergic transmission and plasticity.
It will be critical to determine whether the effects summarized above occur in vivo
and by means of endogenous ACh release. Such studies will provide evidence to link
nicotinic effects on plasticity to cognitive processes known to depend on nicotinic
receptor activation [45–47].

Histamine

There is a growing consensus that histamine, a relative newcomer to the family of
general neuromodulators, plays important roles in behavioral regulation and cogni-
tion (see reviews by [53–55]). Nevertheless, only very few studies have investigated
the role of histamine in neocortical and hippocampal plasticity.

Early, pioneering investigations using in vitro preparations of hippocampal pyra-
midal cells showed that histamine can significantly potentiate NMDA-mediated cur-
rents [56, 57], suggesting that it may also affect the induction of long-lasting, NMDA-
dependent plasticity. Histamine occupies a unique position in term of its ability to
affect glutamate signaling since, in addition to binding to its own receptors, it can di-
rectly interact with the polyamine-binding site on the NMDA receptor complex [57].
Brown et al. [58] examined the action of bath-applied histamine on LTP induction in
area CA1 of rat hippocampal slices. A weak tetanus to elicit short-lasting (< 1 h) po-
tentiation of the fEPSP produced LTP (> 2 h) when given in the presence of 100 µM
histamine. Histamine was washed out following tetanus, suggesting that its effect
is on the initial induction of LTP, rather than processes of consolidation. The his-
taminergic LTP enhancement is resistant to histamine H1 or H2 receptor antagonists,
suggesting that it involves a direct action of histamine on NMDA receptors [58].

We have examined histaminergic effects on in vivo LTP in thalamocortical path-
ways in the urethane-anesthetized rat. The use of electrical stimulation to elicit a
relatively selective release of histamine is problematic, given the complex, hetero-
geneous neurochemical anatomy of the hypothalamic region. Thus, we use reverse
microdialysis to apply histamine in close proximity (< 0.5 mm) of the cortical
recording electrode. Histamine (0.01–10 mM) application itself does not produce
consistent effects on fEPSP amplitude (Fig. 3A), but results in a dose-dependent en-
hancement of LTP induced by a strong (40 cycles) theta burst protocol (Figs. 3A and
B; M.-C. Kuo and H.C. Dringenberg, unpublished data). To our knowledge, these
are the first data to demonstrate a direct effect of histamine on neocortical synaptic
plasticity in vivo. Preliminary data indicate that this effect cannot be blocked by his-
tamine H1 and H2 receptor antagonists, consistent with the data obtained by Brown
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Figure 3. Enhanced thalamocortical LTP by cortical application of histamine by means of
reverse microdialysis. (A) Histamine alone (first arrow indicates start on continuous applica-
tion) did not change fEPSP amplitude but enhanced the effects of subsequent LTP induction
(second arrow, 40 theta cycles, n = 8/group). (B) Dose-response data for histaminergic LTP
enhancement. Values shown are averages of fEPSPs recorded from 3 to 4 h following LTP
induction (n = 8/group).
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et al. [58]. At present, it is not known whether histamine can lower the induction
threshold for LTP at thalamocortical or intracortical synapses.

It is important to emphasize that effects of histamine on cortical plasticity and
behavior may also be indirectly mediated by an action of histamine on the release
of ACh in the forebrain [54]. Activation of histamine receptors in the medial septum
and nucleus basalis produces hippocampal and corticalACh release, respectively [59,
60]. In contrast, histamine acting locally in the neocortex exerts an inhibitory effect
on (potassium-) stimulated, but not basal levels of ACh release, an effect mediated by
histamine H3 receptors [61]. These observations further emphasize the complexity
of mechanisms that can potentially mediate histaminergic effects on plasticity and
cognition.

Noradrenaline

Relative to histamine, the modulation of hippocampal LTP by noradrenaline (NA)
has received considerable attention and is well characterized for both in vitro and
in vivo preparations. Early work by Lacaille and Harley [62] in hippocampal slices
showed that application of NA produces an activity-independent enhancement of
dentate gyrus fEPSPs and population spike amplitude, effects that can last beyond
30 min. Subsequently, in a series of elegant investigations, Harley and co-workers
demonstrated that NA exerts similar effects in the hippocampus in vivo. Excitation of
locus coeruleus neurons by means of local glutamate application facilitates dentate
gyrus population spike responses in both anesthetized and freely moving rats [63–66].
This effect is blocked by propranolol, indicative of a critical role of beta-receptor
activation [63, 64]. The majority of these earlier experiments suggested that the
synaptic potentiation in the hippocampus induced by NA is relatively short-lasting
(< 1 h). Nevertheless, these data pointed toward a role of endogenous NA release in
enhancing hippocampal glutamatergic transmission in the absence of high frequency
stimulation of hippocampal afferent fibers.

Recently, Walling and Harley [67] described a novel form of long-lasting, NA-
induced plasticity in the rat dentate gyrus. In these experiments, glutamate infusions
into the locus coeruleus of freely moving rats is without effect during the initial
3 h, but results in a pronounced increase in fEPSP amplitude in the dentate gyrus
24 h after the infusion. In other words, Walling and Harley observed a form of
late-phase LTP without the initial, early-phase synaptic potentiation. Similar to the
immediate, but short-lasting effects on population spike amplitude (a measure of
cell excitability), this delayed effect of NA on synaptic strength is dependent on
activation of beta-receptor [67]. Previously, a type of LTP that can occur in the
absence of initial potentiation had been reported for the invertebrate Aplysia [68].
These data are of interest since they indicate that some forms of long-lasting synaptic
facilitation are not necessarily a mere consequence of a strong, initial potentiation.
Walling and Harley [67] speculate that separate short- and long-lasting effects of NA
on glutamatergic transmission may mediate different cognitive processes, attention
and memory, respectively.



Cholinergic, histaminergic, and noradrenergic regulation of LTP stability 175

Potent modulatory actions of NA on tetanus-induced LTP have also been char-
acterized. Early-phase LTP in the dentate gyrus in vivo induced by weak tetanic
stimulation can be converted into late-phase LTP by stimulation of the amygdala or
medial septum [14, 69]. Both of these effects are blocked by propranolol, indicat-
ing that the amygdala and septum recruit NA- and beta-adrenoreceptor-dependent
mechanisms to stabilize synaptic potentiation in the dentate gyrus. Noradrenergic
mechanisms even appear to be engaged under experimental conditions when gluta-
matergic afferents to the dentate gyrus are stimulated without activation of additional,
heterosynaptic inputs. Straube and Frey [70] used three LTP induction protocols con-
sisting of weak, intermediate, and strong tetanic stimulation of the perforant path in
freely moving rats, all of which produce long-lasting LTP (> 24 h). Blockade of beta-
receptors at the time of induction abolishes and reduces, respectively, late-phase LTP
elicited by the weak and intermediate stimulation protocol, while no effect is appar-
ent for the strongest induction regime. Thus, complex, heterosynaptic mechanisms
can be activated by stimulation of glutamatergic inputs. It will be of interest to estab-
lish whether the strongest induction protocol used by Straube and Frey [70] is truly
independent of other heterosynaptic neuromodulators, or whether non-noradrenergic
inputs are active with glutamate to produce this type of late-phase LTP resistant to
NA-receptor blockade.

Recently, Straube et al. [71] demonstrated that exploration of a novel environment
is effective in producing a beta-adrenoreceptor-dependent conversion of early- to late-
phase LTP, similar to the effects of septal or amygdala stimulation described above
[14, 69]. This effect occurs only with relatively short delays (15-30 min, but not 60
min) between the onset of exploration and LTP induction, suggesting that novelty
is a critical factor in the observed effect. Importantly, the authors monitored for
ongoing behavior to rule out contributions of behavioral state and locomotor activity
known to affect hippocampal LTP maintenance [35]. Thus, like active locomotion,
novelty exposure results in the release of neuromodulators that interact with weak
(i.e., insufficient to produce late-phase LTP) glutamatergic signals to induce lasting
synaptic modifications in the hippocampal formation.

Together, these results demonstrate that NA can exert a variety of effects on gluta-
matergic synapses in the hippocampal formation, including a potent enhancement of
synaptic strength that occurs in the absence of tetanizing stimulation and is apparent
only after relatively long delays (24 h) following the excitation of NA-containing
neurons in the locus coeruleus in vivo.

Cognitive implications

How relevant are the data summarized above to behavior and cognitive functions?
There is an extensive, controversial literature on the relationship of LTP to learning
and memory formation, and insightful commentaries on various aspects of this de-
bate have been published (e.g., [5, 6, 72–74]). A fundamental obstacle to answering
this question lies in linking drastically different levels of analyses (experimentally
manipulated synaptic strength measured at one or a few synapses; cognitive func-
tion in a behaving animal) in a causal manner. At present, it appears impossible to
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establish direct links between plastic events at isolated synapses and memory en-
coding in the intact nervous system (see [4, 5]). Nevertheless, the types of synaptic
modifications that neurons are capable of expressing, under conditions of complex,
dynamic neurochemical interactions, should bear some resemblance to character-
istics of information encoding and memory formation in complete organisms. We
will explore this point by discussing two instances of similarity between the effects
of neuromodulators on LTP and on memory processes characterized in behavioral
studies.

Muscarinic receptor involvement in memory stabilization

We have reviewed evidence indicating that cholinergic (muscarinic and nicotinic)
receptor activation can transform transient potentiation of glutamatergic synapses
into stable increases in synaptic strength. Interestingly, there is good evidence that the
cholinergic system, and in particular muscarinic receptor activation, may play similar
roles in the stabilization of memory encoding. Bartus et al. [75] used the eight-arm
radial maze, requiring rats to remember which arms had been visited during an initial
test session, to assess encoding strength in rats. Importantly, delay intervals ranging
from 15 min to 8 h between the initial and a subsequent retention test were employed
to detect temporally specific changes in memory decay. Control animals showed
good performance across all intervals, with only slight decreases in performance at 4
and 8 h delays. Rats receiving neurotoxic lesions of the nucleus basalis (not selective
to ACh-containing neurons) showed good performance at short retention intervals
(15 min, 1 h), but revealed significant deficits at longer delays, with performance near
chance level at 8 h [75]. Bartus and co-workers described similar, delay-dependent
impairments of memory encoding in primates treated with scopolamine [76, 77],
results that are also seen with selective cholinergic deafferentation of the rhinal
cortex [78]. Unfortunately, much shorter retention intervals are used for this primate
work (often < 60 s), making it difficult to relate the temporal dynamics of memory
strength to LTP stabilization by ACh.

The data summarized above provide a clear demonstration that cholinergic in-
puts are not required for the initial storage, but play a critical role in the maintenance
and consolidation of encoded information, a hypothesis confirmed by subsequent
work (see [79] for review). Barros et al. [80] assessed the effects of intra-amygdaloid
infusions of muscarinic drugs (given 4 min after training) on both short-term and
long-term retention (1.5 and 24 h after training) of a simple inhibitory avoidance
response in rats. Muscarinic stimulation and blockade enhanced and impaired, re-
spectively, performance at 24 h without affecting performance 1.5 h after training.
Similarly, cholinergic deafferentation of the amygdala results in a slight impairment
in acquisition of an inhibitory avoidance response, which can be overcome by addi-
tional training trials. However, at 48 h after training, these lesions produce a clear
deficit in retention performance [81]. It is unclear whether the amygdala itself is
the site for memory encoding assessed in these tests, or whether muscarinic activa-
tion of the amygdala initiates signals that facilitate synaptic strength and encoding
elsewhere in the brain; in fact, much that has been published speaks for the latter hy-
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pothesis [3, 79, 82]. The amygdala activates basal forebrain neurons and stimulates
the cholinergic inputs to the neocortex and hippocampus [83, 84]. This mechanism
may allow the amygdala to engage the cholinergic system to enhance plasticity and
memory encoding elsewhere in the forebrain (see [85]).

These behavioral experiments demonstrate that, for some brain regions and be-
havioral tasks, ACh promotes long-term memory consolidation, with lesser involve-
ment in short-term encoding (for further examples and discussion, see [79]). These
data are reminiscent of the role of ACh to stabilize synaptic changes, for example by
converting short-lasting into late-phase LTP by means of muscarinic receptor acti-
vation. It is worthwhile noting, however, that the available evidence points toward a
broader role of ACh in cognition (e.g., working memory, attentional processes), in
addition to the consolidation of long-term memory [22, 79, 80, 86]. It is tempting to
speculate that some of these additional cognitive functions may relate to a choliner-
gic modulation of induction thresholds, rather than more delayed effects on synaptic
stabilization.

Noradrenergic facilitation of long-term memory

It appears that NA can exert at least three different effects on glutamatergic transmis-
sion and plasticity in the hippocampal formation: a relatively short-lasting (< 1 h)
facilitation of cell excitability, a reinforcement of tetanus induced LTP, and a slow-
developing (over 24 h) increase in synaptic strength in the absence of high-frequency
activation of glutamatergic afferents. The latter two observations predict that NA may
exert a somewhat preferential effect on long-term (days), rather than intermediate-
term memory (hours). Izquierdo et al. [87] examined the effects of NA infusions (ad-
ministered immediately after training) into the hippocampus and entorhinal cortex on
both intermediate- and long-term memory (1.5 and 24 h after training, respectively,
assessed in the same animals) for an inhibitory avoidance response. Hippocampal
infusions of NA enhanced 24 h retention without affecting performance assessed
1.5 h after training, whereas entorhinal infusions enhanced performance at both time
points [87]. Thus, NA may indeed play a more important role in facilitating long-term
encoding, at least with regard to an action in the hippocampus. Similarly, mice car-
rying a mutated tyrosine hydroxylase gene that show reduced central NA levels are
impaired in long-term, but not short-term retention of several aversively conditioned
responses [88]. Hippocampal tetanus-induced LTP (assessed for 1 h after induction)
and water maze performance were normal in these mutants. Unfortunately, the sta-
bility of tetanus-induced late-phase LTP and the presence of the slow-developing,
late potentiation described by Walling and Harley [67] were not assessed, making it
impossible to compare synaptic potentiation to behavior at time points when perfor-
mance was impaired in the mutant mice (24–48 h after training).

Recently, Quevedo et al. [89] extended these findings to humans by demonstrat-
ing that emotional arousal, known to facilitate memory by a β-adrenergic action [90],
enhanced long-term memory (1 week) without affecting short-term memory (1 h)
for verbal information. Thus, for both rodents and humans, it is possible to demon-
strate noradrenergic facilitation of long-term memory in the absence of strengthened
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short-term encoding (see [87, 91]). These data bear some resemblance to the effect
of NA to enhance LTP stability and induce delayed potentiation without necessarily
exerting a more immediate action on glutamatergic synaptic coupling. Thus, con-
verging behavioral and physiological evidence consistently suggests that short- and
long-term plasticity are not merely different time points of a continuous, unitary
phenomenon. Rather, they can occur as independent processes, each characterized
by the involvement of distinct neurochemical mechanisms that control the strength
of encoding (see [92]).

Conclusions

We started this chapter with William James’assertion that memory systems are highly
selective in terms of the information that is encoded and maintained (“If we remem-
bered everything, we should on most occasions be as ill off as if we remembered
nothing.” [1]). The data reviewed here suggest that regulatory effects exerted by neu-
romodulators can aid in the initiation and subsequent stability of plastic phenomena
at glutamatergic synapses in forebrain areas important for memory encoding [2]. By
setting a threshold for the induction of NMDA-dependent LTP, neuromodulators act
as a filter to select signals for an initial storage process. A regionally selective release
of modulators, as recently demonstrated for ACh [93], could account for the effects
of selective attention on the initial encoding of incoming sensory signals. Neuromod-
ulators can further refine the mnemonic landscape by stabilizing temporally limited
synaptic enhancements, thereby determining the duration that encoded information
is maintained. In this chapter, we have focused on the cholinergic, histaminergic, and
noradrenergic systems, but other neuromodulators (especially dopamine; [94]) are
known to play similar roles in plasticity regulation.

It is a tremendous challenge to relate synaptic changes directly to complex, tem-
porally dynamic memory processes. Nevertheless, the neuromodulatory-glutamat-
ergic interactions described here offer some mechanistic explanations of how nervous
systems can perform the types of selection processes alluded to by James and others
pioneers of modern memory research [3].

Acknowledgments

Research in the authors’ laboratory and described in this chapter is supported by the
Natural Sciences and Engineering Research Council of Canada (NSERC), whose
support is gratefully acknowledged.



Cholinergic, histaminergic, and noradrenergic regulation of LTP stability 179

References

1. James W (1890) Principles of psychology. H. Holt & Co., New York
2. Squire LR (2004) Memory systems of the brain: a brief history and current perspective.

Neurobiol Learn Memory 82: 171–177
3. McGaugh JL (2000) Memory – a century of consolidation. Science 287: 248–251
4. Malenka RC, Bear MF (2004) LTP and LTD: an embarrassment of riches. Neuron 44:

5–21
5. Martin SJ, Morris RGM (2002) New life in an old idea: the synaptic plasticity and memory

hypothesis revisited. Hippocampus 12: 609–636
6. Roman FS, Truchet B, Marchetti E, Chaillan FA, Soumireu-Mourat B (1999) Correla-

tions between electrophysiological observations of synaptic plasticity modifications and
behavioral performance in mammals. Progr Neurobiol 58: 61–87

7. Abraham WC, Williams JM (2003) Properties and mechanisms of LTP maintenance.
Neuroscientist 9: 463–474

8. Dineley KT, Weeber EJ, Atkins C, Adams JP, Anderson AE, Sweatt JD (2001) Leitmo-
tifs in the biochemistry of LTP induction: amplification, integration and coordination.
J Neurochem 77: 961–971

9. Sheng M, Kim MJ (2002) Postsynaptic signaling and plasticity mechanisms. Science 298:
776–780

10. Heynen AJ, Abraham WC, Bear MF (1996) Bidirectional modification of CA1 synapses
in the adult hippocampus in vivo. Nature 381: 163–166

11. Shouval HZ, Bear MF, Cooper LN (2002) A unified model of NMDA receptor-dependent
bidirectional synaptic plasticity. Proc Natl Acad Sci USA 99: 10831–10836

12. Ovsepian SV, Anwyl R, Rowan MJ (2004) Endogenous acetylcholine lowers the thresh-
old for long-term potentiation induction in the CA1 area through muscarinic receptor
activation: in vivo study. Eur J Neurosci 20: 1267–1275

13. Bliss TVP, Gardner-Medwin AR (1973) Long-lasting potentiation of synaptic transmis-
sion in the dentate gyrus of the unanesthetized rabbit following stimulation of the perforant
path. J Physiol 232: 357–374

14. Frey S, Bergado-Rosado J, Seidenbecher T, Pape H-C, Frey JU (2001) Reinforcement of
early long-term potentiation (early-LTP) in dentate gyrus by stimulation of the basolateral
amygdala: heterosynaptic induction mechanisms of late-LTP. J Neurosci 21: 3697–3703

15. Abraham WC, Logan B, Greenwood JM, Dragunow M (2002) Induction and experience-
dependent consolidation of stable long-term potentiation lasting months in the hippocam-
pus. J Neurosci 22: 9626–9634

16. Racine RJ, Chapman CA, Trepel C, Teskey GC, Milgram NW (1995) Post- activation
potentiation in the neocortex. IV. Multiple sessions required for induction of long-term
potentiation in the chronic preparation. Brain Res 702: 87-93

17. Racine RJ, Teskey GC, Wilson D, Seidlitz E, Milgram NW (1994) Post- activation po-
tentiation and depression in the neocortex of the rat: II. Chronic preparations. Brain Res
637: 83–96

18. Heynen AJ, Bear MF (2001) Long-term potentiation of thalamocortical transmission in
the adult visual cortex in vivo. J Neurosci 21: 9801–9813

19. Hughes SW, Lörincz M, Cope DW, Blethyn KL, Kekesi KA, Parri HR, Juhasz G, Crunelli
V (2004) Synchronized oscillations at α and θ frequencies in the lateral geniculate nucleus.
Neuron 42: 253–268

20. Hasselmo ME (1999) Neuromodulation: acetylcholine and memory consolidation. Trends
Cog Sci 3: 351–359



180 H.C. Dringenberg and M.-C. Kuo

21. Rasmusson DD (2000) The role of acetylcholine in cortical synaptic plasticity. Behav
Brain Res 115: 205–218

22. Sarter M, Bruno JP (1997) Cognitive functions of cortical acetylcholine: toward a unifying
hypothesis. Brain Res Rev 23: 28–46

23. Edeline J-M (1999) Learning-induced physiological plasticity in the thalamocortical sen-
sory systems: a critical evaluation of receptive field plasticity, map changes and their
potential mechanisms. Progr Neurobiol 57: 165–224

24. Edeline J-M (2003) The thalamocortical auditory receptive fields: regulation by the states
of vigilance, learning and the neuromodulatory systems. Exp Brain Res 153: 554–572

25. Gu Q (2003) Contributions of acetylcholine to visual cortex plasticity. Neurobiol Learn
Mem 80: 291–301

26. Weinberger NM (2004) Specific long-term memory traces in primary auditory cortex. Nat
Rev Neurosci 5: 279–290

27. Krnjevic K, Ropert N (1982) Electrophysiological and pharmacological characteristics
of facilitation of hippocampal population spikes by the stimulation of the medial septum.
Neuroscience 7: 2165–2183

28. Semba K (2000) Multiple output pathways of the basal forebrain: organization, chemical
heterogeneity, and roles in vigilance. Behav Brain Res 115: 117–141

29. Markram H, Segal M (1990) Long-lasting facilitation of excitatory postsynaptic potentials
in the rat hippocampus by acetylcholine. J Physiol (Lond) 427: 381–393

30. Brocher S,ArtolaA, Singer W (1992)Agonists of cholinergic and noradrenergic receptors
facilitate synergistically the induction of long-term potentiation in slices of rat visual
cortex. Brain Res 573: 27–36

31. Burgard EC, Sarvey JM (1990) Muscarinic receptor activation facilitates the induction of
long-term potentiation (LTP) in the rat dentate gyrus. Neurosci Lett 116: 34–39

32. Auerbach JM, Segal M (1994) A novel cholinergic induction of long-term potentiation in
rat hippocampus. J Neurophysiol 72: 2034–2040

33. Huerta PT, Lisman JE (1993) Heightened synaptic plasticity of hippocampal CA1 neurons
during a cholinergically induced rhythmic state. Nature 364: 723–725

34. Markevich V, Scorsa AM, Dawe GS, Stephenson JD (1997) Cholinergic facilitation and
inhibition of long-term potentiation of CA1 in the urethane-anaesthetized rats. Brain Res
754: 95–102

35. Leung LS, Shen B, Rajakumar N, Ma J (2003) Cholinergic activity enhances hippocampal
long-term potentiation in CA1 during walking in rats. J Neurosci 23: 9297–9304

36. Dudar JD, Whishaw IQ, Szerb JC (1979) Release of acetylcholine from the hippocampus
of freely moving rats during sensory stimulation and running. Neuropharmacology 18:
673–678

37. Boyd TE, Trepel C, Racine RJ (2000) Cholinergic modulation of neocortical long-term
potentiation in the awake, freely moving rat. Brain Res 881: 28–36

38. Verdier D, Dykes RW (2001) Long-term cholinergic enhancement of evoked potentials
in rat hindlimb somatosensory cortex displays characteristics of long-term potentiation.
Exp Brain Res 137: 71–82

39. Dringenberg HC, Kuo M-C, Tomaszek S (2004) Stabilization of thalamocortical long-
term potentiation by the amygdala: cholinergic and transcription-dependent mechanisms.
Eur J Neurosci 20: 557–565

40. Zhang ZW,Vijayaraghaven S, Berg DK (1994) Neuronal acetylcholine receptors that bind
alpha-bungarotoxin with high affinity function as ligand-gated ion channels. Neuron 12:
167–177



Cholinergic, histaminergic, and noradrenergic regulation of LTP stability 181

41. Fabian-Fine R, Skehel P, Errington ML, Davies HA, Sher E, Stewart MG, Fine A (2001)
Ultrastructural distribution of the alpha7 nicotinic acetylcholine receptor subunit in rat
hippocampus. J Neurosci 21: 7993–8003

42. Hunt S, Schmidt J (1979) The relationship of alpha-bungarotoxin binding activity and
cholinergic termination within the rat hippocampus. Neuroscience 4: 585–592

43. Hunt SP, Schmidt J (1978) The electron microscopic autoradiographic localization of
alpha-bungarotoxin binding sites within the central nervous system of the rat. Brain Res
142: 152–159

44. Levy RB, Aoki C (2002) Alpha7 nicotinic acetylcholine receptors occur at postsynaptic
densities of AMPA receptor-positive and -negative excitatory synapses in rat sensory
cortex. J Neurosci 22: 5001–5015

45. Jones S, Sudweeks S, Yakel JL (1999) Nicotinic receptors in the brain: correlating phys-
iology with function. Trends Neurosci 22: 555–561

46. Barros DM, Ramirez MR, Dos Reis EA, Izquierdo I (2004) Participation of hippocampal
nicotinic receptors in acquisition, consolidation and retrieval of memory for one trial
inhibitory avoidance in rats. Neuroscience 126: 651–656

47. Levin ED, Bradley A, Addy N, Sigurani N (2002) Hippocampal α7 and α4β2 nicotinic
receptors and working memory. Neuroscience 109: 757–765

48. Hunter BE, de Fiebre CM, Papke RL, Kem WR, Meyer EM (1994) A novel nicotinic
agonist facilitates induction of long-term potentiation in the rat hippocampus. Neurosci
Lett 168: 130–134

49. Sawada S,Yamamoto C, Ohno-Shosaku T (1994) Long-term potentiation and depression
in the dentate gyrus and effects of nicotine. Neurosci Res 20: 323–329

50. Fujii S, Ji Z, Morita N, Sumikawa K (1999) Acute and chronic nicotine exposure differ-
entially facilitates the induction of LTP. Brain Res 846: 137–143

51. Ji D, Lape R, Dani JA (2001) Timing and location of nicotinic activity enhances or
depresses hippocampal synaptic plasticity. Neuron 31: 131–141

52. Matsuyama S, Matsumoto A, Enomoto T, Nishizaki T (2000) Activation of nicotinic
acetylcholine receptors induces long-term potentiation in vivo in the intact mouse dentate
gyrus. Eur J Neurosci 12: 3741–3747

53. Bacciottini L, Passani MB, Mannaioni PF, Blandina P (2001) Interactions between his-
taminergic and cholinergic systems in learning and memory. Behav Brain Res 124:
183–194

54. Blandina P, Efoudebe M, Cenni G, Mannaioni P, Passani MB (2004) Acetylcholine,
histamine, and cognition: two sides of the same coin. Learn Mem 11: 1–8

55. Haas H, Panula P (2003) The role of histamine and the tuberomammillary nucleus in the
nervous system. Nat Rev Neurosci 4: 121–130

56. Bekkers JM (1993) Enhancement by histamine of NMDA-mediated synaptic transmission
in the hippocampus. Science 261: 104–106

57. Vorobjev VS, Sharonova IN, Walsh IB, Haas HL (1993) Histamine potentiates N-methyl-
D-aspartate responses in acutely isolated hippocampal neurons. Neuron 11: 837–844

58. Brown RE, Fedorov NB, Haas HL, Reymann KG (1995) Histaminergic modulation
of synaptic plasticity in area CA1 of rat hippocampal slices. Neuropharmacology 34:
181–190

59. Bacciottini L, Passani MB, Giovannelli L, Cangiolo I, Mannaioni PF, Schunack W, Blan-
dina P (2002) Endogenous histamine in the medial septum-diagonal band complex in-
creases the release of acetylcholine from the hippocampus: a dual-probe microdialysis
study in the freely moving rat. Eur J Neurosci 15: 1669–1680



182 H.C. Dringenberg and M.-C. Kuo

60. Cecchi M, Passani MB, Bacciottini L, Mannaioni PF, Blandina P (2001) Cortical acetyl-
choline release elicited by stimulation of histamine H1 receptors in the nucleus basalis
magnocellularis: a dual-probe microdialysis study in the freely moving rat. Eur J Neurosci
13: 68–78

61. Blandina P, Giorgetti M, Bartolini L, Cecchi M, Timmerman H, Leurs R, Pepeu G, Gio-
vannini MG (1996) Inhibition of cortical acetylcholine release and cognitive performance
by histamine H3receptor activation in rats. Br J Pharmacol 119: 1656–1664

62. Lacaille JC, Harley CW (1985) The action of norepinephrine in the dentate gyrus: beta-
mediated facilitation of evoked potentials in vitro. Brain Res 358: 210–220

63. Harley CW, Milway JS (1986) Glutamate ejection in the locus coeruleus enhances the
perforant path-evoked population spike in the dentate gyrus. Exp Brain Res 63: 143–150

64. Harley C, Milway JS, Lacaille J-C (1989) Locus coeruleus potentiation of dentate gyrus
responses: evidence for two systems. Brain Res Bull 22: 643–650

65. Harley CW, Sara SJ (1992) Locus coeruleus bursts induced by glutamate trigger de-
layed perforant path spike amplitude potentiation in the dentate gyrus. Exp Brain Res 89:
581–587

66. Klukowski G, Harley CW (1994) Locus coeruleus activation induces perforant path-
evoked population spike potentiation in the dentate gyrus of awake rat. Exp Brain Res
102: 165–170

67. Walling SG, Harley CW (2004) Locus ceruleus activation initiates delayed synaptic poten-
tiation of perforant path input to the dentate gyrus in awake rats: a novel β-adrenergic- and
protein synthesis-dependent mammalian plasticity mechanism. J Neurosci 24: 598–604

68. Emptage NJ, Carew TJ (1993) Long-term synaptic facilitation in the absence of short-term
facilitation in Aplysia neurons. Science 262: 253–256

69. Frey S, Bergado JA, Frey JU (2003) Modulation of late phases of long-term potentiation in
the rat dentate gyrus by stimulation of the medial septum. Neuroscience 118: 1055–1062

70. Straube T, Frey JU (2003) Involvement of beta-adrenergic receptors in protein synthesis-
dependent late long-term potentiation (LTP) in the dentate gyrus of freely moving rats:
the critical role of the LTP induction strength. Neuroscience 119: 473–479

71. Straube T, Korz V, Balschun D, Frey JU (2003) Requirement of β-adrenergic receptor
activation and protein synthesis for LTP-reinforcement by novelty in rat dentate gyrus. J
Physiol (Lond) 552.3: 953–960

72. Bliss TVP (1998) The saturation debate. Science 281: 1975–1976
73. Cain DP (1997) LTP, NMDA, genes and learning. Curr Opin Neurobiol 7: 235–242
74. Stevens CF (1998) A million dollar question: does LTP = memory? Neuron 20: 1–2
75. Bartus RT, Flicker C, Dean R, Pontecorvo M, Figueriedo J, Fisher S (1985) Selective

memory loss following nucleus basalis lesions: long-term behavioral recovery despite
persistent cholinergic deficiencies. Pharmacol Biochem Behav 23: 125–135

76. Bartus RT (1979) Evidence for a direct cholinergic involvement in the scopolamine-
induced amnesia in monkeys: effects of concurrent administration of physostigmine and
methylphenidate with scopolamine. Pharmacol Biochem Behav 9: 833–836

77. Bartus RT, Johnson HR (1976) Short-term memory in the rhesus monkey: disruption from
the anti-cholinergic scopolamine. Pharmacol Biochem Behav 5: 39–46

78. Turchi J, Saunders RC, Mishkin M (2005) Effects of cholinergic deafferentation of the
rhinal cortex on visual recognition memory in monkeys. Ann Natl Acad Sci USA 102:
2158–2161

79. Power AE, Vazdarjanova A, McGaugh JL (2003) Muscarinic cholinergic influences in
memory consolidation. Neurobiol Learn Memory 80: 178–193



Cholinergic, histaminergic, and noradrenergic regulation of LTP stability 183

80. Barros DM, Pereira P, Medina JH, Izquierdo I (2002) Modulation of working memory
and of long- but not short-term memory by cholinergic mechanisms in the basolateral
amygdala. Behav Pharmacol 13: 163–167

81. PowerAE, McGaugh JL (2002) Phthalic acid amygdalopetal lesions of the nucleus basalis
magnocellularis induces reversible memory deficits in rats. Neurobiol Learn Memory 77:
372–388

82. Cahill L, Weinberger NM, Roozendaal B, McGaugh JL (1999) Is the amygdala a locus
of “conditioned fear”? Some questions and caveats. Neuron 23: 227–228

83. Dringenberg HC,Vanderwolf CH (1996) Cholinergic activation of the electrocorticogram:
an amygdaloid activating system. Exp Brain Res 108: 285–296

84. Dringenberg HC, Vanderwolf CH (1997) Neocortical activation: modulation by multiple
pathways acting on central cholinergic and serotonergic systems. Exp Brain Res 116:
160–174

85. PowerAE, Thal LJ, McGaugh JL (2002) Lesions of the nucleus basalis magnocellularis in-
duced by 192 IgG-saporin block memory enhancement with posttraining norepinephrine
in the basolateral amygdala. Proc Natl Acad Sci USA 99: 2315–2319

86. Bartus RT (2000) On neurodegenerative diseases, models, and treatment strategies:
lessons learned and lessons forgotten a generation following the cholinergic hypothe-
sis. Exp Neurol 163: 495–529

87. Izquierdo I, Medina JH, Izquierdo LA, Barros DM, de Souza MM, Souza T (1998) Short-
and long-term memory are differentially regulated by monoaminergic systems in the rat
brain. Neurobiol Learn Mem 69: 219–224

88. Kobayashi K, Noda Y, Matsushita N, Nishii K, Sawada H, Nagatsu T, Nakahara D, Fuk-
abori R, Yasoshima Y, Yamamoto T et al. (2000): Modest neuropsychological deficits
caused by a reduced noradrenaline metabolism in mice heterozygous for a mutated tyro-
sine hydroxylase gene. J Neurosci 20: 2418–2426

89. Quevedo J, Sant’Anna MK, Madruga M, Lovato I, de-Paris F, Kapczinski F, Izquierdo I,
Cahill L (2003) Differential effects of emotional arousal in short- and long-term memory
of healthy adults. Neurobiol Learn Mem 79: 132–135

90. Cahill L, Prins B, Weber M, McGaugh JL (1994) β-adrenergic activation and memory
for emotional events. Nature 371: 702–704

91. Izquierdo LA, Barros DM, Vianna MRM, Coitinho A, Silva TD, Choi H, Moletta B,
Medina JH, Izquierdo I (2002) Molecular pharmacological dissection of short- and long-
term memory. Cell Mol Neurobiol 22: 269–287

92. Izquierdo I, Medina JH, Vianna MRM, Izquierdo LA, Barros DM (1999) Separate mech-
anisms for short- and long-term memory. Behav Brain Res 103: 1–11

93. Fournier GN, Semba K, Rasmusson DD (2004) Modality- and region-specific acetyl-
choline release in the rat neocortex. Neuroscience 126: 257–262

94. Li S, Cullen WK, Anwyl R, Rowan MJ (2003) Dopamine-dependent facilitation of LTP
induction in hippocampal CA1 by exposure to spatial novelty. Nat Neurosci 6: 526–531



Neurotransmitter Interactions and Cognitive Function
Edited by Edward D. Levin

“ 2006 Birkhäuser Verlag/Switzerland

Nicotinic-antipsychotic drug interactions and
cognitive function

Edward D. Levin and Amir H. Rezvani

Department of Psychiatry and Behavioral Sciences, Duke University Medical Center,
Durham, NC 27710, USA

Introduction

Neuronal nicotinic systems have been found to be important for a variety of cog-
nitive functions including learning, memory and attention [1]. Nicotinic treatments
hold promise for syndromes of cognitive dysfunction such as Alzheimer’s disease,
attention deficit hyperactivity disorder (ADHD) and schizophrenia [2–4]. The devel-
opment of nicotinic treatment for cognitive dysfunction must take into account not
only the mechanisms of nicotinic effects in both compromised and normal brains, but
also interactions with other medications that are used to treat these disorders. Prime
examples of these types of interactions are nicotinic-antipsychotic drug interactions
in schizophrenia.

Schizophrenia is primarily considered to be a psychotic disorder, but it has be-
come apparent that schizophrenia is also a syndrome of cognitive impairment [5].
Cognitive dysfunction is substantial in schizophrenia. This cognitive impairment
ranges from impairment of sensory gating to attentional deficits. Deficits in atten-
tion, memory, learning and sensory modulation compromise the ability of people
with schizophrenia to function adequately in everyday activities and to success-
fully reintegrate into society. Antipsychotic drugs can effectively combat halluci-
nations, but often have no effect or even exacerbate cognitive impairment. Clearly,
better medications to improve cognitive function in schizophrenia are necessary.
The NIH-sponsored MATRICS program has outlined the need and possible avenues
for developing new therapeutic drugs for cognitive enhancement in schizophrenia
[6]. A variety of pharmacological approaches for treating the cognitive impairments
of schizophrenia have been tried; among those especially promising are nicotinic
agonists, particularly nicotinic α7 agonists [7]. For the development of novel nico-
tinic treatments for schizophrenia it would be quite advantageous to know the critical
mechanisms of action for nicotinic involvement in cognitive function and interactions
of nicotinic systems with actions of antipsychotic drugs for reversing or improving
cognitive dysfunction.
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Nicotinic involvement in cognitive function

Nicotine exerts its effects through multiple mechanisms. Some effects, like its pro-
moting cigarette smoking, are adverse. Other effects, like nicotine-induced improve-
ment in attention and memory (for review see [1]), are potentially beneficial and
present novel therapeutic opportunities. Nicotine has primary effects on a variety of
different receptor subtypes, including α7 and α4β2 receptors, which are the best-
characterized CNS nicotinic receptors in terms of behavioral function. In addition,
nicotine has cascading effects via its action to release a variety of different neuro-
transmitters including acetylcholine, dopamine, norepinepherine, serotonin, GABA
and glutamate [8–10].

Neuronal nicotinic acetylcholinergic (ACh) receptors play a critical role in mem-
ory function in both humans and experimental animals, with nicotine causing a sig-
nificant improvement in attention learning and memory function [1, 11–16]. This
provides the basis for its promise as a new treatment for cognitive disorders. In
rats, nicotine or other nicotinic agonists significantly improves working memory
performance in the radial-arm maze [1]. Nicotine also reverses haloperidol-induced
memory impairments in rats [17]. To further this development and to provide a better
understanding of the basic neural mechanisms of memory, it is important to determine
the critical neural structures and nicotinic receptor subtypes necessary for nicotine-
induced memory improvement. Our earlier studies have determined the involvement
of nicotinic α4β2 and α7 receptors in the ventral hippocampus as being particu-
larly important for working memory function. Infusions of nicotinic α4β2 and α7
nicotinic receptor antagonists in the ventral hippocampus cause working memory
impairments in the radial-arm maze [18].

The α7 nicotinic agonist ARR-17779 caused a significant improvement in learn-
ing of the classic win-shift radial-arm maze and also caused a continuing improve-
ment in learning on the repeated acquisition task in the radial-arm maze in which
a new problem is presented each session [19]. On this same task, nicotine did not
improve accuracy whereas the atypical nicotinic agonist lobeline did significantly
improve accuracy [20]. The α4β2 nicotinic agonist metanicotine (RJR 2403) sig-
nificantly improved working memory function in rats on the eight-arm radial maze
(more correct entries until the first error). Interestingly, this effect was evident both
1 h after perioral administration as well as 6 h after dosing, long after the compound
had been catabolized, thus indicating a persistent effect of nicotinic stimulation [21].
Local infusion of nicotinic antagonists offers a good way to understand the role of
nicotinic systems in memory function. The rapid assessment of cognitive function
after local infusions of nicotinic antagonists enables one to determine the functional
effect before chronic adaptation takes place. Then, the impact of chronic adapta-
tion itself can be studied with the use of chronic slow infusion of selective nicotinic
antagonists.

In addition to nicotine-induced memory improvement, there is evidence that nico-
tine can also improve attention in experimental animals [22–28]. Using an operant
visual signal detection task, it has been demonstrated that a low dose range of nicotine
(0.0125–0.05 mg/kg) caused an increase in percent correct rejection suggesting an
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improvement in attention as reflected in an increase in choice accuracy [26, 27, 29]. In
the same procedure the nicotinic antagonist mecamylamine decreased choice accu-
racy by reducing both percent hit and percent correct rejection [26]. Mecamylamine
has been shown also to impair attentional performance in another well-validated ro-
dent model of attention, the five choice serial reaction time task [24, 30]. Using the
same task, Ruotsalainen et al. only reported a decrement in reaction time, not accu-
racy following mecamylamine challenge in rats. The cognitive impairing effects of
mecamylamine suggest the involvement of the neuronal nicotinic cholinergic system
in normal cognitive functioning [31].

Nicotine agonist ABT-418 has also been shown to improve accuracy in the op-
erant signal detection task [32]. Nicotinic analog treatment has also been shown to
improve attention. Terry et al. [33] found that the nicotinic agonist SIB-1553A signif-
icantly improves performance of rats on a five-choice attentional task, but only when
accuracy was reduced behaviorally with a distracting stimulus, or pharmacologically
by the NMDA-sensitive glutamate receptor antagonist dizocilpine (MK-801).

Nicotine has also been shown to reverse attentional impairments in rats caused
by basal forebrain lesions [24, 25, 28] or lesions of the septohippocampal pathways
[34]. Interestingly, chronic nicotine infusion has been shown to significantly diminish
the impairing effects of the typical antipsychotic drug haloperidol [35] and atypical
antipsychotic drugs, clozapine and risperidone [35] on attentional performance in
female rats using an operant visual signal detection task.

The issue concerning whether nicotine can improve attentiveness in normal non-
smokers who have no pre-existing attentional impairment has been addressed. Adult
nonsmokers without ADHD symptoms were administered either 7 mg/kg/day nico-
tine patches or placebo for 4.5 h/day. It was found that the administration of nicotine
significantly reduced the number of errors of omission on the continuous perfor-
mance task (CPT task). No change in errors of commission was found. It was also
found that the nicotine patch significantly decreased response time variability and
increased a composite attention measure. Overall, this study demonstrated that nico-
tine given transdermally could improve attention in nonsmoking subjects who had
no pre-existing attentional deficits [36].

Selective effects of nicotine on attentional processes have also been studied in
smokers. Smokers who abstained from smoking for at least 10 h prior to testing were
treated with 21 mg nicotine transdermal patches for either 3 or 6 h and tested for
selective effects of nicotine on tests of attentional function as well as the Stroop test.
It was shown that the 6 h, but not the 3 h nicotine patch enhanced the speed of number
generation and the speed of processing in both the control and interference condition
of the Stroop test. There were no effects on attentional switching of the Flexibility
of Attention test. The authors suggest that nicotine mainly improves the intensity
features of attention, rather than the selectivity features [37]. The nicotinic agonist
ABT-418 was found to improve attentional symptoms of ADHD in adults with the
syndrome [38]. Nicotine-induced attentional improvement has been found in MRI
imaging studies to be accompanied by increased activation in the parietal cortex,
thalamus and caudate [39]. Kumari et al. found that nicotine induced improvements
in an N-back memory task were accompanied by increases in activity in several



188 E.D. Levin and A.H. Rezvani

cortical regions of interest, the anterior cingulate cortex, superior frontal cortex and
the superior parietal cortex, during N-back task performance [40].

Nicotinic systems and schizophrenia

Nicotinic receptor deficits in mainly α7 but also α4β2 receptors are seen in the brains
of people with schizophrenia [41, 42]. These nicotinic receptor deficits appear to play
an important role in the manifestation of their cognitive impairment. The high rates
of tobacco smoking in people with schizophrenia may be a form of self-medication,
albeit a very dangerous form, to combat their cognitive impairment [43]. Nicotinic co-
treatments may hold promise for reducing cognitive dysfunction in schizophrenia.
Without the need for self-medication, effective nicotinic therapy could also help
people with schizophrenia quit smoking thereby eliminating a substantial health risk
as well as improving cognitive function.

Cognitive impairment has become recognized as a central component of schizo-
phrenia and is an important negative side effect of antipsychotic drugs, which is a
key reason why most schizophrenia patients do not successfully re-integrate into
society [44–47]. Effective pharmacotherapy for schizophrenia must not only be
antipsychotic; it must also ameliorate cognitive dysfunction. Unfortunately, clas-
sic antipsychotic drugs like haloperidol not only do not help reverse the cognitive
impairment of schizophrenia; they cause further impairment [48, 49]. The newer
“atypical” antipsychotics, like clozapine and risperidone, are better in that they have
less severe cognitive impairing side effects and provide some improvement in atten-
tional function. However, there is still a significant need for further improvements,
particularly regarding memory-related functioning [49, 50]. There is a great need
for pharmacotherapies that provide enhanced treatment of cognitive impairment in
schizophrenia.

A critical clue to improved pharmacotherapy for the cognitive impairment of
schizophrenia comes from the behaviors of people with schizophrenia. People with
schizophrenia smoke cigarettes more heavily (88%) than almost any other group
in the population [43]. A world-wide meta-analysis of smoking and schizophre-
nia demonstrated three times greater smoking in schizophrenia than in the general
population and twice the incidence compared with other major mental illnesses [51],
possibly as a form of self-medication [52]. It was shown that patients with schizophre-
nia also smoke cigarettes more intensively thereby increasing their nicotine intake
[53]. Highly dependent smokers are in general those with more severe schizophrenic
illness [54]. Smoking improves aspects of their cognitive impairment [55]. Interest-
ingly, higher smoking rates appear to precede the onset of schizophrenia. Higher
smoking rates are seen in those who later become schizophrenic [56]. This may be
related to self-medication for cognitive deficits, which are present before the first
break into schizophrenia, greater vulnerability to nicotine addiction in those prone
to schizophrenia or possible role for nicotine in precipitating schizophrenia. There
is a developing literature that people with schizophrenia may smoke heavily for
self-medication to relieve cognitive impairments, which are a part of the syndrome
of schizophrenia and potential adverse cognitive effects of antipsychotic drugs [57]
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although there are certainly other possibilities including enhanced vulnerability to
the reinforcing properties of nicotine.

There is considerable evidence that people with schizophrenia appear to be self-
medicating to counteract effects of schizophrenia and side effects of the antipsy-
chotic drugs [58, 59]. For the development of new therapeutic avenues for treating
the cognitive impairment of schizophrenia it is vital to determine the interactions
of the candidate drugs with the antipsychotic drugs given to treat the hallucinations
of schizophrenia. A series of studies have been conducted to assess the interac-
tions of antipsychotic drugs with nicotinic systems underlying cognitive function.
These studies have characterized nicotinic-antipsychotic drug interactions in cog-
nitive functions including pre-pulse inhibition, working and reference memory and
selective attention.

Nicotinic α7 and α4β2 receptor dysfunction may underlie both schizophrenia
and smoking in schizophrenics [41, 60]. Patients with schizophrenia have a defi-
ciency of α7 nicotinic receptors in the hippocampus and frontal cortex [61, 62]. In
particular, α7 receptors in the hippocampus appear to be important for the cognitive
impairment [63–65]. This may be due to decreased desensitization by hippocampal
α7 receptors in schizophrenics [66]. Hippocampal-based deficient auditory sensory
gating in patients with schizophrenia can be normalized by nicotine administration
via cigarette smoking [67]. Nicotine has been found in our studies and others to signif-
icantly improve cognitive function in patients with schizophrenia [48, 63]. Nicotinic
co-treatment may provide significant improvement in the pharmacotherapy for the
cognitive deficits of schizophrenia. Smoking improves sensory gating in patients with
schizophrenia [68]. It has been shown that nicotine skin patch administration reduces
attentional deficits of schizophrenia as well as attenuates cognitive deficits caused by
classic neuroleptics [48]. Nicotine administered by a safer route than smoking such
as nicotine skin patches could provide potential beneficial cognitive effects without
the toxic effects of smoking. New nicotinic subtype selective agonists may be even
safer and more effective. In research with rats, it has been found that the α7 agonist
ARR-17779 significantly improves learning in the win-shift and repeated acquisition
procedures on the radial-arm maze. It also reverses the memory impairment caused
by knife-cut lesions of the fimbria-fornix [19]. In the converse experiment, it was
found that hippocampal infusion of the nicotinic α7 antagonist MLA significantly
impaired memory function in rats [18, 69–72]. This may be due to blockade of α7
and α4β2 nicotinic receptors on hippocampal interneurons in rats [73].

The involvement of brain α4β2 as well as α7 nicotinic receptors in schizophrenia-
induced cognitive impairment is supported by the finding of decreased receptor levels
in the brains of patients with schizophrenia [41]. Nicotine-induced stimulation of DA
release in the frontal cortex is blocked by antagonism of α4β2, but not α7 receptors
[74]. Thus, the relationship of low prefrontal DA activity to cognitive deficits in
schizophrenia supports the involvement of α4β2 nicotinic receptors in the cognitive
impairment of schizophrenia. We have found that, like nicotine, the α4β2 nicotinic
agonist RJR 2403 significantly improves memory in rats on the radial-arm maze
[21]. More specifically, it has been demonstrated that hippocampal infusion of the
α4β2 nicotinic antagonist (DHβE) causes significant memory impairments of rats
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on the radial-arm maze [18, 70, 71, 75]. Systemic nicotine administration was found
to reverse the memory impairment caused by hippocampal α4β2 nicotinic receptor
blockade [75].

Potential of nicotinic treatment for schizophrenia

Nicotinic treatments may be useful for a variety of neuropsychiatric indications
including schizophrenia [76–80]. Attentional improvement may be a key therapeutic
effect [81, 82]. Smoking withdrawal induced deficits in attentional performance
and spatial working memory in patients with schizophrenia [83]. This deficit was
reversed with smoking and the smoking effect was blocked by the nicotinic antagonist
mecamylamine. Nicotine normalizes smooth pursuit eye movements in people with
schizophrenia, an effect which is accompanied by increased activity in the cingulate
gyrus and lower activity in the hippocampus [84]. Nicotine improves antisaccade
and eye tracking performance in patients with schizophrenia [85–87]. Nicotine skin
patches improved N-back memory test performance in withdrawn smokers with
schizophrenia [88]. This was accompanied by enhanced activation in the cingulate
cortex and thalamic nuclei. In a complementary fashion, nicotinic blockade caused
significant deficits in the N-back task [89]. Nicotine skin patch treatment in healthy
volunteers significantly improved the speed of pre-attentive sensory processing as
indexed by mismatch negativity to auditory stimuli in an oddball paradigm [90].
Nicotine nasal spray improved spatial organization and also improved memory in
schizophrenia [91, 92]. Nicotine improves eye tracking, memory and attentional
function in schizophrenia [82, 83, 86, 91].

Nicotinic α7 receptors offer a promising avenue for novel drug development for
treatment of the cognitive impairments of schizophrenia [7]. Abnormal α7 geno-
type is significantly associated with schizophrenia, smoking in schizophrenia and
deficient sensory gating [93–95]. There are abnormal α7 receptors in schizophre-
nia [96] which are related to impaired sensory gating [97]. Because of the findings
of α7 receptor deficits in schizophrenia and the involvement of α7 receptors in the
cognitive impairment of schizophrenia, α7 nicotinic receptor agonists are being de-
veloped for treatment of the cognitive impairments of schizophrenia. A variety of
promising new α7 agonists that penetrate the blood brain barrier and are bioavail-
able with oral administration have been developed [98, 99]. Tropisetron, a partial
agonist at α7 receptors, improves sensory gating (P50 inhibition) in patients with
schizophrenia [100]. A selective α7 nicotinic acetylcholine receptor agonist, PNU-
282987, has been found to reverse sensory gating deficits caused by amphetamine in
the rat and to stimulate whole cell currents in hippocampal cells [101]. The α7 ago-
nist DMXB enhances sensory gating likely through α7 receptors in the hippocampus
[102, 103]. Anabasine, an α7 agonist, reversed the “popping” behavior, which is a
model for schizophrenia in mice given dizocilpine [102]. The PPI deficit caused
by isolation rearing is reversed by the α7 agonist (R)-N-(1-Azabicyclo[2.2.2]oct-
3-yl)(5-(2-pyridyl)thiophene-2-carboxamide [104]. Thus, nicotinic α7 agonists ap-
pear to hold promise for further development to reverse cognitive impairment in
schizophrenia.
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Antipsychotic drug effects on cognitive function

Atypical antipsychotics such as clozapine and risperidone represent a great improve-
ment over classic antipsychotics such as haloperidol in terms of cognitive sparing
[49], that is an attenuation of the negative impact on cognitive function. Attentional
function appears to be improved by these drugs [45, 50, 105–107]. However, effects
on memory are more problematic. Clozapine has been found to have adverse effects
on working memory [108–110]. In contrast, reference memory [111] was found
to be improved by clozapine. Clozapine-induced working memory impairment has
been identified in experimental animal models. In monkeys, clozapine impairs the
accuracy of delayed response performance [112]. In rats, a similar effect has been
seen with clozapine, causing a delayed response choice accuracy impairment [113].
Deficits in the delayed response memory task were also seen with haloperidol and
risperidone [113]. Clozapine, haloperidol and risperidone were also found to impair
memory performance in the Morris water maze [114]. Clozapine but not haloperidol
improved PPI in DBA/2 mice, which have deficient α7 receptors [115]. This ef-
fect was blocked by the α7 antagonist α-bungarotoxin, but not the α4β2 antagonist
DHβE. Antipsychotics are often given for behavioral control and antipsychotic ef-
fects in the elderly [116]. With the elderly the involvement of α4β2 receptors would
be particularly important given the age-related decline in α4β2 receptors [117]. With
the advancement of the therapeutic goal beyond just antipsychotic activity, i.e. to im-
prove cognitive function, it is imperative to determine the mechanisms of cognitive
effects of the therapeutic drugs for schizophrenia. In this way, novel approaches for
improving cognitive function in schizophrenics can be developed.

Antipsychotic drugs have been shown to cause working memory impairment in
the radial-arm maze. The classic neuroleptic haloperidol has been shown in several
studies to impair working memory [17, 118–120]. Olanzapine impairs accuracy, an
action that is significantly attenuated by nicotine coadministration [121]. Risperi-
done attenuates nicotine-induced memory improvement [122]. Clozapine has been
shown to significantly impair working memory function in normal rats [122]. The
clozapine-induced memory impairment is significantly attenuated by nicotine co-
administration.

The hallmark of the class of atypical antipsychotics is that they affect multiple
receptor systems. Atypical antipsychotics have been called “MARTA” (multi-acting
receptor targeted antipsychotics) drugs because they act on a variety of receptor
systems [123]. This profile may be related to the affinity of clozapine for DA D1,
muscarinic ACh and serotonergic receptors and relative lack of affinity for DA D2
receptors. Serotonin 5-HT2A-blocking activity produces better cognitive function in
patients with schizophrenia than drugs with predominantly dopamine D2-blocking
activity [124–126]. Antipsychotic drug actions blocking D2 receptors have been
found to be related to higher rates of smoking in patients with schizophrenia [127].
Given the efficacy of MARTA drugs, the next step may be to develop combinations
of drugs to provide optimal therapy. With drug combinations additional targeted
receptor actions can be achieved without having to devise a novel drug. The selection
of the drugs for combination and their relative doses can be adjusted to achieve
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optimal results to fit the needs of individual patients. Drug combinations can be
selected such that the therapeutic effects are complementary and the side effects are
offset. Lower doses of each drug can be used in combination to further reduce the
problem of unwanted side effects.

Antipsychotics have complex interactions with nicotinic systems. Nicotinic in-
teractions with both DA and glutaminergic systems may be key for their efficacious
cognitive effects in combination with antipsychotic drugs. Nicotine enhances DA and
glutamate release in the frontal cortex [128, 129]. Nicotine also plays a protective
role in attenuating D2 receptor up regulation with chronic antipsychotic drug therapy
[130]. One critical factor is the background activity of DA systems. Under normal
levels of dopamine activity the antipsychotic clozapine increased firing rate and burst
firing rate of VTA DA cells [131]. Dizocilpine reversed this effect, but MLA did not.
But under conditions of high DA activity levels induced by α7 blockade, there was
the reverse effect [132]. Nicotinic actions in the VTA may be critically important on
DA involvement in frontal cortically based cognitive function.

Long-term haloperidol and fluphenazine administration disrupts the normal pat-
tern of spatial reversal learning in monkeys [133]. Monkeys given several years of
antipsychotic treatment were trained on position discrimination. They did not differ
from controls on original learning, but failed to show either the normal increase in
errors with the first reversal of reward contingencies or the normal improvement on
subsequent reversals. It is as if each reversal of reward contingencies (left or right
rewarded) was treated as an entirely new problem by the monkeys chronically treated
with antipsychotic drugs [133]. Chronic haloperidol was found to significantly im-
pair working memory function and spatial information processing speed in people
with schizophrenia. These effects were found to be significantly reversed by nicotine
administered via a skin patch [48].

Nicotinic interactions with antipsychotic drugs

Due to the serotonergic and dopaminergic properties of most antipsychotic drugs, it
is not surprising to observe a functional interaction between the nicotinic system in
the brain and antipsychotic drugs. Clozapine, an antipsychotic drug that blocks both
dopaminergic and serotonergic receptors significantly impaired working memory
performance, an effect which was significantly attenuated by acute nicotine (Fig. 1)
[122]. Haloperidol and risperidone (Fig. 2) significantly attenuated the working mem-
ory improvement induced by nicotine in the eight-arm radial maze [122]. The an-
tipsychotic drug olanzapine causes memory impairment in terms of impairing choice
accuracy of rats in the radial-arm maze [121]. Nicotine co-treatment attenuated the
memory impairment caused by olanzapine [121]. Clozapine and risperidone (Fig. 3)
caused a dose-related impairment in selective attention (lower percent hit) on the
visual signal detection operant task [35]. Haloperidol (Fig. 4) also caused a signifi-
cant impairment in attentional performance, an effect that was attenuated by chronic
nicotine (5 mg/kg/day) infusion for the first 2 weeks of treatment. Chronic nicotine
infusion at the same dose level also attenuated the cognitive impairment of clozapine
and risperidone [134].
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Figure 1. Nicotine interactions with clozapine and working memory performance on the
radial-arm maze, reprinted from [122] with permission.

We have documented the interactions of nicotine with classic neuroleptic treat-
ment. In parallel clinical and experimental animal studies, we have determined
nicotine-haloperidol interactions with regard to cognitive function. In the clinical
studies, we found that nicotine-induced cognitive improvement is not blocked by
haloperidol, but rather nicotine is effective in reversing haloperidol-induced deficits.
Nicotine administered via skin patches attenuated the working memory impairment
caused by moderate and high doses of haloperidol [48]. The haloperidol-induced
decrease in mental processing speed was also reduced by nicotine. Interestingly, the
consistency of attentional response is improved by nicotine in a dose-related fashion
regardless of the dose of haloperidol. In parallel basic studies in laboratory rats, we
showed that nicotine-induced memory improvements were not blocked by haloperi-
dol [17]. In mechanistic studies, we demonstrated the memory impairment is caused
by intrahippocampal infusion of the dopamine D2 antagonist raclopride [135], as
well as memory impairments caused by intrahippocampal infusions of nicotinic an-
tagonists [18].

There is little information concerning the interaction of nicotine with atypical
neuroleptics. There is a decrease in cigarette smoking with clozapine administration
[136]. This raises the possibility that clozapine may attenuate pharmacological effects
of nicotine or that they have similar effects. Consistent with this idea is the preclinical
finding of Brioni et al. that clozapine attenuates the discriminative stimulus effects
of nicotine in rats [12].
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The 5HT2 antagonist ketanserin attenuates nicotine-induced working memory
improvement in rats (Fig. 5) [137]. Ketanserin also blocked the nicotine-induced
improvement in attentional performance (Fig. 6) [138]. Since antipsychotic drugs,
such as clozapine, act on a variety of different transmitter receptors it is important to
determine which of these effects are key for the cognitive effects and for interactions
with nicotinic effects.We have begun the pharmacological dissection of antipsychotic
drug interactions with nicotine with the examination of the role of 5HT2 receptors.

Summary

In summary, neuronal nicotinic systems are important for a variety of aspects of
cognitive function impacted by antipsychotic drugs. It has been demonstrated that
antipsychotic drugs have memory and attentional impairing effects when given to
unimpaired subjects. Nicotine can reduce some of these impairments, but antipsy-
chotic drug administration can also attenuate nicotine effects. We have found that
nicotinic agonists selective for α7 and α4β2 receptor subtypes significantly improve
learning and memory. Serotonergic actions of antipsychotic drugs may decrease effi-
cacy of nicotinic co-treatments. When the antipsychotic drug clozapine and nicotine
are administered to subjects with cognitive impairments caused by NMDA glutamate
receptor blockade or hippocampal dysfunction they can significantly attenuate the
attentional and memory impairments.
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Nicotine has been shown in our studies to reverse the memory impairment caused
by acute clozapine-induced memory improvement.Acute risperidone and haloperidol
has been shown to attenuate nicotine-induced memory improvement. We have deter-
mined the role of hippocampal α7 and α4β2 nicotinic receptors in the neural basis of
nicotinic antipsychotic interactions. Local acute and chronic hippocampal infusion
of either nicotinic α7 or α4β2 antagonists cause significant spatial working memory
impairment. Chronic hippocampal nicotinic antagonist infusions have served as a
model of persistent decreases in nicotinic receptor level seen in schizophrenia and
Alzheimer’s disease. Clozapine attenuated the memory deficit caused by chronic
suppression of hippocampal α4β2 receptors while the amnestic effects of clozapine
were potentiated by chronic suppression of hippocampal α7 receptors.

Nicotinic co-treatment may be a useful adjunct in the treatment of schizophre-
nia, to attenuate cognitive impairment of schizophrenia. Nicotine as well as selective
nicotinic α7 and α4β2 receptor agonists significantly improve working memory and
attentional function. Nicotine treatment was found to be effective in attenuating the
attentional and memory impairments caused by the psychototmimetic NMDA antag-
onist dizocilpine (MK-801), a model of the cognitive impairment of schizophrenia.
Studies of the interactions of antipsychotic drugs with nicotinic agents provided quite
useful information concerning possible co-treatment of people with schizophrenia
with nicotinic therapy. Nicotine was found to significantly attenuate the memory im-
pairments caused by the antipsychotic drugs clozapine and olanzapine. Interestingly,
nicotine-induced cognitive improvement was significantly attenuated by the antipsy-
chotic drug clozapine. One of the principal effects of clozapine is to block 5HT2
receptors. Ketanserin a 5HT2 antagonist significantly attenuated nicotine-induced
improvements in attention and memory. Thus it appears that antipsychotic drugs with
actions blocking 5HT2 receptors may limit the efficacy of nicotinic co-treatments
for cognitive enhancement.
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Introduction

A consideration of how unusual function of the monoaminergic transmitters can
contribute to the clinical picture of childhood attention-deficit/hyperactivity disorder
(AD/HD) involves an understanding of three concepts: What are the main features
of AD/HD, how does normal brain anatomy and function develop, and how do the
monoaminergic pathways interact? With this context one is equipped to look at the
evidence for unusual monoamine activity and interactions in contributing to the
problems found in children with AD/HD.

This chapter proposes a way to integrate the features that these concepts have in
common. The first part is concerned with a description of how childhood AD/HD
appears in the clinic, at home or at school. This picture then acquires structure
with specific features defined by laboratory testing. To understand what might be
“dis-ordered” supposes knowledge of the organization in normal brain structure
and in particular, how the organization of stimulus and response develops in the
child and the adolescent. Important here is that much of the functional order is
orchestrated by the monoamines. The third part sketches out where and how the long
axon monoaminergic pathways reach out across brain structures and exert (normally)
an adaptive modulation of function under changing circumstances. Further details
are provided in other chapters.

I shall emphasize childhood AD/HD with modest reference to its manifesta-
tion in adults I shall concentrate on the three main monoamines (dopamine, DA;
noradrenaline, NA and serotonin, 5-HT) with only minor reference to adrenaline.
Nonetheless this material has implications for the origin and course of AD/HD out-
side the early developmental period. Further, it will become apparent that the full
consequences of changed monoamine activity can only be fully appraised within the
context of the interactions with other amine- (e.g., acetylcholine) and amino-acid
transmitters (e.g., GABA and Glutamate).
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AD/HD – a clinical picture

The diagnosis of AD/HD usually concerns young people between the ages of 7 and
18 years. The manual of the American Psychiatric Association (APA: DSM-IV [1])
requires the presence of 6/9 features for the inattentive type, a separate 6/9 features
for the type with hyperactivity and impulsivity, or both for the more usual combined
type. The decision is based on longer structured or semi-structured interviews that
ask 60–80 questions (or more) from two informants (usually a parent and a teacher)
in order to show that the reported problems can occur independently of the situation.
These features, impairing the function of the child, must have been present before
the seventh birthday.

The health professional will get an image of motor restlessness (chair rotation,
alternately sit or stand, move from toy to toy/task-to-task, fidgeting). Fine motor
control can appear clumsy. Movement is often led by impulsivity. From observation
alone it is often difficult to distinguish impulsiveness driven by a distracter, changing
desires/motivations or an inability to withhold prepotent tendencies. Concentration is
difficult unless the situation is novel. Social abilities are poorly developed (e.g., few
friends, interruption of discourse), self-esteem is often low and the ability to organize
or plan deficient. The latter can incur poor judgment and risk-taking. Changes in the
quality of motivational features (e.g., the need to drink, assess reinforcement), stress-
and emotional control (e.g. temper tantrums) often complete the clinical picture
(review [2]).

AD/HD – neuropsychological features

It must be emphasized that there is no function typical of normal child develop-
ment that is completely absent in those with AD/HD. Lesions are not implicated.
The patient is sometimes “normal”, but the problems persist in different contexts.
A child appearing for an MR- or electrophysiological investigation can appear re-
markably “cool,” for the time being. There have been innumerable disagreements
over what constitutes a classical or “core” phenotype. Of course, a way out is to
define sub-groups by one or by another feature (e.g., referrals vs. non-referrals [3],
inattentive vs. hyperactive-combined subtypes [4], with/without different comorbid
disorders [5] internalisers (fearful anxious types)/externalisers (fearless impulsive
types [6], more or fewer than seven repeats on the dopamine D4 receptor gene [7]
those with high theta/low beta EEG ratios vs. those with high beta EEG power [8],
medication responders/non-responders [9, 10] and more. It is ironic that the fea-
ture with the most widespread applicability appears to be that of intra-individual
variability [11] – where it is the variance of response time that is usually considered.

Yet it is possible that the difficulties of AD/HD children can be both differ-
entiated and reduced to a few conventional fields of ability. Thus, variance in the
speed of performance relates to motor abilities in general, in the sense of neuromus-
cular development [12], but also to poorly controlled supplemental motor activity
and physiological state control [13]. Similarly the variance in accuracy can be ex-
plained by inattentiveness [12], in the sense that distracters can delay [14], focused
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attention/non-target detection is slow [15], and indeed signal-detection indices of
perceptual sensitivity (e.g., d-prime) are low [16, 17]. The errors that so often result
do not incur the usual slowing of the next response, implying the impaired pro-
cessing of feedback and contingent executive control [18, 19]. There are two major
processes here, the top-down control of information processing, and the short-term
sensitivity to reinforcement. If these are abnormal, one consequence is that children
with AD/HD often express an aversion to delays in event-rates. In other words there
are two separate features (dual pathway, [20], executive dysfunction and delay aver-
sion) that each make significant, independent contributions to predictions of AD/HD
symptoms.

A number, if not all, of these features of AD/HD could be summarised under
the rubric of a “disorder of impulsivity” [7]. There is some truth in this. The term
“impulsivity” has three components – acting on the spur of the moment (motor), not
focusing on the task in hand (attentional), and not planning ahead (executive [21])
that can all lead to ill-considered action. But it would be wise when attributing
unusual neurochemistry to non-adaptive function to separate the control systems for
cognitive and behavioural impulsivity [22]. The alternative to lumping is to split the
disorder into numerous sub-types. This will always have some explanatory value for
specific features, but it is worth considering, for example, the experience of Nigg and
colleagues [23]. They examined executive function, motor abilities and flexibility of
cognitive set, and found that the similarities between diagnostically inattentive and
combined subgroups were much more striking than the differences (cf. also [24]).

Unusual brain functions in children with AD/HD are associated with inatten-
tion (perception and selection), poorly controlled (executive) decision processing
(conflict management), non-adaptive evaluation of reinforcement contingencies and
situationally inappropriate motor activity. These impairments are reflected in each
of the successive stages of information processing that are so clearly and precisely
represented by scalp electrophysiological records (event-related potentials, ERPs) in
the first half second after an event: Stimulus-elicited cortical excitation (N1 reduced
[25]) interference control (P2 larger [26]) stimulus categorization (N2 reduced [27])
effortful updating of short-term memories (P3 reduced [28]) assessment of stimulus
“target-ness” (processing negativity reduced [29]), assessment of mistakes (error-
related negativity/Ne/Pe reduced [30]), and motor organization (LRP reduced [31]).

Normal brain development

With an interest in AD/HD in mind, interest in normal anatomical and cognitive
development centers on the classical peripubertal age for referral (8–14 years) with
curiosity extending to earlier features (potentially relating to causality) or how matters
progress or disappear in young adults.

Myelination, white matter development, begins in the second trimester, develops
linearly from 4 years and continues through (and beyond) the third decade. In the
meanwhile frontal lobe gray-matter develops slowly and gradually to 8 years of age
when prefrontal development (rostral to the precentral sulcus) takes off and develops
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rapidly until about 14 years. Having peaked prior to adolescence, the grey matter vol-
ume then declines [32]. This process is attributed to the pruning of connections [33],
and may start as early as 7 to 10 years of age in sensory and in frontal association
cortices, respectively. The thickness of the cortex decreases across the whole period
from 8–20 years [34]. The peripubertal age also sees the rise of hemispheric differ-
ences (e.g., around the inferior frontal sulcus: cf. language development on the left).
Some of these differences are gender specific [35].

Brain, especially white-matter-volumes, increase continually over three decades:
overall increases of volume are found in many parts of the frontal, parietal and mid
temporal (limbic) lobes, while more definite decreases occur in the lateral cortices,
basal ganglia and thalamic nuclei [36–38]. These studies have shown that matura-
tion progresses in waves, rostrally in the frontal and laterally in the temporal lobes.
Interestingly these separate developmental axes are reflected in a functional study
showing the “migration” along these axes of the sources of activity underlying the
detection, registration and response to changes of auditory stimulation [39]. Such
maturational processes continue into the frontal and temporal poles throughout the
third decade. Indeed, frontal grey/white matter ratios continue to decrease (linearly)
even beyond that age [40].

Normal neuropsychological development

Linear increases in the rate of development of postural and sensorimotor coordi-
nation peak around 6 and 10 years of age, respectively. Continued development,
particularly of the latter, depends increasingly on experience and its consequences,
described as “enhanced programming resources” and online feedback processing
[41, 42]. Tapping into such problems may reflect the core problems of AD/HD chil-
dren in cognition, on which this chapter concentrates. Thus, it should be borne in
mind that motor coordination does not become mature until relatively late (in the sec-
ond decade), alongside attentional and executive functions [38]. In contrast, sensory
functions, orientation and speech-related abilities develop earlier in the first decade.

In late childhood (around 7 years ± 1 year) children make a qualitative leap in
their cognitive abilities, allowing measures to be made of tests that have a qualitative
if not a quantitative similarity to those used in the neuropsychological testing of
adolescents and adults. In particular they are able to orient between cues and master
conflicting stimuli about as well as older children [43]. However, the speed and
accuracy of switching attention continues to improve with age.

As would be expected from anatomical developments briefly described above,
the transition of puberty (around 12 years ± 1 year) coincides with the maturation of
many abilities associated with the function of the frontal, or especially the prefrontal
lobes. These include abstract reasoning, use of goals in making plans, inhibitory
control, verbal fluency, verbal delayed recall, novelty-seeking, even finding a degree
of independence from the family [35, 44].

But fine grain analyses of development have been rare. A series of studies by
Luna and colleagues [45] on speeds of processing, the ability to inhibit voluntary
responses and working memory use were all based on variations of an oculomotor
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task, thereby controlling for the comparison of qualitatively different task require-
ments. They reported that adult levels of response inhibition were not achieved before
the age of 14 years1, independent of speeds of processing that matured a year later.
Working memory performance, which depended modestly on the other two variables
considered, did not attain adult levels until 19 years of age.

The development of the stages of information processing is illustrated in an ex-
emplary way with ERP measures. The arrival of sensory information in the thalamus
and sensory cortices is marked by the P1/P50. Maturation to adult levels involves a
decrease of amplitude and latency by about a third between 5 and 15 years [48]. The
gating of the ERP response to a second stimulus (as marked by P50 in a paired click
paradigm) is extremely variable at puberty [49], and may not achieve adult expres-
sion until the end of the teens [50]. The development of excitation elicited by a salient
stimulus (N1), along with the suppression of processing of other stimuli (P2), as a
preliminary to its being further processed, has been described for subjects aged from
5 to 30 years [51, 52] .The N1/P2 adult waveform only becomes evident at 13-14
years of age. The decreases of the latency and amplitude characteristics of the peak
and the dipoles do not mature until after 16 years. Around puberty the topographic
distribution of the P50 peaks across the scalp move posterior and N1 peaks lose
their rightward asymmetry However, P2 peaks do not move rostrally to their central
adult locations until the end of adolescence. The categorization of stimuli (marked
by N2) and context-updating (marked by P3) attain their bilateral frontal and parietal
topography by around 17 years of age. The amplitudes of these components show
a linear and curvilinear development with age, respectively, and mature around 15
years of age with latency attaining adult levels some 3 years later [53, 54]. Indicators
of automatic selective processes (mismatch negativity, MMN) develop about 3 years
earlier than controlled attention-related processes (negative-difference, Nd). While
MMN topography becomes bilaterally distributed after puberty, the latency reaches
adult levels around 17 years, but the dipoles continue to migrate along with normal
frontal and temporal lobe expansion through the third decade [39, 51].

The monoamine pathways

As their names suggest there are three major dopaminergic (DA) innervation sys-
tems in the forebrain, with their mesencephalic origins in the ventral tegmental area
(VTA) and substantia nigra (SN) in the brainstem – the mesocortical, mesolimbic and
nigro-striatal projections [55]. The density of mesocortical DA pathways in primates
increases rostrally across the cortices. For example, the increase in the rostral audi-
tory association cortices is already markedly higher than in the more caudal temporal
lobe. A moderate then higher innervation is found moving from somatosensory over
motor to prefrontal association areas. The axons are especially dense in layers I and

1 The emphasis is on adult levels of performance. In the preceding peripubertal phase children
can execute such tasks (e.g. Go/no-go), but they recruit much larger areas in the frontal lobes
[46] and the amplitudes of the ERPs show that their categorization of stimuli and evaluation
of errors made on these and conflict tasks are in general remarkably small [47].
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Figure 1. Nodes for the convergence of afferent fiber input on two mesocortical and two
mesolimbic DA projection regions (prefrontal and entorhinal cortices, the nucleus accumbens
and septum). Reproduced from [55] with permission from Elsevier.
Amygdala (Amyg), Cerebellum (Cb), Cingulate cortex (Cing), Claustrum, Entorhinal cor-
tex, Frontal cortex, Hippocampus (Hippo), Hypothalamus (Hypothal), Infero-temporal cortex
(Temp), Olfactory bulbs (OB), Parietal cortex (Par), Prefrontal Perirhinal, Piriform and Ret-
rosplenial cortex, Septum (Sept), Thalamic nuclei (Thal), Tuberculum-olfactorium (Tub-Olf),
Ventral noradrenergic bundle (VB): Monoaminergic nuclei (A/B 6-10).

II and again in V and VI [56]. DA D1 receptors (dense in I-IIIa, moderate in V and VI)
are present at one to two orders of magnitude more than those of the D2-family, but
in this D2-family the D4 type of receptors are more evident in the neocortices (e.g.
layer V), and the D2 types in the limbic and temporal regions. Important recipients
of mesolimbic innervation include the entorhinal and cingulate cortices (transitional
and archicortices), parts of the hippocampus and amygdala, and the ventral striatum
(nucleus accumbens and septum). Oades and Halliday [55] pointed out that these
regions are “nodes of convergence” of input from very many brain regions and rep-
resent excellent opportunities for DA activity to influence the shifting of the control
of their efferent output between different afferent sources (Fig. 1).
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The main noradrenergic (NA) projections to the limbic and cortical brain regions
of concern here arise in the locus coeruleus (LC) of the pontine brainstem. NA
fibers project throughout the forebrain, to the phylogenetically older archicortices
(hippocampus and amygdala), the neocortical mantle, but also the cerebellum. This
more dorsal pathway along with a more ventral one from the nucleus tractus solitarius
also innervate several subcortical regions including the thalamus and hypothalamus
[57]. Innervation in the neocortices increases from layers I–V with highest densities in
II and IV with greater densities of the alpha and beta receptors in the more superficial
layers [56].Alpha-2a sites, prominent in frontal regions, may be pre- or post-synaptic
in location, while alpha-1 sites more often exert effects presynaptically, the former
inhibiting, and the latter enhancing monoamine release [58].

Relevant to forebrain function, serotonergic (5-HT) projections originate in the
median and dorsal raphe on the border of the pons (containing the LC) and midbrain
(containing the VTA). There is some overlap between the areas innervated, but the
dorsal raphe projects more anteriorly, to the frontal cortices and basal ganglia, and
the median raphe somewhat more to limbic structures and the diencephalon. The
sensory and motor cortices display a decidedly patchy distribution of low and high
levels of innervation [59]. Much of the input arrives in layers III and IV [60]. Two of
the most studied 5-HT binding sites in the CNS are the 5-HT1a and 5-HT2a recep-
tors. The former is often characterised as an autoreceptor, and the latter postsynaptic,
but this is not an exclusive compartmentalization (e.g. 5-HT1a sites are active posty-
naptically on cholinergic neurons). Stimulation of either site can lead to increased
catecholamine outflow2 [61–64].

Monoamines – development

DA neurons enter the cortical plate early in the second trimester. DA has a trophic role
at this early stage, whereby impairments can have consequences on the later thickness
and connectivity of the cortex [65]. From birth to puberty the number of axons can
increase six-fold before pruning processes set in. Numbers of DA receptors peak in
mid-childhood, already decreasing well before puberty (D1 earlier than D2: [66].
Across adolescence to adulthood the number of D1 sites falls by nearly 50% and D2
sites by nearly 60% [67]: thereafter numbers of D1 sites decrease by a few percent
per year. The implication that the D1/D2 ratio falls with age is noteable. In studies of
rodents the peak for D2 receptors seems to be larger in males, and despite the ensuing
reductions, levels are still higher than in females through adolescence [68]. (The same
study also described more D1 sites in right than left sided subcortical regions that
lasted from the post-pubertal period into adulthood: this is reflected by measures of
DA and its metabolite DOPAC that showed a lower turnover in the left hemisphere
until inter-hemispheric coupling matured in young adulthood [69]. Such findings
are yet to be confirmed for humans.) The DA transporter system follows a different

2 This generalization glosses over the variation with brain region, receptor sub-type (e.g.,
5-HT2c, 5-HT1b), the mechanism (through an effect on release or synthesis) and whether
the catecholamine neuron is in a tonic- or burst-firing state.
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course, peaking at puberty and gradually decreasing right on through to 50 or 60 years
of age (postmortem study [66]. This matches the inverse changes for the synthesis
of DA (by tyrosine hydroxylase) that in non-human primates continues to develop
right through into adulthood [70]Ṫhe gradual decrease of transport mechanisms may
accurately reflect functional activity and are directly reflected by the gradual decrease
of DA turnover seen in urinary measures taken between 10 and 20 years of age [71].

NA development in the human fetus follows, but at first lags a little behind that
for DA in the perinatal period [72, 73]; but if data from animal studies pertain then
it soon speeds up and overtakes that for DA [74]. In studies of primates and other
animals alpha-2 and alpha-1 types of receptor also follow each other in developmental
waves, with the alpha-2 ahead at birth. But levels fall off after birth as numbers of
alpha 1 sites increase. Yet by puberty alpha-1 sites are decreasing more rapidly than
the alpha-2 sites. Transport mechanisms are gradually reduced following puberty but
increase again by the end of adolescence (review [59]). This post-pubertal decrease
followed by an increase across the teenage period is reflected in urinary indicators
of NA turnover [71].

5-HT development reflects first a prenatal neurotrophic role, and second a postna-
tal expansion of neural innervation and function. A study of Rhesus monkeys from 2
weeks to 10 years of age [70] showed that while the development of catecholamine-
containing appositions on cortical pyramidal cells reached half adult levels by 6
months of age, 5-HT appositions had already attained adult levels by 2 weeks. Pre-
pubertal development, though considerable, appears paradoxically to be functionally
slower than that for DA, such that CSF measures suggest a near doubling of the ratio
of DA to 5-HT metabolites over the prepubertal period (review [59]). Post-mortem
tissue [75] and urinary measures [71] suggest that rather like the situation with NA,
5-HT turnover decreases initially post-pubertally, but then rises again at the end
of the second decade. If studies of rodent development are any guide considerable
lateralized differences are to be expected. Neddens and colleagues [76] reported a
rightward emphasis of fiber density in the neocortices and a leftward emphasis in the
limbic cortices.

Clearly there remains a lot of detail on the development of the various features of
monoamine systems to be described: the near absence of knowledge of the relative
abundance of the different receptor subtypes is striking and only partly explained by
the fairly recent availability of suitable ligands. The results reported in this section
show that there is no simple way to say that the functional activity of one or the other
monoamine (let alone their interactions) is more or less than adult levels at a given age.
First the baseline of adult levels is continually changing with age. Secondly it remains
unfortunately equivocal whether any specific function considered is more accurately
represented by turnover, synthesis rates, transport mechanisms, or the development
of synaptic appositions on innervated pyramidal or non-pyramidal cells. Each of
these features develops at different non-linear rates.
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Monoamines interactions pertaining to normal cognition

Brain-damage or insults to the monoamine systems alone do not allow unequivocal
conclusions to be drawn about hypo- or hyper-function in the affected system. But
they do provide some insight into the normal situation by seeing in what domains
there are dysfunctions. Preclinical studies (e.g. reviews [77–79]) suggest that damage
impairing NA function increases distractibility. NA tunes the influences of the inputs
competing to control the output of an NA innervated region. Low to high tonic
firing rates are associated with inattention, and low arousal to agitation and stressed
states. In contrast phasic firing occurs when stimulation is relevant, other activity
should be tuned down [80]. Impaired 5-HT function is associated with impulsivity,
whereby decreased function may relate to outbursts of aggression, while increases are
associated with cognitive impulsiveness [81–83, 22]. By analogy with the role of NA
in tuning, studies of stimulus control suggest that 5-HT very often appears to influence
transmission by exerting a volume-control or gain function [59, 84]. By contrast, the
role of (increasing) DA activity has been described as one of facilitating the likelihood
of a switch occurring between one of two inputs controlling the output of a given brain
region [79]. Reducing DA function thus leads to the slowed switching of a particular
cued response [85]. This can be advantageous in initial learning. In contrast, high
activity enhances switching as in divided attention, or between attentional and task
sets (e.g. trail making, or discrimination reversal [86, 87]). While low and high
levels of DA and NA activity respectively demonstrate the different roles of tuning
and switching in initial learning, there are other situations in the control of ongoing
behaviour when their function can appear rather similar as a result of the presence
of different receptor subtypes3.

There are numerous complications that make for difficulties in the interpretation
of the results of the manipulation of any one of the monoamines. I shall mention a
few. NA neurons have sites that will transport NA and DA, and others that can release
NA or DA [89]. This makes it very difficult to determine precisely the mechanism by
which, say, psychostimulants achieve a specific cognitive effect. Questions are not
limited to the role of DA. NA is known not only for its high affinity for the alpha-2
and low affinity for the alpha-1 binding site, but is a relatively good ligand at the DA
D4 site [90]. Interactions between the two catecholamines are also documented. For
example, NA receptors have even been hypothesised to “gate” DA release [91].

It has long been realised that 5-HT input frequently inhibits DA activity Now a
better understanding of the HT2a binding site has shown that this effect must also ex-
tend to the NA system [64]. However, opposite effects on catecholamine release are
attributed to 5-HT1b, 5-HT1d and 5-HT3 binding sites. The fact that both alpha-NA

3 Arnsten [77] provides an example of NA involvement in switching between channels of
activity. Information may be faithfully transmitted from the thalamus to the cortex under
conditions of sufficient NA release to engage α1 and β NA receptors. But when low levels
of NA are released α2 receptors are engaged. Then, thalamic neurons enter a burst mode
which prevents information transfer [88]. In this way, the varying affinities of NA for α2 vs.
α1 or β NA receptors acts rather like a “switch to alter neuronal, and the ensuing behavioral
state.”
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and 5-HT1 sites may be found in pre- and post-synaptic locations warns against gen-
eralizing about a transmitter’s activity being associated with unidimensional changes
of any one cognitive ability [59].

AD/HD: (1) Indicators of monoamine metabolism – theory

Let us take a “top-down” approach from the viewpoint of theories currently ad-
vanced to explain AD/HD problems. There are two to three broad explanations, that
nonetheless do not acount for all features, and two to three that account for a domain
of dysfunction, but extension beyond these domains remains controversial.

First, there is the dual pathway theory [93] and the cognitive energetic model [93].
The former directly invokes monoaminergic involvement and provides the back-
ground to the rest of this chapter. The latter is pitched at the psychological level
of state regulation with physiological underpinnings, but elaborates little on the
monoaminergic contribution. A related account [13] explicitly accounts for a range
of AD/HD problems (variability and maturation) at the level of energy availability
in CNS function, but only indirectly invokes modulation by the monoamines.

Other theories aim at generalizing from specific domains of performance such as
response inhibition [94, 95] to executive function and affect control, and the “dynamic
developmental theory” [96] that concentrates on the registration of reinforcement and
related motivational consequences (see also reviews in [5, 97]). All these theories
depend on functions modulated by DA (prima unter pares). They tend to overlook the
role of NA and 5-HT, but do admit dependence on the interactions with excitatory
and inhibitory transmitters (Glutamate, GABA and acetylcholine), without much
elaboration.

Most of these theories also do not pay adequate attention to explanations that
could account for rates of comorbidity, maturation lag, impulsivity, stress-responsivity
and sleep-wake patterns, to name a few other abnormal features associated with the
phenomenon of AD/HD.

AD/HD: (2) Indicators of monoamine metabolism – a dual pathway

This theory invokes a role for the mesocortical DA system in modulating (defi-
cient) dorsal fronto-striatal glutamatergic mediation of some executive functions. It
also envisions a role for the mesolimbic DA system in the anomalously functioning
reward and motivation-influencing circuits of the more ventral frontal-accumbens
glutamatergic system[92].

Mesocortical pathway

Direct evidence for the involvement of the mesocortical pathway is rather recent.
Neuroimaging evidence from subjects with AD/HD suggests less activity in the right
prefrontal regions and parts of the basal ganglia (the caudate nucleus and pallidum)
during a continuous performance test of sustained attention (in children [98]), but
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also in these areas (inferior frontal) and in the cingulate region during stop-signal and
Go/no-go tests of impaired response inhibition and impulsivity (in adolescents [99,
101]. Indeed, no significant increase was found in AD/HD children on interference
suppression (as exhibited during performance of a flanker task [102]) where the
activity recorded in normal children in the mid- and inferior frontal regions correlates
with success [103]. The emphasis on right inferior frontal regions is warranted by
a detailed study relating the location of brain damage to stop-task performance in
brain-damaged adult subjects [104]. But we should also note with regard to the fMRI
studies that blood oxygenation (BOLD) signals are low across many brain regions,
even in the cingulate gyrus during Stroop tasks when performance in the interference
condition was actually unimpaired [105].

In general, MR-anatomical studies of AD/HD subjects give little clue as to
whether any particular region, such as those just mentioned, is altered in size or
development. A small reduction is recorded as widespread through the cerebral and
cerebellar lobes [106]. However, grey matter reduction in the right prefrontal [107],
as well as in the caudate regions [108] in these studies is noteworthy.

The prefrontal and cingulate regions discussed receive a mesocortical DA inner-
vation. But is DA involved? Relevant to this point are further studies on the ability to
switch attentional set. The ability as tested by the trail-making test has been identified
as potentially belonging to the core cognitive endophenotype of AD/HD [23]. In a
task where the subject had to map words/symbols to response hand under changing
conditions, switching proved especially inefficient for those with brain damage to
mid- and the already described right inferior frontal region [109]. Such switches have
been related to DA activity [79], and in accord with expectations methylphenidate
enhances performance of AD/HD children in the stop-task [110] and reduces the cost
of switching between letter/number sets [111, 112].

As one of the striking features of prefrontal blood flow activation during cognitive
challenge is that these are absent or reduced in adolescent and adult subjects with
AD/HD [fMRI above, also PET studies [113, 114], it is important to note that be-
havioral responses and brain activity in these regions are altered by methylphenidate
treatment. However, while thalamic or cerebellar activity may increase, that in the
relevant frontal regions decreases [115]. This must in part be a reflection of the
marked increase of synaptic DA (and blockade of DA reuptake, 50% at therapeutic
doses) known to follow treatment with methylphenidate in healthy subjects [116].
In turn such changes have been directly and quantitatively linked to the interest, mo-
tivation and success in subjects who completed simple maths tests [117]. However,
two further findings provide a clue of how, with care, these results should be in-
terpreted. Firstly, in cocaine-addicts methylphenidate actually increases metabolism
in BA11 and BA25 (orbitofrontal cortex) regions registering salience, motivational
and emotional reactivity [118]. Secondly increases of PET metabolic measures were
recorded after double dosing [119]. In both situations increases of DA D2 binding
are expected, and it is binding in the DA D2 family of receptors that correlates with
metabolism across a whole range of frontal cortical regions [120]. Indeed, the vari-
ability of biochemical or behavioral response depends on the individual baseline for
DA D2-like binding.
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So one may entertain the hypothesis that the AD/HD deficit may be related to
an unexpected low or a relatively low level of DA binding in the individual, and his
or her baseline binding status. However, if an increased chance of binding is to be
therapeutic, it should probably reflect the rapid on/off (high koff ) type (i.e. impulse
related). The reasoning is first that synthetic activity marked by PET studies of DOPA
decarboxylase are lower in frontal regions of adult AD/HD patients [121]. (Higher
levels seen in the midbrain of younger patients [122] may reflect the mesolimbic
pathway (see below). This would lead to a low availability of DA, especially when
there is impulse activity. Secondly, a faster clearance of DA (by catecholomethyl-
transferase, COMT) is associated with improved performance in tests of sustained
attention and time estimation – [123, 124] especially in the inattentive type ofAD/HD
patient. Faster clearance is achieved by those with the valine variant of a functional
polymorphism (Val158Met) of the COMT gene than by those with the methionine
variant.

Now, we should add the complication that in the frontal cortices the binding site
referred to may be the DA D4 site that is the more abundant member of the D2-
family present. The type of rapid binding referred to above may well be influenced
by the number of transmembrane repeated elements to be found in the molecular
structure of the receptor. The D4 gene with seven (or two) repeats may be the form
showing biased transmission in Occidental and Asian samples of AD/HD [125, 126].
Currently, the contrast of groups with or without the seven repeats shows relevant
but rather minor cognitive problems. Those without the seven repeats showed more
variable responses, longer response times and were mildly inattentive [7, 127]. Those
with seven repeats were without problems on a color-word, cued detection or rapid
choice reaction time task [127], yet more impulsive on a Go/no-go task [7]. A third
laboratory has reported that homozygotes for the four repeat form tended to be those
with a reduced brain volume [128, 129]. Our understanding of the mechanisms at
work here is clearly in a process of evolution, but the evidence points to important
variability in DA D4 function in AD/HD.

Cortical NA

With the, as yet, modest effects noted to be associated with several (but not all) forms
of the D4 binding site, one should consider the interaction of the mesocortical DA
system with other monoamines. The intimate interactions of NA with DA processes
cannot be overlooked. The NA transporter (NET) can take up both NA and DA [130].
Such neurons can also release both NA and DA [89, 131]. Further NA is a high affinity
ligand for the DA D4 binding site [78, 90]. NA receptors may even control the cortical
release of DA, for with the alpha-1b site knocked out animals showed no extracellular
release of DA in response to amphetamine treatment [91]. The role of NA must be
considered in view of the well documented therapeutic effects of the newer (atomox-
etine), as well as the older uptake inhibitors (desipramine, imipramine), the alpha-2
agonists (clonidine, guanfacine), as well as the psychostimulants methylphenidate
and amphetamine that affect both catecholamines similarly [132].
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The role of NET in the function of the “mesocortical pathway” is prominent
in the response to methylphenidate, as it is far more abundant than the DA trans-
porter [133]. Indeed, some changes in the NET genotype (G1287A, NET1) have
already been reported to be associated with AD/HD [134] and in particular the
symptoms of hyperactivity and impulsivity [135] (pace negative results for other
polymorphisms in three studies [136, 138]). These symptoms are improved by atom-
oxetine treatment [139]. Tantalizing but as yet equivocal evidence has been reported
for associations of polymorphisms of the synthetic enzyme and alpha-2 receptor sites
with inattentive symptoms [140, 142].

Effects of NA associated with cognition probably occur through one of the three
forms of the alpha-2 receptor located largely postsynaptically and with a high affinity
for NA. (Alpha-1 and beta sites have a lower affinity for NA and may come into action
in stress situations associated with high levels of NA [77]. In the monkey model
infusion of guanfacine into the ventralateral PRF strengthened associative learning
and impulse control [143, 144]. In dorso-lateral regions an alpha-2 antagonist induced
some behavioral hyperactivity, more errors of commission on sustained attention
tasks and no-go errors on Go/no-go tasks [77, 145, 146], reminiscent of the features
ofAD/HD children. These effects are consistent with what we know about the normal
role of NA. The locus coeruleus, the pontine nucleus of origin of the cortical NA
fibers, shows tonic slow firing rates in the waking state: the appearance of stimuli
relevant to the ongoing situation elicits clear phasic increases of neuronal firing,
thereby also suppressing responses to irrelevant stimuli [80]. This role is consistent
with a “tuning” function for NA activity [79].

While published descriptions of neuroimaging studies relevant to the role of NA
in AD/HD are still awaited, there are some data from electrophysiological studies.
The sort of AD/HD subject that profits from imipramine treatment (that may affect
NA and 5-HT systems) is one who shows EEG characteristics of a maturational lag
[147]; these subjects show a widespread increase of theta power, expected to decrease
with development, but reduced power in the beta and alpha bands posteriorly). The
theta power also tends to normalise following methylphenidate treatment, especially
over right frontal regions [148]. Robust clinical responders to psychostimulant med-
ication show an anterior/posterior ratio of the P300 ERP amplitude exceding 0.5;
just over half of the subjects tested on atomoxetine also showed this characteristic
[149]. In a visual or auditory oddball paradigm methylphenidate treatment is asso-
ciated with increasing the small P3a and P3b characteristic of unmedicated patients
[148, 150, 151]. Indeed, sometimes both latency and the amplitude variability across
subjects is reduced by methylphenidate treatment [152]. The enhancing effect on P3
(and processing negativity) is largely seen with target processing, consistent with an
NA facilitated tuning effect [153, 154]. Probably reflecting both the NA and DA ef-
fects of methylphenidate, psychostimulant treatment also normalises early stages of
information processing (a reduction of the large N1 and P2 amplitude, and increases
of the size of the N2 in Go/no-go tasks [155, 156]).
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Cortical 5-HT

It is not widely appreciated that changes in the 5-HT system may contribute to the
clinical picture in AD/HD. This view arises out of the lack of an effect of the major
pharmacotherapeutic agents on 5-HT activity4. Hence there have been few studies
of direct relevance to this chapter. Genetic, biochemical and neuropsychological
evidence has recently been reviewed [59].

One must first bear in mind that in brain regions where there is a common inner-
vation from DA and 5-HT fibers, 5-HT activity modulates that of DA. Receptors are
found on mesocortical DA fibers where 5-HT2c sites modulate tonic DA outflow,
while HT2a sites affect active DA transmission [68, 158]5. Thus it is not surprising
that CSF measures of the metabolites of both monoamines are often inter-correlated,
and were reported to decrease in AD/HD subjects responding to methylphenidate
treatment [162].

From a functional point of view shifts of attention facilitated by methylphenidate
are impaired by reducing 5-HT synthesis in healthy young adult subjects [163]. Let us
take the example of the cognitive challenge of conditioned blocking. Healthy children
switch out the influence of superfluously related stimuli while learning a conditioned
association [164]. This is associated positively with levels of DA metabolites (HVA)
excreted, but negatively in AD/HD children experiencing difficulties with condi-
tioned blocking. Additionally the AD/HD children showed a positive association
with the removal of 5-HT metabolites (5-HIAA). This is consistent with the AD/HD
children removing high levels of 5-HIAA and showing low HVA/5-HIAA ratios of
relative metabolic activity. This result contributed to the author’ suggestion that with
respect to 5-HT activity AD/HD children show hypodopaminergic activity [165].
This is also consistent with the authors’ report of correlations between cognitive im-
pulsivity measured on the stop-task and decreasing affinity of the 5-HT transporter
that would lead to higher levels of 5-HT in the synapse and correspondingly more
metabolism [22]. Rubia and colleagues [166] also report fMRI evidence from young
adults of cognitive control by the 5-HT system. Decreased 5-HT synthesis induced
by an amino acid drink related to more left/righthand choice errors on a go/no-go
task using arrow-cues. The change in 5-HT levels was associated with decreased
BOLD signal from the inferior and orbital frontal cortices, but an increased signal in
the temporal lobe. (The former regions were noted above to be of special interest in
explaining function in AD/HD.)

In continuous performance tests, perceptual sensitivity (d-prime) falls with an
increased excretion of 5-HT metabolites [16]. The relationship of DA to 5-HT activity
(HVA/5-HIAA) is depressed in some samples of AD/HD children [165], although
increases of this ratio may reflect motor activity [167]. Let us consider some direct

4 It is also not widely appreciated that atomoxetine binds to the 5-HT transporter with an
affinity, very approximately, only an order of magnitude less than for the NET. For compar-
ison it binds to DAT with an affinity three orders of magnitude less, and methylphenidate
has an affinity for the 5-HT transporter well over four orders of magnitude less [157].

5 The HT2a effects are better documented from the mesocortical projection and the HT2c
effect on tonic DA outflow from mesolimbic projections [159, 161]
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Figure 2. Three ERP studies of AD/HD children showing a P2 component of large amplitude that may reflect anomalous serotonergic activity. (The
figures are modified after [26, 249, 250] and reproduced with the permission of Elsevier, Blackwells and the author, respectively.)
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measures of the role of 5-HT in the processing of salient stimuli in the sensory and
association cortices.

The amplitude of the N1 to P2 ERP elicited by auditory stimuli can depend on
their loudness. These two components reflect the excitatory response to salient stimuli
and the allocation of resources for further processing. The augmenting response
reflects 5-HT neurotransmission and has been used to predict clinical responses
to 5-HT agonists in affect disorders [168]. The slope is decreased following 5-HT
uptake inhibition [169]. Although the activity of other transmitters (e.g. DA and
acetylcholine) can also influence responsiveness [169, 170] the P2 component can
be viewed as a marker of the role of 5-HT in the interplay with the catecholamines
in the auditory cortices [171]. Long ago it was noticed that the response of autistic
children to fenfluramine and AD/HD children to methylphenidate could be predicted
by the augmenting response [172, 173]. More recently, numerous studies describe the
frequent occurrence of unusually large P2 amplitudes in AD/HD children – three are
illustrated in Fig. 2. The 5-HT influence may be more widespread. 5-HT suppression
through amino acid drinks increases mismatch negativity (that marks the detection
of deviant stimulation) – so increased activity may impair. The impairment of right
frontal MMN in AD/HD children may reflect this [26]. The MMN sources known to
include the right inferior frontal region are also those noted in fMRI studies (discussed
above) to be sensitive to AD/HD impulsivity and 5-HT activity [99, 166]. One of
the other sources of mismatch negativity is located in the cingulate cortex [174],
alongside dipoles for the event-related responses recorded after error commission.
One of these components (the Pe) may be reduced inAD/HD children [19]. Responses
to error commission are sensitive to the activity of the 5-HT transporter. Variations
in the transcriptional control region of the gene (5HTTLPR) come in short and long
versions. The low activity short variant is associated with larger error responses in
healthy subjects [175] – so that one would predict that the long variant may be
associated with reduced Pe. Indeed biased transmission of the long allele has been
reported recently for AD/HD [176]. Associations of the one or the other form with
the 7-repeat DA D4 allele have been related to opposite extremes of temperament and
anxiety in infants [177], and together with those for 5-HT may represent significant
markers for AD/HD [178]. Lastly, supporting the thesis of over-activity in the 5-HT
system, reductions of the 5-HT metabolite have been noted for hyperactive children
responding to medication [179].

Against this background, it may be borne in mind that there are several mecha-
nisms that could mediate the 5-HT/DA interactions in AD/HD. Thus, the nature of
the 5-HT transporter (5-HTTLPR) will affect the expression of 5-HT binding sites,
for example, the short allele is associated with a lower binding potential of the HT1a
site [180]. Agonism here is associated with reducing 5-HT activity that inhibits DA
release in terminal regions [181]. This could be one mechanism to combat hyper-
serotonemia. In contrast, agonism at DA D2 sites has been shown in microdialysis
investigations directed at the dorsal raphe origin of 5-HT projections to increase
5-HT release [182, 183]. This would suggest caution in the exploration of useful
DA agonists. With regard to ongoing treatment with methylphenidate, 5-HT ago-
nism (quipazine) in animals can interact to enhance the down regulation of the DA
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Figure 3. A scheme illustrating the synapse of a dopaminergic neuron, with the presynaptic
bouton on the left at the end of an axon leading from the cell body, and the post-synaptic
element on the right. The five types of DA receptor that may occur post-synaptically are
illustrated although they would not all be found in the same synapse. The contribution from an
astrocyte is symbolised by the glial cell below. The synthetic pathway for DA is illustrated pre-
synaptically. The points for the potential action of medication (methylphenidate) are illustrated
as a) the DA transporter on the cell body and on the bouton, and b) the vesicle monoamine
transporter (VMAT-2) where newly synthesised DA is taken up prior to exocytosis in the cleft
(Modified after [96] and reproduced with the permission of Cambridge University Press.)

transporter [184]. On the presynaptic bouton stimulation of both the D2 autoreceptor
and the DA uptake site can change the sequestering by the vesicular monoamine
transporter (VMAT-2) of transmitter be it DA or 5-HT [185, 186] (Fig. 3).

Mesolimbic pathway (DA)

Leading animal models have shown that the DA transporter (DAT) appears both to
work inefficiently and be over-expressed in the mesocortical pathway. By contrast,
these models disagree on the nature of the different situation in the mesolimbic
system [187]. Mesocortical function is dominated by the NET control of both DA
and NA clearance and release, exacerbated by disorder in the relatively sparsely
distributed DAT control. NET is barely present in most of the regions modulated by
the mesolimbic projections, but DAT is prominently represented.

The major targets of the mesolimbic DA pathway ascending from the mesen-
cephalic VTA are the nucleus accumbens, amygdala and the hippocampal com-
plex [55]. These regions receive topographically distributed glutamatergic input from
dorsal and orbital frontal cortices, and provide feedback via GABAergic and gluta-
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matergic pathways over several thalamic nuclei. Unusual activity in these constituent
circuits modulated by the mesolimbic afferents are postulated to account for the aver-
sion of many AD/HD children to delays. They can wait, but usually prefer a small
reinforcement over waiting for a larger one (reward discounting [92]). Support for
this being a prominent determinant of AD/HD behavior comes from many studies
[188–191]. This characteristic is interpreted as an inefficient coupling between cur-
rent responses and future rewards. The result is a reduced control by future salient
events on current events The gradient between the two is short and steep [96]. The
difficulty lies not in arguing whether there are problems in processing delays and
discounting rewards in children with AD/HD, but in refining our understanding of
what are the components of this phenomenon. For example, animals with lesions of
the amygdala also prefer immediate over later, larger rewards. However damage to
the input from the orbital frontal cortex has the reverse effect [191]. This could be
described as a system that controls “impulsivity” [193]. Do meso-accumbens DA
pathways mediate incentive motivation and reward [194], or do they (more parsi-
moniously) enhance a switch between circuits influencing the processing of more
or less salient information [196]. It should not be overlooked that communication
about reward (via some DA pathways) has much to do with its mediation by the
orexin/hypocretin output from the lateral hypothalamus and amygdala [196].

At the behavioural level there is an apparent choice ofAD/HD children to respond
to immediate events over other possibilities. How does DA availability affect this?
The answer here requires an understanding of what may be happening at the synapse
of an AD/HD patient with/without medication (Fig. 3). Normally in the basal ganglia
(in contrast to mesocortical regions) the ratios of DA, DAT and receptor densities
are similar and the function of DAT is likely to be a major contributor to DA sig-
naling [133]. Efficient DAT limits the duration of DA induced synaptic activity –
at low DA levels it stimulates DA release, at higher levels the DA D2 autoreceptor
attenuates release [133]. One would presume that psychostimulants are efficacious,
as the first of these two processes is impaired. But this need not mean that the DA
system is hypoactive. The increase could activate the D2 autoreceptors to reduce
the (over-)release of DA, especially that associated with the neural impulse. Indeed
methylphenidate also reduces the rate of spontaneous firing in mesolimbic neurons
[197]. Thus the overall effect of treatment could be to increase tonic, but to decrease
phasic DA release [198]. This would seem to fit the data from Schultz’s monkeys
[194]. He related a fast phasic component of the neural response to reward predic-
tion. This may be too strong in AD/HD and should be attenuated to allow delayed
behavioural response. Grace [198] suggested that through delayed development the
reduced cortical glutamatergic input to the accumbens would lead to a hypoactive DA
system. This proposal has been incorporated in the dynamic developmental model
of Sagvolden [96].

In adult subjects with AD/HD striatal DAT binding was reported to be un-
usually high (a SPECT study) and was reduced by nearly 30% after a month of
methylphenidate treatment [199]. This supports the notion (above) that tonic lev-
els of DA would increase, as confirmed for normal adults [200]. Interestingly, in
animals, co-administration of methylphenidate with nicotine (there are presynaptic
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acetylcholine receptors on mesolimbic neurons) increased DA levels in an additive
manner [201]. This may provide a basis for apparent attempts at self-medication
through cigarette smoking. Important for the distinction between the function of
tonic and phasic activity, and its behavioral effect, Volkow’s PET studies in humans
show that methylphenidate-induced increases in DA are associated with an enhanced
perception of a stimulus as salient [202]. While such perception is clearly relevant
for the interest in and motivation generated by such stimuli, it relativises the empha-
sis placed on mesolimbic reinforcement processes in the direction of the attentional
mechanisms I have emphasized.

There is evidence for genetic variation in the production of more and less efficient
DAT. The 10-repeat allele for DAT (3′ variable number tandem repeat polymorphic
site in 3′ region of the gene SLC6A3) is reportedly over-active. To obtain this ben-
eficial behavioural, attentional and biochemical response to methylphenidate it is
advantageous not to be homozygous for the 10/10 repeat allele of DAT [203–208] –
even though the EEG of homozygotes is somewhat normalized after treatment6 [206].
Although there is modest reason for suggesting a biased transmission of the 10/10
variant in AD/HD [210, 211], many studies do not find this – implying that we should
be looking for other types of DAT variant.

As suggested above there is evidence for the involvement of the ventral striatum,
thalamus and orbital-frontal cortex in discriminating reinforcement contingencies (or
their saliency) in normal subjects [212] and that the 10/10 allele is associated with
size reduction of the nearby caudate nucleus [128]. However, there is sparse evidence
that methylphenidate is associated with changes of the aversion to delays. Yet, we
have long known that the steep reinforcement gradient shown by the spontaneously
hypertensive rat model ofAD/HD is improved after methylphenidate treatment [213].
Immediate reinforcement was less effective and responses for delayed reinforcement
were strengthened. The same effect of treatment was reported from a study of adults
with a history of criminal behavior [214]. One presumes that the weak signal provided
by a cued delay of reinforcement is amplified by the drug’s effect on DA release.
This seems to be supported by another PET study of normal adults from the Volkow
team [215] showing that while the sight of food elicited no change in the dynamics
of DA activity, there was a major response if the subjects had received a prior dose of
methylphenidate. However, the apparent support from animal work is a bit difficult
to reconcile with other rodent studies showing that chronic treatment in the pre-
and peri-adolescent period resulted in less interest in natural rewards (e.g. sucrose,
novelty and sex: [216]. This qualification and the interpretation of Volkow’s data
would seem to put emphasis on the processing of the “signal” rather than on incentive
and motivation.

6 The opposite effect (increased theta power) on the magnetic form of the EEG after
methylphenidate treatment was reported for a group of ADHD patients who had not been
genotyped [209].
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Mesolimbic pathway (5-HT)

The previous section introduced the interactions of 5-HT with DA in regions inner-
vated by the mesocortical projections. Such interactions are relevant in areas inner-
vated by the mesolimbic system, and do concern the questions about impulsivity, of
reinforcement mechanisms and motivation just addressed.

In AD/HD children cognitive impulsivity measured by a reduced probability of
inhibition in the stop-task, is associated with decreased affinity (increased Kd in
platelets) of the 5-HT transporter [22] (Fig. 4)7. With regard to the reinforcement
mechanisms, stimulants like amphetamine (therapeutic in AD/HD) and cocaine act
presynaptically on DA transport. Both alter 5-HT dynamics. Indeed, if the DA trans-
porter is knocked out in rodents reinforcement measured by cocaine administra-
tion [217] or conditioned place preference to amphetamine [218] remains until a
5-HT1a antagonist is administered. Further, the sensitivity to reinforcement adminis-
tered by intracranial self-stimulation to the hypothalamus is increased by treating the
median raphe nucleus with a 5-HT1a agonist [219]. Interactions between 5-HT and
DA systems are central to considerations of cognitive impulsivity and the associated
evaluation of reinforcement.

There is a large body of animal research that clearly shows the involvement
of 5-HT interactions with DA in the mediation of the mechanisms underlying the
preferred choice of AD/HD children for receiving immediate rather than delayed
rewards. Measures taken with a dozen agents blocking NA and 5-HT uptake (but
not DA uptake) show that there is an increased efficiency for obtaining water pre-
sented on a schedule of differential reinforcement at low rates of response (DRL
[220, 221]). A similar effect was seen in young adult criminals given paroxetine
while performing a task where a short delay resulted in a small reward, but a longer
delay gave more reinforcement [222]. It may be noted that sub-chronic paroxetine
down regulates pre- and post-synaptic 5-HT1a sites in normal young adults [223]. In
confirmation, enhancing activity at the HT1a sites in animals leads to problems with
delaying response for reinforcement [224, 225]. Enhancing activity at HT1b sites
attenuates the effects of psychostimulants like amphetamine in decreasing impulsiv-
ity and promoting responses to targets [226] while HT2 antagonism may also lead
to impulsive responding [227]. Comparison between animals bred for high or low
sensitivity to 5-HT1a stimulation showed the latter with high response rates, and low
reward rates on a DRL schedule [228]: these effects were improved with reuptake
inhibitors. Reduced 5-HT activity promoted the selection of the delayed but larger
reward [229, 230]. Recent thinking (and experiment) about these mechanisms led to
the suggestion that while DA systems should be active during behavioral decisions
requiring effort and concerning delay, 5-HT systems were needed for the latter [231].

7 Cognitive impulsivity should not be confused with poor control of aggressive responses,
often seen in ADHD children, especially those with comorbid conduct disorder. For disrup-
tive behavior the association with the affinity of the transporter was the opposite (Fig. 4),
consistent with a significant literature on the role of 5-HT in aggression [22].
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Figure 4. The relationship of the affinity (Kd) of the 5-HT transporter on platelets sampled from children with AD/HD with (left) their ability to withhold
response if required on the stop-task (stop-signal reaction time SSRT) - the lower the probability of inhibiting a response (i.e., the more impulsive)
the higher the Kd (lower affinity: Bmax was unrelated). On the right the reverse relationship between increasing Kd and more aggressive behavior is
shown. (Modified after [22] and reproduced with the permission of Taylor/Francis.)
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Thus, overall, there is reason to believe that 5-HT plays a marked role in the
sensory, reinforcement, inhibitory and motor processes that are disturbed in AD/HD.
At least in relation to 5-HT activity, the DA system seems to be hypoactive.

The status of peripheral and central nervous monoamine systems

Measures of the elimination of monoamine metabolites are indirect indicators of
transmitter activity. It is difficult to identify the sources of these metabolites. But
it is of both basic and clinical interest that there is some broad support for the
relative activities between the monoamines, and some associations for these ratios
with measures of symptoms or cognitive activity in young subjects with or without
AD/HD.

NA metabolism

Levels of the metabolite MHPG (3-methoxy-4-hydroxyphenyl glycol), possibly an
indicator of resting NA metabolism, are reported to be unusually low in AD/HD in
8/13 studies [59]. Raised levels of other metabolites such as NMN (normetanephrine)
have been reported, possibly reflecting increased sympathetic actvity [17, 179], as
associated with the stress of a cognitive task [17, 232]. Sub-chronic treatment with
methylphenidate often results in further decreases of MHPG in peripheral catch-
ments [233, 238] that correlate with improvements in symptom ratings [237, 239].
Speculatively, this may reflect a reduction of NA overflow resulting in the better
control of DA/5-HT interactions via the high affinity alpha-2 rather than the alpha-1
site that is more closely related to activity in stressful situations.

DA metabolism

Pharmacological blocking of peripheral catecholamine breakdown shows that 15-
20% of HVA may have a central origin. As a group levels are reported as normal,
sometimes a bit low in CSF [240], plasma [241] and urine [235, 242]. Psychostimu-
lant treatment tends to lower HVA excretion (in urine, plasma and CSF), if not quite
to the same extent as the effect on MHPG [179, 233, 242, 243]. Shekim et al. [235,
236] reported a rate-dependent effect with high levels being lowered and low levels
raised. Down-regulation has been reported to relate to decreases of symptoms, more
especially for measures of hyperactivity than of attention [162, 240, 241, 244]. To-
gether these data suggest that in comparison with NA metabolism the DA system is
relatively hyperactive [165], even if some indicators suggest that DA metabolic ac-
tivity is lower than normal. For example, Konrad [17] reported that impulsive errors
of commission on a CPT-ax task related to rates of eye-blinking, and hence indi-
rectly DA activity. Further, signal detection measures on a test of sustained attention
(CPTax) were inversely related to HVA in normal children; no such relationship was
found in age-matched children with AD/HD [16].
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5-HT metabolism

A markedly lower ratio of DA to 5-HT metabolites (HVA/5-HIAA) reported in
AD/HD subjects would be consistent with slightly lower DA and higher 5-HT
metabolism [165]. But this result has not been supported in all samples [167, 245].
However, the increased 5-HIAA levels reported were shown to correlate closely and
inversely with two quite separate measures of attentional ability, namely conditioned
blocking and sensitivity (d-prime) on the CPT-ax task [16, 164]. These results along
with those for the stop-task (see Fig. 3 are consistent with an over-availability of
5-HT in the synapses of children with AD/HD.

Could there be a simple explanation for the proposed relatively hyper-serotonergic
(vs. DA) situation? Uzbekov [179] proposed one possibility. His laboratory found
that while stimulant treatment (sydnocarb) reduced the high levels of 5-HIAA, N-
methyl-nicotinamide (N-mna) levels rose. N-mna is the end product of the alternative
metabolic pathway for the 5-HT precursor L-tryptophan. One may entertain the pos-
sibility that over activity of the indoleamine was pharmacologically diverted to an
alternative metabolic route. This would be consistent with a psychostimulant induced
reduction of 5-HT levels [246]. The hypothesis is open to test.

Conclusions

The diagnosic manuals maintain that AD/HD incurs differentially a broad range
of cognitive (inattention), motor (hyperactive) and impulsive (response inhibition)
problems. The core of this was described some 50 years ago [247]. The bases for
these and related problems lie along a cerebellar – pontine/mesencephalic – cerebro-
cortical axis (cf. patho-physiological findings, [248]). Recent experimental and phar-
macological work points to a large contribution from the monoaminergic pathways
originating in the mid/hind brain to the dysfunctions in the target areas innervated
by dopamine (DA), noradrenaline (NA) and serotonin (5-HT). A significant propor-
tion of these (dys)functions can be attributed to executive proceses, the evaluation of
stimuli and the reinforcement potentially associated with these events. Monoamine
activity is discussed within the context of a dual-pathway theory of AD/HD func-
tion [92]. In this context mesocortical contributions to neuropsychological perfor-
mance are described here for NA (with respect to DA) and mesolimbic contributions
to reinforcement-related processes are described for 5-HT (with respect to DA). To
divide the roles of the pathways in this way is useful but does tend to over simplify.
Thus, different forms of impulsivity depend on mesolimbic and on mescortical in-
teractions. To summarise in terms of DA activity being proportionately higher than
that for NA or lower than that for 5-HT has a degree of validity but is a general-
ization masking some of the details of the mechanisms involved. The realization of
cognitive process in the form of adaptive behavior necessarily incurs additional local
GABAergic feedback, glutamatergic cortico-striatal integration and moderation by
cholinergic input.
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Prepulse inhibition (PPI) refers to the decrease in the response to a startling stimulus
when a weak pulse precedes it. The phenomenon depends mostly on the intensity
of the pulse and prepulse, the time interval between them, and the intensity of back-
ground noise. In this chapter, we review and discuss studies describing the behavioral
properties and the neurobiological basis of the acoustic startle response (ASR) and
PPI, show how a computational model summarizes these data, and extend an exist-
ing theory of how simple and fast PPI mechanisms interact with higher and slower
cognitive processes.

Acoustic startle response and prepulse inhibition

The acoustic startle response (ASR) is the reflex reaction elicited by the presenta-
tion of loud auditory stimuli (pulses). The ASR can be modified when the startling
stimulus is preceded closely in time by another stimulus (prepulse). In this case,
the amplitude of the ASR can be enhanced (prepulse facilitation, PPF) or decreased
(prepulse inhibition, PPI), compared to the case in which the startling stimulus is not
preceded by a prepulse. Furthermore, prepulses can be given in the same modality as
the ASR pulse (i.e., acoustic), as well as in others (e.g., visual; [1]). When the inter-
val between prepulse and pulse onset (referred to as lead interval) is around 100 ms,
PPI exhibits a maximum. Gradually increasing the lead interval beyond this interval
decreases inhibition and shorter lead intervals (below 50 ms) might result in PPF [2].

Behavioral properties of the ASR

The ASR increases with increasing pulse intensity, decreasing prepulse intensity
and when the background noise level changes from a silent condition to 80 dB

Hoffman and Searle [3] (Experiment 6) analyzed the role of the prepulse intensity
and its interaction with background noise level on the startle response in rats. In
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Figure 1. Effects of prepulse intensity and its interaction with background noise level on the
startle response in rats. Left panels: Experimental results [3]. Right panels: Simulated results.
Top panels: Silent condition. Bottom panels: 80 dB background noise.

their study, two different sound sources were used, one to generate the pulses and
prepulses and another to provide the background level stimulation. The experiment
consisted in presenting a 20 ms prepulse of varying intensity (50, 65, 80, 95, 110, 125
or 140 dB) preceding a 20 ms, 140 dB pulse by a 100 ms lead interval. Responses
to both prepulses and pulses were measured in two different background conditions,
namely, silence or 80 dB broadband noise. In order to gauge the animals’ responses,
rats were placed in chambers that had magnets attached to them, which in turn were
located inside stationary coils. Therefore, rats’ movements produced variations in
the magnetic flux transversing the coil, making the instrument sensitive to sudden
movements, such as startle responses. As shown in the left panels on Fig. 1, Hoffman
and Searle [3] found that, in a silent background, low intensity prepulses (50 dB)
could inhibit the ASR, even when they do not elicit detectable responses. When the
prepulse intensity increased, theASR was further attenuated. In the 80 dB background
condition, low intensity prepulses (50, 65 and 80 dB) did not significantly inhibit
the ASR, but when the prepulse intensity was increased beyond 80 dB, the ASR
decreased. In both background conditions, as the prepulse intensity increased, the
prepulse-elicited reactivity increased monotonically. However, the response to the
140 dB prepulse was higher in the 80 dB background condition.



Prepulse inhibition mechanisms and cognitive processes: a review and model 247

The ASR is an inverted U-shape function of the background level noise

Ison and Hammond [4] (Experiment 6) extended the results reported by Hoffman
and Searle [3] regarding the effects of the background noise level on the ASR. Since
the latter study had only analyzed two different background conditions (silence and
80 dB), Ison and Hammond [4] studied the rats’ responses to a 20 ms, 119 dB
pulse using six different background noise levels (65, 70, 75, 80, 85 and 90 dB).
The apparatus used in the experiment consisted in an accelerometer attached to the
animal chamber, the output of which was fed into a device that converted it into
millimeters of pen deflection. Experimental results shown in the left panel of Fig. 2
indicate that the ASR peaks when the background intensity is 75 dB.

Ison and Hammond (1971)
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Figure 2. Effects of background noise level on the startle response in rats. Left panel: Exper-
imental results [4]. Right panel: Simulated results.

The ASR shows different forms of plasticity

The ASR can undergo amplitude habituation [3], sensitization [5], potentiation by
fear [6] and attenuation by pleasure [7].

Habituation
The decrease of the ASR after repeated stimulation in a low background can be
explained by either an increase in the animal’s threshold for responding or a change
in the input-output slope (ratio). Pilz and Schnitzler [8] tested these hypotheses
with two experiments. In the first, the rat’s ASR showed a decrease in amplitude
across blocks, and an increase in responding for increasing stimuli levels. Using a
linear function to fit the ASR amplitude dependence on dB input, a threshold level
could be determined for each block, which remained constant across blocks (around
80 dB). In the second experiment, near-threshold stimuli were used until a criterion-
level response was reached (i.e., until the ASR level reached a small fixed value),
intermixed with a series of intense stimuli. As expected, responding to the high
amplitude stimuli decreased across the trial blocks. In addition, the amplitude of
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the input stimulus needed to reach the criterion level also increased, a result similar
to the one obtained by Hoffman and Searle [3]. Even though Hoffman and Searle
[3] interpreted these results as an indication of a change in the threshold level after
repeated stimulation, Pilz and Schnitzler [8] showed that this effect was caused by a
change in the slope of the response function, and not by a threshold variation. Taken
together, the results of both experiments support the view that habituation of the ASR
is due to a change in the input-output slope, and not a change in the threshold level.
Therefore, the authors concluded that the amplitude habituation center of the ASR
should be located downstream of the startle circuit.

Sensitization
Davis [5] studied the conditions under which the startle response of rats changed after
repeated simulation. In one of his experiments, he found that the ASR amplitude of
rats to a salient tone decreased (habituated) across blocks of trials in a 60 dB back-
ground noise. However, when the background noise level was increased to 80 dB, re-
sponding increased across trials, an effect that remained even after repeated sessions.
Davis [5] showed that this sensitization effect was due to the background exposure
previous to the presentation of the startling stimuli, and not to a tone-repetition ef-
fect. Furthermore, he showed that sensitization reached a maximum level (around
30 to 45 min of background noise exposure), after which habituation to the startling
stimulus prevails, decreasing the amplitude of the ASR. These results show that re-
sponding to acoustic stimulation is dependent not only on the background level at
the time of testing, but also on the background level previous to it.

Potentiation by fear and attenuation by pleasure
The fear-potentiated startle effect [9] refers to the amplitude increase in the ASR
when the startle stimulus is delivered in the presence of another stimulus, which has
been previously conditioned to an aversive US. For example, rats that are trained
to fear an initially innocuous CS (such as a visual stimulus) by pairing it with a
footshock, produce larger ASRs when tested in the presence of the CS.

An opposite effect to the potentiation by fear of the ASR is observed when the
startling stimulus is presented paired with food or any other rewarding stimulus
(attenuation by pleasure). In this case, animals produce smaller ASRs than those
generated in the absence of the food. For example, Steidl, Yeomans and Li [7] gave
brain-stimulation rewards to rats in the presence or absence of a light, and after this
conditioning, rats tested with the reinforced CS produced smaller ASRs than those
of the rats tested with the light off.

Behavioral properties of PPI

PPF is obtained for short lead intervals (below 30 ms) and PPI reaches a maximum
for lead intervals ranging between 50 and 100 ms

Plappert et al. [2] (Experiment 2) studied the range of lead intervals for which PPF
and PPI showed maximum values, and how the lead interval interacted with prepulse
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Figure 3. Effects of lead interval and its interaction with prepulse intensity on the ASR. Left
panel: Experimental results [2]. Right panel: Simulated results.
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Figure 4. Effects of lead interval and its interaction with prepulse intensity on the ASR. Left
panel: Experimental results [10]. Right panel: Simulated results.

intensity. In their study, mice were exposed to a 33 dB background noise level,
in which a 20 ms, 110 dB startling stimulus (pulse) was presented either alone or
preceded by a prepulse. The prepulse intensity was either 35, 45, 55 or 65 dB, and the
lead interval took one of eight possible values: 6.25, 12.5, 25, 37.5, 50, 100, 200 and
400 ms. The experimental chamber was placed on top of a piezoelectric platform
that transformed animals’ movements into voltage signals. After this information
was filtered and amplified, startle responses were determined as the peak-to-peak
voltage difference during a 50 ms time window before and after stimulus onset. As
shown in the left panel of Fig. 3, Plappert et al. [2] reported that PPI decreased for
low intensity prepulses, and that PPF was obtained for shorter lead intervals (below
30 ms) and lower prepulses. In addition, PPI peaked between 50 and 100 ms.

Reijmers and Peeters [10] conducted a similar experiment with rats, in which
three different 3 ms prepulses (81, 83 and 85 dB) presented on a continuous 79
dB background noise preceded a 25 ms, 119 dB startling pulse. The rats’ ASRs in
these conditions were compared to those obtained when the pulse was presented
preceded by no prepulse to determine the occurrence of PPF or PPI. They used
eight different lead intervals (3, 4, 6, 8, 13, 28, 53 and 103 ms) to analyze the
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interaction of prepulse intensity with lead interval. Animal responses were measured
using a piezoelectric device attached to the experimental chambers, and startle was
determined by averaging electrical activity elicited in a 200 ms time window after
stimulus onset. Concordant to Plappert’s et al. [2] results, Reijmers and Peeters
[10] found greater PPF for lower prepulses (81 dB), increased PPI for more salient
prepulses (85 dB), and maximum inhibition for lead intervals around 50 ms, as show
on the left panel of Fig. 4.

Decrements in background level (gaps) produce PPI

Stitt et al. [11] reported the effects of decreasing the background noise level previous
to the presentation of the startling stimulus. In their experiment, rats were exposed
to a constant 70 dB background level, that was suddenly discontinued for a variable
period of time (thus producing a gap, in which the noise level was below 30 dB)
immediately followed by the presentation of a 20 ms, 125 dB pulse. Nine intervals
between termination (offset) of the background signal and presentation of the pulse
were used, namely, 0, 1, 4, 16, 64, 250, 1000, 4000 ms and 30 s. As in Hoffman and
Searle’s [3] experiment, startle responses were obtained by measuring the currents
induced in a coil, caused by the movement of a magnet attached to the experimental
chambers in which the rats were placed. Their results showed that increasing the
gap duration up to 250 ms resulted in an increased PPI of the ASR, whereas further
increases lead to smaller inhibitions. Interestingly, the ASR for the 0 ms condition
(when the pulse was presented in the 70 dB background) was greater than that
obtained for the 30 s condition (when the pulse was presented on a 30 dB background),
in agreement with Ison and Hammond’s [4] results (see section “The ASR is an
inverted U-shape function of the background level noise”).

An additional experiment analyzing the interaction between background noise
decrement with offset lead time was conducted by Ison et al. [12]. Mice in this study
were exposed to a 70 dB background noise, which was suddenly reduced in some
trials, thereby producing a gap. Four different background decrements (40, 30, 20 or
10 dB) preceded the presentation of a 20 ms, 115 dB startling pulse. Seven different
intervals between background decrement and pulse presentation (offset lead time)
were used (1, 2, 4, 6, 8, 10 and 15 ms). Startle responses were obtained by measuring
the voltage signal generated by an accelerometer connected to the mice cage. In
order to determine the percentage inhibition caused by the different gaps, startle
responses in these cases were compared to a control ASR, which was obtained when
the startling stimulus was not preceded by a background level decrement. Ison et al.
[12] reported that increasing the offset lead interval up to 15 ms resulted in increased
inhibition, in agreement with Stitt et al.’s [11] results. In addition, as shown in the
left panel of Fig. 5, their results showed that increasing the gap magnitude produced
greater inhibition.
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Figure 5. Effects of decreasing the background noise level and its interaction with lead interval
on the ASR. Left panel: Experimental results [12]. Right panel: Simulated results.

Increasing the duration of prepulses increases PPI

Blumenthal [13] (Experiment 3) studied the effects of varying the prepulse duration,
as well as its interaction with prepulse level, on the human eyeblink response. In
the experiment, startle stimuli consisted of 50 ms, 85 dB pulses, whereas three dif-
ferent prepulse intensities (40, 50 and 60 dB) were used. Keeping the lead interval
constant at 150 ms, four different prepulse durations (6, 20, 50 and 100 ms) were
tested. Startle responses were determined by measuring electromyographic activity
in the subjects’ orbicularis oculi. Blumenthal [13] reported that increasing prepulse
intensity increased PPI, as well as increasing prepulse duration from 6 to 20 ms
(Fig. 6, left panel). However, when prepulse duration was increased beyond 20 ms
(up to 100 ms), it did not produce a significant inhibition increase.
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Figure 6. Effects of prepulse duration and its interaction with prepulse level on the human
eyeblink response. Left panel: Experimental results [13]. Right panel: Simulated results.
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Prepulses inhibit startle responses of pulses but not their ability to inhibit
subsequent pulses

Swerdlow et al. [14] designed a study in order to test whether the inhibitory effect of
a prepulse (s) in theASR of a pulse (S1) also inhibited the capability of this pulse (S1)
to inhibit the ASR of another pulse (S2) presented subsequently. In their experiment,
40 ms, 120 dB pulses and 85 dB, 20 ms prepulses were used, presented on a 70 dB
background. Responses to startling pulses were measured under different stimuli
configurations and lead intervals, namely, to pulses 1) presented alone (S1 trials),
2) preceded by another pulse (S1–S2 trials; 1 and 3 s lead intervals), 3) preceded
by a pulse (S1) which had in turn been preceded by a weak prepulse (s) with a 100
ms lead interval (s–S1–S2 trials; 1 and 3 s S1–S2 intervals), and 4) preceded by a
weak prepulse (s–S1 trials; 100, 1140 and 3140 ms lead interval). Both rats’ and
humans’ responses were analyzed in this study, and similar results were obtained,
although inhibition in humans was smaller and decreased faster for longer intervals
between stimuli (rats’ responses were determined by recording electrical activity
from a piezoelectric crystal attached to the animals’ chambers, whereas humans’
responses were obtained through electromyographic recordings). As shown in the
left panel of Fig. 7, startle responses (in rats) decreased when pulses were preceded
by either pulses (S1–S2) or prepulses (s–S1). But even when prepulses decreased
the motor responses of pulses (s–S1 trials, 100 ms), they did not hinder the pulses’
ability to inhibit subsequent pulses, as manifested by the decreased responses to S2
pulses on the s–S1–S2 trials.

Swerdlow et al. (2002)
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Figure 7. Inhibitory effects of prepulses and pulses, varying lead intervals and stimuli config-
urations. Left panel: Experimental results [14]. Right panel: Simulated results.

Increasing the startling stimulus increases the ASR but reduces PPI

Yee et al. [15] analyzed the effects of pulse intensity on the ASR and PPI. In their
study, three prepulse intensities (71, 77 and 83 dB) and three pulse intensities (100,
110 and 120 dB) were used. Stimuli were presented on a 65 dB background and mice
activity was obtained by measuring the voltage signal generated by a piezoelectric
device attached to the experimental chambers. Startle responses were determined by
integrating this electrical activity over a 65 ms time window after stimulus onset.
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Figure 8. Effects of pulse intensity on startle and prepulse inhibition. Left panels: Experimental
results [15]. Right panels: Simulated results. Upper panels: Startle responses as a function of
pulse and prepulse intensity. Lower Panels: Prepulse inhibition as a function of pulse and
prepulse intensity.

Yee et al.’s [15] experimental results are shown on the left panels of Fig. 8. Results
in the upper panel show that increasing the pulse intensity yields increased ASRs for
all the prepulse levels, and that increasing the prepulse intensity, as expected, results
in decreased ASRs. However, when the ASR for the different pulse intensities are
converted into percentage PPI values (as shown on the lower panel), it can be seen
that the same prepulses generate greater percentage PPI when lower intensity pulses
are used.

Habituation of PPI

The inhibitory effect of a prepulse on the ASR decreases after repeated presentations
of the startling stimulus preceded by the prepulse [16]. This reduction in inhibition
could, in theory, be explained by two different mechanisms. One possibility is that
either the prepulse sensory input, or its inhibitory projection to the startle center
becomes habituated after repetitive stimulation. Another alternative is that this re-
duction in inhibition could be explained by a decrease in the startle response, if the
inhibitory potential of a prepulse does not decrease, but is instead related to the re-
sponse magnitude produced by the startling stimulus. Blumenthal [17] devised an
experiment to determine the mechanisms underlying the reduction of PPI observed
as the test sessions progress. In his experiment, the human eye-blink response was
analyzed using 95 dB noise pulses and 60 and 70 dB tone prepulses. Subjects in
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this study were initially exposed to one of three types of trials, namely, prepulses
without pulses, pulses alone or both prepulses and pulses paired on some trials (con-
trol condition). After this initial session, all subjects were exposed to trials in which
pulses were sometimes paired with prepulses. Therefore, by comparing the amount
of inhibition in the first trials of the second phase, the mechanisms responsible for
the attenuation of PPI could be determined. Blumenthal’s [17] results showed that,
compared to the control condition, PPI increased in the second session when pre-
pulses were presented alone in the first session, and decreased when only startling
stimuli were delivered in the initial session. Since repeated exposure to the prepulse
did not reduce this stimulus’ ability to inhibit the ASR, this result provided support
for the second mechanism described above regarding decreased PPI after continuous
testing. Hence, repeated presentation of stimuli that can act as inhibitors of startle
do not decrease their inhibitory potential.

Attentional mechanisms involved in PPI

According to the attentional theory of PPI [18], attention to the prepulse influences
the subsequent inhibition of the ASR. Dawson et al. [19] reported that using 120 ms
lead intervals produced greater inhibition when the prepulse stimulus was attended
compared to that observed when the prepulse was unattended. However, when the
lead interval was either decreased (60 ms) or increased (240 ms), the prepulse atten-
tional condition did not influence inhibition of the ASR. Therefore, Dawson et al.
[19] suggested that even when the inhibitory mechanisms triggered by a prepulse are
automatic, they can be influenced by attentional states.

Using fMRI, Hazlett et al. [20] examined the brain areas that show differen-
tial activation when attention to the prepulse is manipulated on a PPI paradigm.
They reported a significant difference among conditions (attended prepulse + startle
stimulus, unattended prepulse + startle stimulus, startle stimulus alone) in the right
thalamus, and in the anterior and mediodorsal nuclei of the thalamus. In all cases,
blood-oxygen-level-dependent (BOLD) responses were greatest in the attended con-
dition, and weakest when the startle stimulus was presented alone. This result is in
agreement with the ventral pallidum (VP)–mediodorsal thalamus (MD) circuit pro-
posed by Kodsi and Swerdlow [21], which is believed to play a delayed mediatory
role on PPI. Therefore, Hazlett et al. [20] proposed that attentional manipulations
of the prepulse result in delayed cortical-thalamic activity, which converges into
the ASR circuit at the pedunculopontine tegmental nucleus (PPT) level. However,
a caveat in this study is that the experimental design did not include behavioral as-
sessments of PPI, and therefore the degree to which the observed differential brain
activities correlate to response inhibition cannot be determined.

In a related study, Bitsios and Giakoumaki [22] analyzed the relationship be-
tween PPI and the Rapid Visual Information Processing, Stockings of Cambridge
and Stroop tests, cognitive tasks assumed to involve attentional and executive mech-
anisms. In the Stroop test, subjects are asked to name the color of the word they see.
Individuals take longer to name words that describe a color different from the color
of the text. In the Rapid Visual Information Processing test, subjects are presented
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with rapidly-changing number sequences and their task is to press a button when
a they detect a target. In the Stockings of Cambridge test, two sets of objects are
presented in different patterns, and the executive task consists in rearranging one set
in the minimum number of movements to reproduce the configuration of the other.
By performing all the tasks with the same pool of subjects, the authors could deter-
mine the correlation between PPI and these tasks. Among the cognitive tasks, it was
hypothesized that the Stroop test (which is an “inhibition-based” paradigm), could
closely resemble a PPI paradigm, since this task involves the suppression of a cus-
tomary response (the word which is actually written) to selectively attend a feature
(the color in which the word is written) in order to produce a correct response. No
correlation between the results of the PPI experiment and the cognitive tasks reached
significance in the Bitsios and Giakoumaki [22] study. However, they reported that
even when the correlation coefficient between the PPI measurements and the Stroop
interference test did not reach significance, it showed a trend (p = .068). As hypoth-
esized, this result led the authors to suggest a possible connection between PPI and
the Stroop test, since a better performance in the latter task reveals higher cognitive
inhibition, which could be reflected in greater inhibition of the ASR.

Mediating circuit of the ASR and PPI

Hoffman and Ison [23] proposed a hypothetical circuit in which PPI is mediated
by a fast excitatory pathway that is in turn inhibited by a slower-activated parallel
pathway. In line with Hoffman and Ison’s suggestion, the physiological data described
below support the view that the mediating circuit is composed of those two main
pathways (excitatory and inhibitory).As shown in Fig. 9, the excitatory pathway of the
mediating circuit is composed of the cochlear root nucleus (CRN) that projects to the
giant neurons in the caudal pontine reticular nucleus (PNC), whereas the inhibitory
path includes the ventral (VCN) and dorsal cochlear nucleus (DCN), inferior (IC)
and superior colliculi (SC), and the PPT.

Excitatory pathway

Experimental results provide evidence of a CRN-PNC connection, in which neu-
ral activity to acoustic stimulation exhibits latency and threshold features totally
compatible to the ones observed in the ASR.

Cochlear root nucleus (CRN)
Cochlear root neurons are large cells (35 µm in diameter) in the cochlear nucleus,
which receive direct input from the cochlea via the auditory nerve, and project to
several areas, including the PNC, SC and lateral lemniscus (LL) [24].

Caudal pontine reticular nucleus (PNC)
Lingenhöhl and Friauf [25] studied cell populations in the reticular formation in
rats, focusing especially on whether PNC neurons receive auditory input and if their
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Figure 9. Schematic outline of the mediating circuit of the startle response.

potential latency is as short as the one involved in the ASR. In order to address these
questions, they used a combination of intracellular electrophysiological recordings
to measure acoustically-elicited activity, and injections of horseradish peroxidase
to identify the anatomy of the rat’s cells being analyzed. Their results showed that
neurons in the PNC were excited shortly after acoustic stimulation, leading Lingen-
höhl and Friauf [25] to suggest a direct connection between the CN and the PNC.
They were also able to characterize the morphology of the acoustically-driven PNC
neurons, reporting that these cells exhibited very large somas. These results made
Lingenhöhl and Friauf [25] suggest that the “giant PNC neurons” could both me-
diate and modulate the ASR, since their large size allows them to rapidly transmit
information to the spinal interneurons, as well as to receive information from other
brain regions.

In an ensuing study, Lingenhöhl and Friauf [24] used tracing techniques to iden-
tify the sources of input to the PNC neurons. Their results showed bilateral projections
from several auditory brainstem nuclei to this structure, mainly from the CN and su-
perior olivary complex (SOC), but none from the LL. This finding simplified the
acoustic startle circuit originally proposed by Davis et al. [26], which included the
LL as a component of the excitatory pathway.

Further evidence for the role of the PNC neurons in the mediation of the ASR
and PPI was reported by Carlson and Willott [27]. They analyzed the relationship
between the ASR and neural activity in neurons of the PNC in C57BL/6J mice under
three different conditions, namely, when mice responded to startle stimuli alone, on
PPI trials and after the effects of high-frequency hearing loss observed in aged mice.
Their results showed that action potentials evoked on PNC neurons after acoustic
stimulation of the mice closely resembled the main characteristics of the measured
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ASR (threshold and latency). In addition, and replicating results in cats of Wu et al.
[28], Carlson and Willott [27] found neural inhibition in the PNC neurons when the
startling stimulus was preceded by a weak prepulse.And lastly, old mice that exhibited
high-frequency hearing loss displayed enhanced neural PNC inhibition and PPI to
low-frequency tone stimulation. High-frequency hearing loss is accompanied by a
shift in responding of neurons in the IC from higher to lower frequencies [29], causing
the overrepresentation of low-frequency tones in the auditory pathway. Carlson and
Willott [27] reported that this increased salience of low-frequency inhibitory tones
caused by the hearing loss in old mice, manifested behaviorally as an increased PPI,
was correlated to neural activity in the PNC, further supporting the notion that this
brain region mediates the ASR.

Inhibitory pathway

Experimental results suggest a CN-IC-SC-PPT-PNC pathway that mediates inhibi-
tion of the ASR. This path runs parallel to the excitatory pathway described before,
and both converge at the level of the PNC, where the resulting processing is relayed
to the spinal motoneurons to produce the startle response after acoustic stimulation.

Cochlear nucleus (CN)
The CN receives input from all the axons in the auditory nerve, and constitutes
a point of information divergence, since fibers from the auditory nerve project to
different areas in the CN, the ventral CN (VCN) and the dorsal CN (DCN). These
areas do not only differ in their location within the CN, but also in the types of cells
that compose them. The VCN consists of four different types of neurons, namely,
spherical bushy cells, globular bushy cells, octopus cells and multipolar/stellate cells,
whereas the cells that compose the DCN are fusiform, radiate, fan, cartwheel and
small stellate. The VCN projects bilaterally to the SOC, and both the VCN and DCN
project contralaterally to the IC and LL.

Inferior colliculus (IC)
Carlson and Willott [30] suggested a PPI model in which the prepulse-elicited in-
hibition was mediated by the IC, from where information was transmitted to the
PPT and converged later with the excitatory pathway of the ASR at the level of the
PNC. Leitner and Cohen [31] tested the role of the IC in the inhibition of the ASR
in rats. In their experiment, PPI of the ASR was initially assessed using both visual
and auditory prepulses in two groups of rats (control and experimental). No differ-
ences in response amplitude or latencies were found when rats were tested using an
acoustic startling stimulus alone or preceded by either an acoustic or visual prepulse.
Subsequently, rats in the experimental group sustained electrolytic lesions in the IC,
after which all rats were tested again with the same design used prior to the lesions.
Whereas the response amplitude from rats in the control group did not significantly
differ between pre- and post-lesion tests, rats in the experimental group exhibited
a significant increase in the ASR. In addition, auditory prepulses were not longer
able to inhibit the ASR in the lesioned rats, but visual prepulses were. Latencies
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in both groups were reduced in the post-lesion tests, suggesting that different pro-
cesses might govern latency and amplitude modification of the ASR. These results
led Leitner and Cohen [31] to suggest a role of the IC in the ASR reduction by acous-
tic prestimulation. However, the fact that IC lesions resulted not only in decreased
acoustic PPI, but also in increased ASR amplitude, is consistent with the view that
the IC could also play a role in the inhibition of the startling stimulus itself.

Superior colliculus (SC)
Fendt [32] studied the effects of blocking GABA receptors of the SC on PPI of the
ASR, by using microinjections of picrotoxin. As a result of this manipulation, the SC
was moderately stimulated (though not to the point to elicit motor reactions), and PPI
was significantly enhanced, without changing the ASR baseline responding. There-
fore, Fendt [32] argued that the SC might be a component of the circuit mediating
PPI of the ASR. Furthermore, since the SC receives and integrates information from
different sensory modalities (acoustic, visual and tactile; [33]), it could also represent
the entry point of other sensory prepulse information into the inhibitory pathway of
the ASR. However, the fact that the ASR baseline responding was not affected after
picrotoxin injections (as was the case after IC electrolytic lesions, see above) could
be explained in terms of the low doses used (to avoid behavioral responses), or to
parallel IC-PPT projections [30].

Pedunculo pontine tegmental nucleus (PPT)
Since the PPT receives projections from the SC [34] and also presents a short latency
activation after acoustic stimulation (13 ms; [35]) this structure is a likely component
of the mediating circuit of the ASR. Therefore, Koch et al. [36] studied the way in
which the PPT influences PPI of the ASR in rats, specifically through cholinergic
neurons that innervate the PNC. Using retrograde tracing techniques, they found
that the only sources of cholinergic input to the PNC were provided by the PPT
and laterodorsal tegmental nucleus (LDT). Acetylcholine (ACh) agonists (AMCH
and carbachol) both increased and decreased the evoked activity of neurons in the
PNC. However, a large number of acoustic neurons (those that respond to acoustic
stimulation) in the PNC were inhibited (58.5% when the agonist used was AMCH,
and 78% when it was carbachol), whereas a similar amount of non-acoustic neurons
were equally excited and inhibited. Koch et al. [36] attributed the lack of inhibition
of all acoustic neurons in the PNC after ACh agonist administration to the fact that
the PNC receives cholinergic input also from the LDT, which might exert a different
function. In addition, lesions of the PPT resulted in reduced PPI, further suggesting
a role of this region in the mediation of PPI. Koch et al. [36] also reported that
these lesions have no effect on the habituation of the ASR. Finally, Swerdlow and
Geyer [37] also analyzed the effects of PPT lesions on the ASR, and in agreement
with Koch’s et al. [36] results, found a decreased PPI in lesioned rats. However,
Swerdlow and Geyer’s [37] results also showed an increased ASR responding in the
rats that underwent PPT lesions, suggesting a role of this region in the inhibition of
the startling stimulus itself.
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Neuronal activity in the mediating circuit

In this section, we present neural recordings of the brain regions involved in the
generation of the ASR, described in Fig. 9.

Excitatory pathway

Cochlear root neurons
Through extracellular recordings, Sinex et al. [38] were able to characterize CRNs’
responses. They found that single units exhibited a marked first-spike to noise onset,
followed by a short (2 to 3 ms) refractory period, after which the cells continued to
fire, but with a lower rate than the one observed at the tone onset. These features are
shown on Fig. 10, for both individual (left panel) and averaged (right panel) trials.

Figure 10. Discharge rates for a CRN, shown as dot rasters (Left panel) and peristimulus time
histogram (Right panel) (reproduced from [38], with permission). The solid line indicates the
duration of the acoustic stimulus.

Sinex et al. [38] also analyzed the CRN frequency dependence and found that
these neurons exhibit high characteristic frequencies (CF), around 30 KHz (i.e., the
threshold for responding is the lowest for this frequency).

Caudal pontine reticular nucleus
Lingenhöhl and Friauf [24, 25] characterized PNC neurons responses in rats us-
ing intracellular recordings. In agreement with behavioral data showing a threshold
around 80 dB in order to generate acoustic startle responses [3], Lingenhöhl and
Friauf [24] reported that tones below 80 dB, although capable of producing excita-
tory post-synaptic potentials (EPSPs) on PNC neurons, were less likely to generate
action potentials. Fig. 11 shows the number of firing neurons in this brain region as
a function of input noise level.

It is worthwhile noticing that the PNC is an area where signals from other regions
relevant to acoustic stimulation converge, such as the PPT [30, 36]. Hence, in order to
better determine the CRN-PNC pathway connectivity (i.e., without interference from
other brain areas) a study similar to those performed by Lingenhöhl and Friauf could
be carried out, disrupting the influence of the PPT on the PNC either by electrolytic
lesions or drug manipulations (via cholinergic antagonists).
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Figure 11. Number of active PNC cells as a function of sound intensity [24].

Inhibitory pathway

Inferior colliculus
Moller and Rees [39] recorded single cells’ responses extracellularly in the inferior
colliculus of the rat in order to investigate if these could be described using a linear
model. They found that all cell measurements showed an almost linear relationship
between responding and sound intensity, with different slopes.

After comparing the experimental data with the results provided by a linear
model, Moller and Rees [39] inferred that neural discharge rates for increments and
decrements in stimulus intensity should be asymmetrical. Other experimental results
also seem to support the view that increments in sound intensity are more efficient
in inhibiting than equal decrements [40].

Pedunculopontine tegmental nucleus
Reese, Garcia-Rill and Skinner [35, 41] studied the evoked potentials and unit re-
sponses of PPT neurons after acoustical stimulation. One of their main findings was
that, within the PPT, there seems to be two different groups of neurons, with different
latencies and threshold responses. The short-latency group (around 6 ms) exhibits
also a lower threshold (from 50 to 60 dB), whereas the long-latency group (around
14 ms) evidences a higher threshold (from 70 to 80 dB). The existence of these two
cell groups in the PPT has led some researchers to propose that the facilitatory effect
of the prepulse for short lead intervals might be controlled by the short-latency cells,
whereas inhibition could be regulated by the long-latency group [42].

Neural basis of ASR habituation and sensitization

In order to study the neural basis of habituation, Leaton, Casella and Borszcz [43]
compared the ASR from decerebrate rats and normal animals. Their results showed
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that rats with incisions from near the intercollicular junction to the pontine-mesence-
phalic junction exhibited short-term habituation of the ASR, consistent with the view
that this process takes place in the basic stimulus-response pathway, through some
form of synaptic depression. Since in their surgical procedure all animals in the
experimental group sustained damage to the IC (which, as described above, is a
main component of the inhibitory pathway in the startle circuit), this damage might
be responsible for the increased responding. However, decerebrate rats showed no
long-term habituation of the ASR, expressed as a non-changing responding over
days, in contrast to the decreased responding observed in control animals. These
results suggest two different mechanisms of habituation, a short-term one occurring
within the stimulus-response pathway, and a long-term mechanism involving brain
areas more rostral to the locus of the lesion.

Based on the assumption that habituation and sensitization involve different neu-
ral processes [44], Davis et al. [45] investigated if eliciting electrical startle responses
from the CN and the PNC could separate these mechanisms. According to their re-
sults, since increased startle occurred after stimulation of the CN or the PNC, sensi-
tization should take place in the later parts of the circuit (PNC or motor neurons). By
the same token, since responding decreases after stimulation of the CN but not the
PNC, habituation should occur in the early stages of the circuit (before the PNC).

Since synapses from auditory afferents arising from the CN or CRN are the most
likely candidates to provide the cellular basis for short-term habituation, Weber,
Schnitzler and Schmid [46] extracellularly stimulated neurons in the lateral supe-
rior olive in order to excite traversing fibers originating in the CN, and projecting
to the PNC. By applying presynaptic current bursts in these cells (mimicking the
high frequency firing during auditory stimulation), they were able to measure exci-
tatory post-synaptic currents (EPSCs) in the PNC neurons. Their results showed an
exponential decay of EPSCs following repeated presynaptic stimulation over trials.
The parameters of this homosynaptic depression (HSD) matched several others from
short-term plasticity, e.g., facilitation of the second EPSC in a paired pulse paradigm
for short interstimulus intervals. This result is of particular interest, for it provides
support to the hypothesis that prepulse facilitation occurs in the CRN-PNC pathway,
and not through decreased activity in the inhibitory path. In addition, Weber et al.
[46] provided evidence that PNC neurons might receive inputs from cochlear nu-
cleus cells via group III metabotropic glutamate receptors, since specific antagonists
of these receptors blocked the HSD.

Modulatory circuit

The above-described mediating circuit of the ASR receives influence from other
brain regions, which modulate its behavior [47]. These modulatory areas, which are
schematized in Fig. 12, include the VP, nucleus accumbens (NAC), entorhinal cortex,
medial prefrontal cortex (MPFC), hippocampus and the amygdala.
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of the ASR and PPI.

Ventral pallidum (VP)
Dopamine infusion in the NAC reduces PPI in rats [48]. This disruption is believed
to be mediated by GABA-ergic projections from the NAC to the VP, since this effect
can be eliminated by infusions of GABA agonists (such as muscimol) into the VP
[49]. In order to determine which pallidal efferents influence the ASR, Kodsi and
Swerdlow [21] studied the three major areas to which the VP projects to, using both
lesions and infusion techniques. These areas include the PPT, MD and Subthalamic
Nucleus (STN). Their results showed that quinolinic lesions of the PPT significantly
reduced PPI, but did not alter the amplitude of the ASR. Intra-PPT infusion of the
GABA agonist muscimol reduced PPI when the drug dose was 10 ng or higher (when
compared to a saline control), but did not alter the startle amplitude for any dose.
In contrast, quinolinic lesions of the STN did not produce any statistical change on
PPI regulation and also failed to modify the forebrain dopaminergic regulation of
PPI. The effects of the MD lesions on PPI were more complex, since when rats were
initially tested, lesioned animals showed the same inhibition than controls. However,
subsequent testing using saline solution in both lesioned and control rats, showed
a decreased PPI in the former group. Kodsi and Swerdlow [21] conducted further
studies to determine if these results were caused by a delayed quinolinic acid action,
a delayed circuit modification or an experimental design effect. They concluded that
the most likely cause was an excitatory projection from the MD neurons to the MPFC
that forms a cortico (MPFC) – striato (NAC) – pallidum (VP) – thalamic (MD) circuit.
Therefore, Kodsi and Swerdlow [21] suggested that the VP influences PPI through a
main VP-PPT projection (via GABAergic transmission) and a VP-MD connection,
which indirectly modulates PPI through the cortical loop.
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Nucleus accumbens
Even though dopamine agonist infusions in the NAC modulate PPI through a VP-
PPT projection (see above), Kretschmer and Koch [50] proposed that the PPI dis-
ruption caused by intra-NAC glycine NMDA antagonists is not regulated by the VP.
To test their hypothesis, they analyzed the effects of systemic injections of both a
dopamine agonist (apomorphine) and a non-competitive NMDA receptor antagonist
(dizocilpine) on PPI and the ASR amplitude. Their results showed that whereas in
sham lesioned animals both drugs reduced PPI, this effect was disrupted in VP le-
sioned animals when apomorphine was infused, but not when dizocilpine was used.
Regarding the drugs’ effect on the ASR amplitude, only the dizocilpine infused rats
significantly increased their responding, and this effect was preserved in animals
with VP lesions. Similar results were obtained with intra-NAC drug infusions, when
dopamine or 7-CLKYN (glycine-site NMDA antagonist) was used. In this case, PPI
in sham lesioned rats is disrupted in both dopamine and 7-CLKYN infused animals,
but this effect is only present in 7-CLKYN infused animals with VP lesions. These
data support the hypothesis presented by Kretschmer and Koch [50] that NMDA
mediated PPI disruption is not regulated by the VP, as is the case in the dopamine
disruption of PPI, but instead could be controlled by a direct NAC-PPT GABA-ergic
projection.

Entorhinal cortex (EC)
Using microdyalisis techniques, Goto, Ueki, Iso and Morita [51] studied the effects
of bilateral EC lesions on dopamine release in the NAC in rats during acoustic
stimulation. They reported that lesions in the EC decreased PPI, but did not alter
significantly the startle amplitude, or its habituation across trial blocks. In addition,
they found that concentration of extracellular dopamine in the NAC was higher in
the lesioned group, even without acoustic stimulation, suggesting that this projection
could be acting as a tonic regulator of dopamine in the NAC. In sum, these results are
in agreement with physiological data showing that the NAC is a region interconnected
with other brain dopaminergic areas (such as the ventral tegmental area, VTA), and
therefore, when one of the NAC’s afferents is lesioned (such as the EC), dopamine
level changes can arise.

Medial prefrontal cortex and ventral hippocampus
Based on neurophysiological data indicating that schizophrenic patients exhibit
GABA-ergic deficits in the PFC and hippocampus, and on behavioral data show-
ing a decreased PPI of the ASR on these subjects, Japha and Koch [52] studied the
influence of these brain regions in the modulation of PPI in rats. Animals injected
with a GABA antagonist (picrotoxin) in the MPFC exhibited a dose-dependent PPI
reduction, an effect that could be reversed by the intraperitoneal injection of haloperi-
dol (a dopamine antagonist). Similar results, but of weaker magnitude, were found
when the picrotoxin was injected into the ventral hippocampus. The combined ad-
ministration of picrotoxin and haloperidol in both areas, however, did not restore the
ASR level to the control value, indicating a wearing effect of the drug combination
in the motor system. When picrotoxin was infused in the lateral PFC, no PPI reduc-
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tion was observed. These experimental results suggest that the MPFC and ventral
hippocampus influence PPI via dopaminergic modulations.

Dopamine depletion of MPFC neurons reduces PPI in rats
Bubser and Koch [53] studied the effects of reducing the concentration of prefrontal
cortex dopamine on PPI, by administering two different doses of 6-hydroxydopamine
hydrobromide (6-OHDA), 3.0 and 6.0 µg/µl. Even when neither concentration af-
fected the amplitude of the ASR, the higher dose of 6-OHDA significantly reduced
PPI. Bubser and Koch [53] explained these results in terms of the inhibitory effects of
dopamine in MPFC neurons. When dopamine concentration in this region is reduced,
glutamatergic projections from this area to the NAC and VTA are strengthened, in-
creasing dopamine activity in the NAC. However, the mechanisms underlying this
outcome are not completely identified, and two alternatives have been proposed. The
first one suggests that increases in dopamine activity in the NAC could be the conse-
quence of a presynaptic glutamatergic connection from the MPFC to the VTA-NAC
dopamine projection. The second alternative proposes that an increased glutamater-
gic stimulation of the VTA neurons by the MPFC results in an increased dopamine
release from the VTA into the NAC. However, these mechanisms are not exclusive,
and therefore they could occur simultaneously.

Effects of noncompetitive NMDA antagonists (dizocilpine) in limbic regions
Bakshi and Geyer [54] studied the effects of microinfusions of dizocilpine in different
brain areas involved in the regulation of PPI. Their results showed that only high
doses (6.25 micrograms) of dizocilpine statistically reduced PPI in the amygdala and
dorsal hippocampus, and found a similar trend towards significance for higher doses
in the MPFC. In the other regions analyzed (ventral hippocampus, NAC and MD),
PPI did not decrease after administration of dizocilpine. Startle amplitude, however,
increased when dizocilpine was infused into the amygdala, dorsal hippocampus,
NAC and MD. These results seem to indicate a role from the amygdala, dorsal
hippocampus and to a lesser degree, from the MPFC in the regulation of PPI (which
reflects sensory-motor gating), and that different brain regions are responsible for
the startle magnitude changes and PPI decreasing effects observed after the systemic
administration of NMDA antagonists.

Hippocampus
Pouzet et al. [55] analyzed the effects of different types of lesions in the hippocampus.
Electrolytic and aspiration lesions of the dorsal hippocampus did not affect the startle
response or its habituation, but rats that sustained dorsal hippocampus aspiration
exhibited decreased PPI. Based on this last result, Pouzet et al. [55] decided to study
the effects of selective excitotoxic (NMDA) lesions in the dorsal, medial and complete
hippocampus, but their results showed no differences in startle amplitude, habituation
or PPI. Since excitotoxic lesions do not damage axons going through the brain region
under analysis, the authors decided to lesion the fimbria-fornix (FF), which is the
main path connecting the hippocampus to the NAC (a main modulatory component
of PPI, as explained above). Lesions to the FF did not affect the startle amplitude,
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habituation or inhibition of the response. However, when systemic apomorphine
(a dopamine agonist) was subsequently administered, the FF lesioned rats showed a
larger PPI decrease than controls (reversing facilitation for low prepulses), indicating
that these hippocampus lesions might be necessary for the disruption of PPI, but not
for its manifestation.

Carbachol infusion into the dentate gyrus of the rat’s hippocampus disrupts PPI
Caine, Geyer and Swerdlow [56] reported that infusion of the cholinergic agonist
carbachol into the dentate in rats resulted in the disruption of PPI. Intra-hippocampal
doses of carbachol administered bilaterally produced a dose-dependent effect in both
the startle magnitude and PPI. Both low (up to .4 µg) and high (up to 1.6 µg) drug
doses reduced the ASR, but this effect was not statistically significant in the first case.
In contrast, PPI was disrupted even with low doses. In order to assess the specificity
of the region involved in this effect, Caine et al. [56] infused carbachol into the cortex
area surrounding the hippocampus of different rats, and tested their responding to
the same stimuli. Their results showed that in this case neither the ASR nor PPI were
affected by the drug administration, inducing the authors to conclude that carbachol
acts on the hippocampus. In addition, Caine et al. [56] pretreated rats with spiperone
(D2 dopamine receptor antagonist, administered subcutaneously), and found that this
manipulation could not reverse the carbachol-induced PPI disruption. In contrast,
if apomorphine (administered subcutaneously) was used to reduce PPI (instead of
carbachol), Caine et al. [56] reported that the spiperone pretreatment could reinstate
inhibition to control levels. Finally, these authors found that carbachol infusion into
the hippocampus had the same PPI disrupting effects if the acoustic startling stimulus
was replaced with an airpuff, suggesting that this modulation is not modality-specific.
Swerdlow, Geyer and Braff [47] suggested that this hippocampus regulation of PPI
could reflect septum-hippocampus projections, since AMPA activation of the septal
nucleus reduces PPI, an effect that can be reversed by infusion of scopolamine (a
muscarinic antagonist) into the hippocampus [57].

Amygdala
Campeau and Davis [6] studied the role of different regions of the amygdala in fear-
potentiated startle. In order to assess the changes in the ASR due to fear, rats were ini-
tially trained in a conditioned suppression paradigm, where either a tone or a visual CS
was paired with an electric shock (US). When exposed to a startling auditory stimu-
lus, responding increased in the presence of the previously conditioned CS. Campeau
and Davis [6] showed that post-training electrolytic or ibotenic acid lesions of the
central nucleus of the amygdala completely eliminated the potentiation by fear of the
ASR, when both visual and auditory CSs were conditioned to an aversive US (electric
shock) in the same rat. In addition, similar results were obtained for post-training
electrolytic or NMDA lesions of the basolateral complex of the amygdala, as well as
for pre-training NMDA lesions of this region. Since pre-training NMDA lesions of
the central nucleus (but not the basolateral complex) did not hinder the potentiation
by fear of startle, and post-training lesions of both regions disrupted it, Campeau and
Davis [6] argued that the central nucleus of the amygdala should be a final relay for
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the expression of fear conditioning, whereas the basolateral complex should act as
a relay of information from cortical areas to the central nucleus of the amygdala.

Lesions to the amygdala in rats lead to diminished conditioned emotional re-
sponses and avoidance, suggesting a role of this area in fear. Furthermore, electrical
stimulation of the central and basolateral nucleus in cats produces threat or defen-
sive rage. Therefore, Rosen and Davis [58] analyzed the role of the amygdala in the
modulation of the ASR by electrically stimulating different areas within this region
in rats’ brains. They found that pairing a startle stimulus with low pulses of current
ranging from 200 to 400 µA (which by themselves did not elicit any behavioral re-
sponses) could increase the ASR twofold, the central nucleus of the amygdala being
the most effective site of stimulation (i.e., that it required lower currents to increase
the response). Other regions of the amygdala that potentiated theASR under electrical
stimulation were the medial area, and the medial and basolateral nuclei. Interestingly,
the ventral amygdalofugal pathway (VAF), which sends projections to the brain stem
(including the PNC) and originates in the medial area of the amygdala, exhibited the
lower threshold for ASR increase. Hence, Rosen and Davis [58] proposed that the
central nucleus of the amygdala modulates the ASR, through the descending VAF.

Even when low electrical stimulation of the amygdala nuclei does not elicit be-
havioral activity, high currents can evoke startle-like responses.Yeomans and Pollard
[59] analyzed the thresholds of response generation in the VAF, midbrain areas and
medulla sites using a one pulse electrical stimulation, and studied their refractory pe-
riods. In addition, they examined the neural connectivity of these different regions by
delivering pairs of conditioning-test C-T pulses at different intervals. The collision
test of the midbrain and medulla yielded symmetric C-T intervals, providing evi-
dence of bidirectional action potential conduction (axonal) between these two areas.
In contrast, the VAF-midbrain collision test produced an asymmetric C-T interval
curve, as well as the VAF-medulla test, indicating an indirect (synaptic) transmission
between the VAF and the midbrain or medulla. To further assess the role of the mid-
brain areas involved in the electrically-produced startle responses on the potentiation
of the ASR,Yeomans and Pollard [59] used a classical conditioning paradigm, where
a light was conditioned to an aversive US (footshock). After conditioning, when the
light was presented along with an acoustic stimulus, the startle response was twice
as large as the one produced by the acoustic stimulus alone, or by electrically stim-
ulating the VAF or medulla sites. Electrolytical lesions of the midbrain area did not
affect the response to the acoustic stimulus, but disrupted the fear-potentiation ef-
fect of the startle response when the acoustic stimulus was presented along with the
light. In addition, the midbrain-lesioned rats also showed a decreased startle-like re-
sponse when either the VAF or medulla sites were electrically stimulated. However,
electrical stimulation of the VAF after the midbrain lesion caused a complete elim-
ination of the startle response, whereas the reduction of the ASR after stimulation
of the medulla was only partial. Since an amygdala-PNC circuit would predict no
disruption of a medulla electrically-evoked startle response after a midbrain lesion,
Yeomans and Pollard [59] proposed that the midbrain might be the target of the VAF
pathways which project beyond the PNC to the medulla in parallel to the primary
acoustic startle circuit.
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Different dopamine receptors in the basolateral amygdala (BLA) in the rat regulate
PPI in opposite ways, but do not affect latent inhibition (LI) in a conditioned taste-
aversion (CTA) paradigm
LI refers to the delayed conditioning of a target stimulus (CS) to an unconditioned
stimulus (US), when non-reinforced presentations of the CS precede the conditioning
trials. Based on experimental results showing that (a) dopamine transmission in the
MPFC and NAC is regulated by a BLA dopamine-controlled mechanism [60], (b)
PPI can be disrupted by dopamine increases in both the MPFC and NAC [50, 53] (see
above), (c) dopamine release in the NAC is reduced in LI [61], and (d) BLA lesions,
as described above, decrease PPI [54], Stevenson and Gratton [62] designed a study
to examine the role of BLA dopamine in the regulation of both PPI and LI. In their
experiments, two drugs were used to block specific dopamine receptors in the BLA,
namely SCH 23390 (D1 receptor blocker) and raclopride (D2/D3 receptor blocker).
Infusion of dopamine blockers into the BLA did not affect the startle response, but
had distinct effects on PPI. Whereas SCH 23390 enhanced PPI for the lowest and
highest prepulse intensities tested, raclopride caused a dose-dependent reduction of
PPI. The LI experiment was conducted in a CTA paradigm, in which rats in the
preexposed group had access to sucrose (CS) for three 30-min sessions, whereas
rats in the control condition had access to water. In order to determine the effects of
BLA dopamine in this task, 5 min before the preexposure and conditioning sessions
began, Stevenson and Gratton [62] injected vehicle, SCH 23390 or raclopride to the
rats’ BLA. Their results showed that none of the dopamine blockers affected LI.
Taken together, these findings led Stevenson and Gratton [62] to conclude that PPI
can be modulated by BLA dopamine and that this modulation (either increasing or
decreasing) depends on the type of dopamine receptor activation. Moreover, since
infusion of SCH 23390 into the BLA increases NAC dopamine [63], it would be
expected for this drug manipulation to reduce PPI [48] (see above), but the opposite
result was obtained by Stevenson and Gratton [62], who suggested that the BLA
dopamine regulation of PPI should be independent of the NAC and MPFC. Finally,
since none of the drugs analyzed had an effect on LI, Stevenson and Gratton [62]
concluded that dopamine in the BLA (which is not a part of the LI circuit [64]) does
not influence LI.

Pharmacology of PPI

Systemic injections of different drugs, sometimes combined with brain lesions, have
been used to characterize the circuit controlling PPI.

Differential effects of NMDA-receptor antagonists and apomorphine-induced PPI
disruption on startle response
Yee et al. [65] reported that intraperitoneal infusion of dopaminergic agonists (apo-
morphine) not only disrupted PPI, but also increased the prepulse-elicited reactivity.
According toYee et al. [65], this result contradicted the hypothesis set forth by Davis
et al. [66], by which the diminished prepulse inhibition was due to a decreased de-
tectability of the prepulse. In a similar way, Yee et al. [15] analyzed the effects of
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non-competitive NMDA-receptor anatgonists (dizocilpine) on the reactivity elicited
by prepulses, and found that this reactivity increased for low doses (0.1 mg/kg), and
decreased for high doses (3 mg/kg). PPI disruption also exhibited a dose-dependent
behavior, increasing for higher doses. These findings showing a negative correla-
tion between prepulse reactivity (decrease for high doses) and PPI disruption after
the administration of dizocilpine in mice, led Yee et al. [15] to propose a model
in which the detection of a prepulse activates two different mechanisms, one trig-
gering the information gating process (i.e., PPI), and the other responsible for the
prepulse-generated reactivity. They assumed different modulatory factors on these
mechanisms and proposed differential drug effects on them. Since apomorphine in-
creased the prepulse-elicited reactivity and disrupted PPI, Yee et al. [15] suggested
an excitatory effect of this drug on the second mechanism (prepulse-reactivity), and
an inhibitory one on the first one (PPI). Analogously, because administration of
dizocilpine decreased both prepulse-elicited reactivity and PPI, they proposed an
inhibitory modulation of this drug in both mechanisms.

Effects of typical and atypical antipsychotics on early ventral hippocampus lesions
Since neonatal ventral [67] and adult hippocampal lesions [68] in rats produce post-
puberty abnormal behaviors analogous to those observed in schizophrenic patients
(such as high responsiveness to stress or novelty situations), Le Pen and Moreau [69]
studied the ability of typical antipsychotics (haloperidol) and atypical antipsychotics
(clozapine, olanzapine and risperidone) to counteract the PPI deficits observed in
rats that sustained neonatal hippocampal lesions. Haloperidol, known to reinstate LI
following hippocampal lesions [68], was unable to reinstate PPI in lesioned animals,
regardless of the dose or prepulse level. Clozapine, on the other hand, could reverse
the PPI deficits caused by the hippocampal lesions, in a dose-dependent way, for the
three higher prepulse intensities. Intermediate doses of olanzapine (3 mg/kg) could
reinstate PPI for intermediate prepulse intensities, and risperidone could reverse the
deficits at high prepulse levels in a dose-dependent way. Regarding the effects of the
antipsychotics on the responding amplitude, all the drugs tested in the study reduced
the ASR in a dose-dependent way, and no effect of neonatal ventral hippocampal le-
sion was obtained. These results show that atypical antipsychotics seem to reinstate
PPI (and therefore, sensory-motor gating abilities) in rats better than typical antipsy-
chotics, which is in agreement with the results obtained in schizophrenic patients
[70]. Le Pen and Moreau [69] argued that atypical and non-typical antipsychotics
could reinstate PPI due to their agonist effect on the glutamatergic system.

Interactions between NMDA glutamatergic receptor blockade and nicotinic cholin-
ergic agonists in PPI
Levin et al. [71] analyzed the ASR of rats after the administration of different doses
of nicotine (cholinergic agonist) and dizocilpine (NMDA antagonist). Their results
showed an increase of PPI with increasing nicotine doses, probably acting on the
septal-hippocampal excitatory cholinergic projection in the modulatory circuit (see
Fig. 12). Dizocilpine subcutaneous infusions resulted in a dose-dependent disruption
of PPI. This PPI deficit caused by dizocilpine was enhanced when an intermediate (0.2
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to 0.4 mg/kg) nicotine dose was simultaneously used. In a later experiment, Levin et
al. [71] studied the interactions of these drugs with the atypical antipsychotic cloza-
pine, and found that this drug by itself could not reverse the PPI disruption effects
caused by dizocilpine. However, when clozapine was combined with nicotine, both
drugs together could reinstate PPI in the rats, leading them to suggest an interaction
effect of these drugs, which has a practical importance in the treatment of patients
with sensory-motor gating deficits, such as schizophrenics. Since clozapine can re-
instate PPI after hippocampal lesions through the glutamatergic system [69] and
nicotine might act on the septal-hippocampal excitatory cholinergic connection (see
above), in terms of the model shown in Fig. 12, the combined action of both drugs
results in an increased excitation of the NAC. This activation, in turn, generates more
inhibition of the PNC by the PPT, and reinstates PPI, as reported by Levin et al. [71].

Neuropsychiatric disorders and PPI

Prepulse inhibition is affected in subjects with specific neuropsychiatric disorders,
such as Huntington’s disease, Parkinson’s disease, Tourette syndrome, and schizo-
phrenia. Huntington’s disease deficits in PPI are related to deterioration of GABAer-
gic cells in the striatum, which project to the VP and also regulate PPI [72]. Dimin-
ished PPI in Parkinson’s disease is thought to be influenced by dopamine receptors
in the striatum [73], whereas the reduction in PPI observed in Tourette syndrome pa-
tients is believed to involve the striatum or cortical-striatum projections [74]. Braff
et al. [75] compared the responses of acute and chronic schizophrenic patients to
50 ms, 104 dB tones preceded by continuous, 71 dB prepulses to those of control
subjects. In their study, Braff et al. [75] used short lead intervals (30 to 120 ms), and
found that schizophrenic patients showed weaker PPI. This result led these authors
to hypothesize that schizophrenia disrupts the preattentive sensory filtering (sensory
gating), which could cause information overload [76].

Kumari et al. [77] conducted an fMRI experiment designed to examine the brain
areas involved in PPI. Even when this study used tactile stimuli as both pulses and
prepulses, there is evidence that the brain areas that regulate PPI are the same as
those involved when acoustic stimuli are used [72]. In their study, both healthy
subjects and schizophrenic patients received a 40 ms, 30 psi airpuff (pulse) preceded
in some trials by a 20 ms, 10 psi airpuff (prepulse), with a 120 ms lead interval.
Startle responses were obtained measuring the electromyographic activity elicited
by eye blinks. Kumari et al. [77] reported that in trials where pulses and prepulses
were presented, healthy subjects showed increased BOLD responses bilaterally in the
striatum, which extended to the hippocampus and thalamus. Schizophrenic patients
also showed activation in these areas, but of a lower magnitude, as well as reduced
(albeit not statistically significant) PPI compared to healthy subjects. In addition, all
subjects showed a linear relationship between BOLD responses and PPI, consistent
with the notion that the striatum, hippocampus and thalamus are relevant structures
in PPI, as described above.
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A computational model of ASR and PPI

Recently, Schmajuk and Larrauri [78] presented a real-time model of acoustic PPI and
PPF in animals and humans. The assumptions introduced in the model were derived
from behavioral experiments in which similar independent variables produced non-
conflicting dependent values [2, 3, 11].

The assumptions were:

1. TheASR is controlled by the positive value of changes in an exponential function
of the intensity of the input noise expressed in dB. Under this assumption, the
model correctly describes experimental data showing that the startle response
(a) grows as a nonlinear function of the input noise [3], and (b) is elicited by
increments, but not decrements, in the background noise (Blumenthal, personal
communication). Instead, had a linear function of the intensity of the input been
assumed, the model would wrongly predict that increments and decrements of
identical absolute value produce responses of the same strength.

2. The ASR decreases (and PPI increases) with the absolute value of changes in a
linear function of the input noise expressed in decibels. Under this assumption,
the model is able to describe experimental results showing that both increments
[3] and decrements [11] in noise intensity produce PPI. In addition, the model
properly addresses Hoffman and Searle’s [3] data showing that when a 110 dB
prepulse almost completely inhibits the startle response to a 140 dB pulse, a 50 dB
prepulse also produces some degree of inhibition, a combined result unattainable
under the assumption that inhibition is controlled by an exponential function of
the input expressed in dB. Notice that, because we assumed that PPI increases
with the absolute value of changes in the input noise, the model captures the idea
[79–81] that PPI increases as the ratio between prepulse intensity and background
intensity ratio (signal to noise ratio) increases, either by increasing the prepulse
without changing the background intensity or by decreasing the background
without changing the prepulse intensity.

Because, according to (1.) the ASR increases as an exponential function of the dif-
ference between the intensity of the pulse and the intensity of the background noise,
and according to (2.) the ASR decreases as a linear function of the same difference,
the ASR to a given pulse should be an inverted-U function of the background level
noise. Therefore, the two above-mentioned assumptions correctly account for the
results reported by Ison and Hammond [4] (Experiment 6) described in the section
“The ASR is an inverted U-shape function of the background level noise.”

Notice that because both pulses and prepulses have access to both excitatory and
inhibitory pathways, the model expects that (a) a pulse will inhibit itself, and (b) a
prepulse will generate a weak startle response.

3. Facilitation of the startle is controlled by the positive change in an exponential
function of the input noise expressed in dB. Under this assumption, the model
correctly describes experimental data showing facilitation of the startle for short
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lead intervals and weak prepulses [2] and the fact that facilitation remains con-
stant in the case of decrements in the level of background noise that last until
the presentation of the startle stimulus [11].

The descriptions of the Schmajuk-Larrauri [78] model were confirmed by applying
it to the original data, as shown in the right panels of Figs. 1–8: 1) PPI increases with
prepulse intensity [3], 2) PPI and PPF depend on the duration of the lead interval [2],
and 3) PPI can be produced by a decrease in the background noise [11]. In addition,
the model is able to describe the following results: 4) PPI produced by a decrease in
the background noise depends on the intensity decrement and the duration of the lead
interval [12], 5) PPI increases with prepulse duration [13], and 6) A prepulse does not
inhibit the inhibitory power of a pulse [14]. The model also describes experimental
results showing that lesions of the PPT enhance the strength of the startle response
and impair PPI [37]. In addition, the model correctly predicted that PPI decreases
with increasing pulses intensity [15].

Figure 13 shows a diagram of the model, which includes 1) an excitatory pathway
with output E4 activated by the positive values of changes in an exponential function
of the input noise, 2) a facilitatory pathway with output E6 activated by the same
positive values, and 3) an inhibitory pathway with output L5 activated by the absolute
values of changes in a linear function of the input noise.
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Figure 13. Diagram of the model, showing the excitatory, facilitatory and inhibitory pathways
involved in the generation of simulated startle responses.

Schmajuk and Larrauri [78] mapped different parts of the model onto the brain
circuits controlling ASR and PPI (see Fig. 9). Interestingly, even though the mapping
assumptions were based on the behavioral data previously mentioned, neural activity
seems to provide some support for our conjectures.

1. As mentioned, we assumed that the ASR is controlled by (a) the positive value
of changes in an (b) exponential (sigmoid) function of the intensity of the input
noise expressed in dB. In the case of an increment in the ambient noise level,
this positive value is found at the onset of the increment. Likewise, neurons in
the CRN, part of the excitatory pathway, show (a) responding to the onset of a
pulse, and (b) firing rate that is a sigmoid function of the sound intensity [38].
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2. As mentioned, we assumed that the threshold for generating theASR is at around
80 dB. Similarly, the number of active neurons in the PNC, part of the excitatory
pathway, rapidly increases for inputs above 80 dB [24].

3. As mentioned, we assumed that PPI increases (a) with the absolute value of
changes (b) in a linear function of the input noise expressed in dB. In the case
of an increment in the ambient noise level, these absolute values are found at
both the onset and offset of the increment. Correspondingly, neurons in the
inferior [82] and superior colliculi [83], both parts of the inhibitory path, show
(a) responding to both the onset and offset of a pulse, and (b) response amplitude
that is a linear function of the sound intensity.

Cognitive significance of prepulse inhibition

What is the survival value of inhibiting the startle response? According to Graham’s
[16] protection-of-processing hypothesis, the prepulse triggers a gating mechanism
attenuating the startle response to allow the perceptual processing of the prepulse.
In her view, the startle would disrupt normal perceptual processing. This idea is
supported by data showing that perception of the prepulse is linked to its ability to
inhibit startle [84–87, 40] (see also [88]).

Fendt et al. [33] extended Graham’s theory and specified how brain areas activated
during PPI improve perceptual processing and assessment of the prepulses. They
suggested that the startle response (which includes eye closing and contraction of
the whole body) would seriously hinder visual exploration of the environment. Even
though startle responses might protect from attacks, PPI would allow the generation
of exploratory responses that benefit sensory processing.

According to Fendt et al. [33], 1) activation of the SC contributes to perceptual
processing by inducing orienting toward and foveation of, the prepulse stimulus, via
the tectoreticulospinal pathway, 2) activation of the PPT (and LDT) enhances per-
ceptual processing by cholinergic activation of thalamo-cortical systems, via direct
PPT projections to thalamus, and 3) activation of the PPT results in the exploration of
novel and rewarding stimuli through the activation of mesolimbic dopamine neurons.
Furthermore, 4) activation of the PPT might be involved in attentional and learning
processes through that activation of the thalamus, basal forebrain and basal ganglia
[89]. Fendt et al. [33] proposed that 1) the startle reflex is organized in the hindbrain
to maximize speed (CN, PNC, motoneurons), 2) more complex responses of orient-
ing, approach and avoidance are organized in the midbrain (IC, SC, PPT), and 3) the
fuller processing of stimuli occurs at forebrain levels (VTA, substantia nigra, thala-
mus), as shown in Fig. 14. In sum, according to the protection-of-processing view,
the prepulse quickly inhibits the startle response in the hindbrain while allowing
further processing of the prepulse in the forebrain.

What are the cognitive benefits and, therefore, evolutionary advantages of inhibit-
ing the inhibition of the startle response? We suggest that if the prepulse is determined
to be novel (cannot be recognized or predicted by the stimuli that precede it) in the
VTA [90], the NAC is activated by the DA input from VTA [91], the PPT is inhibited
through the GABA projection from the NAC, which results in a decrement in the
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Figure 14. Circuit showing the inhibition of behavior and PPI by the NAC when novelty is
detected in the environment.

cholinergic inhibition on the PNC. Therefore, the inhibition produced by the prepulse
is reduced and the startle is released (see Schmajuk [64] for a complete description
of the circuit). That is, if the prepulse is recognized, the appropriate response is
produced; otherwise the animal startles and protects itself [92].

Discussion

In this chapter we present a comprehensive description of the behavioral properties
of the ASR and PPI, and their anatomical bases.

This circuit mediating ASR, PPI and PPF includes an excitatory pathway from
specialized neurons in the CRN, innervated directly by the auditory nerve, which
projects to the PNC. In turn, PNC neurons stimulate motoneurons in the spinal
chord, producing the startle response [24–26]. Other projections from the auditory
nerve reach neurons in the CN, which exert an inhibitory effect on the PNC through
IC-SC-PPT-PNC projections [27, 28, 30]. Since the inhibitory pathway contains
more synapses to reach the PNC, its dynamics are slower than those of the excita-
tory pathway, as evidenced by the greater latency of the PPT to fire after acoustic
stimulation compared to the latency of muscular responses observed in rats [26].
PPI can be also influenced by a modulatory circuit composed by several structures
(VP, NAC, MPFC, hippocampus, amygdala) that exert their regulatory influence on
the PPT [42]. Several lesion and drug manipulations, as well as neuropsychiatric
disorders, can influence both the ASR and PPI.

We showed that a real-time model introduced by Schmajuk and Larrauri [78] is
able to describe most of the data described in this chapter, including the properties
of PPI and PPF, neural activity in different regions of the mediating circuit, and the
effect of specific brain lesions on ASR and PPI. The model summarizes in a set of
differential equations the large amount of data presented in our review.

Finally, we proposed to extend the protection-of-processing view of PPI [16, 33]
that suggests that the prepulse quickly inhibits the startle response in the hindbrain
while allowing the further processing of the prepulse in the forebrain. We suggest
that if the prepulse is determined to be novel in the VTA and the NAC, the PPT is
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inhibited, which results in a decrement in PPI and the release of the startle response.
In other words, if the prepulse was recognized as signaling another event, then the
startle would stay inhibited and an appropriate response would be produced. If the
prepulse was not recognized – i.e., determined to be novel – the inhibition would be
inhibited and the animal would startle to protect itself.
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