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Preface

“To study the phenomenon of disease without books is to sail an uncharted sea,
while to study books without patients is not to go to sea at all.”
Sir William Osler

Galen, Maimonides, Jenner, and Osler tour the modern academic medical center,
agape at the application of medicine in 2008. Their wonderment at the pandemo-
nium confronting them on the wards turns to complete incomprehension as they
eavesdrop on a seminar titled, “Translational Medicine.” A white-haired, casually
dressed lecturer explains to a room full of distracted and tired looking, multihued
men and women that scientific discoveries must be “translated” to medical care
to improve the health of individuals. When a member of the audience interjects,
“This won’t get my grant funded,” there is a murmur of agreement from a fidgety
audience looking for an excuse to leave. How is it possible, these wise men won-
der, that people speak of the need to reconnect science and health—how did the
disconnect happen in the first place?

The answer (though not the solution) is simple. Even these giants of
medicine’s past could not possibly grasp the enormity of new scientific infor-
mation and the complexities of social, cultural, and economic factors impacting
on the delivery of medical care and the health of the community—the reality of
modern medicine. Information requires analysis and conversion to knowledge,
and knowledge requires reduction to practice. A casual PubMed search with “dia-
betes” as a keyword reveals more than 17,000 articles during the past year alone!
Even the most vigilant, sleep-deprived doctor could not keep up.

The need for translational medicine is another way of saying that we must
cross boundaries, talk with one another despite differences in training and out-
look, and periodically lift our heads to look broadly at the question of health.
Conceptually, it means that what is learned in basic science must challenge extant
paradigms, lead to new insights into the bases of ill-health, and deliver potentially
new approaches to diagnosis, prevention, and treatment to be tested clinically.
What is learned through clinical testing must be efficaciously translated to patients
and the community. The loop then must be both closed and perpetuated so that
clinical observations inform basic science questions.

A small part in making this a reality is literally in translating because, like
a fledgling foreign language student, the clinician has only a rudimentary under-
standing of the language of the basic scientist, and the basic scientist working in
“omics” often does not understand the language of clinical care. The language

iii



iv Preface

barrier is not the only, or even the most important, block to translational medicine.
There are significant institutional barriers including historical specialty-based divi-
sions of academia and academic centers, as well as mechanisms of funding, career
planning, regulatory requirements, and intellectual property issues. In the United
States, the NIH RoadMap initiative is trying to change this environment, by pro-
moting collaborative efforts to bring medical science and health together again,
and similar efforts are underway elsewhere.

These ruminations on translational medicine are the genesis of this book. It
is aimed both at the scientist, who wants to better understand the big picture, and
the clinician, who wants to understand where new diagnostics and therapeutics
come from. Authors were asked to try to bridge the language gap—not write
the standard “review,” which would be rapidly outdated, but provide a succinct
overview and rationale of their subject and its relevance to human health. We hope
this experiment works to broaden the reader’s perspective and encourage creative,
collaborative thinking and the work needed to translate research to practice.

Perhaps, if our august predecessors visit again in decades hence, their
incredulity will be at how translational medicine has changed the lives of people
with diabetes.

Carla J. Greenbaum
Leonard C. Harrison
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Reappraising the Stereotypes of Diabetes

Leonard C. Harrison, John M. Wentworth, Shirley Elkassaby,
and Spiros Fourlanos

The Walter and Eliza Hall Institute of Medical Research, Parkville,
Victoria, Australia

Carla J. Greenbaum
Diabetes Program, Benaroya Research Institute, Seattle, Washington, U.S.A.

INTRODUCTION

Diabetes is defined by a persistently elevated blood glucose concentration, leading
to complications that can be acute and long term. Acutely, marked hyperglycemia
impairs water and electrolyte balance and energy utilization, leading to polyuria,
polydipsia, dehydration, weight loss, and eventually, cerebral dysfunction and
coma. Chronically, hyperglycemia impairs a variety of cell functions, leading in
particular to complications in blood vessels and nerves. Diabetes is a syndrome,
i.e., acombination of symptoms and signs caused by hyperglycemia, which may be
the outcome of one or more different underlying mechanisms. A small proportion
of diabetes is “secondary,” accounted by well-defined genetic or acquired disor-
ders. However, the vast majority of diabetes is classified stereotypically as type 1
diabetes (T1D, formerly called juvenile-onset or insulin-dependent diabetes) and
type 2 diabetes (T2D, formerly called adult-onset or insulin-independent diabetes),
which accounts for approximately 85% of all diabetes.

Insulin is the central endocrine regulator of glucose metabolism. The concen-
tration of blood glucose reflects a balance between insulin secretion and insulin
action. Over the last century, the view emerged that T1D is due to defective
insulin secretion, more recently attributed to autoimmune-mediated destruction of
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pancreatic B-cells, whereas T2D is due to defective insulin action (“insulin resis-
tance”) or perhaps more correctly to defective glucose utilization through pathways
that are sensitive to insulin. However, like many classification schemes, this one
ignores the middle ground where, as is now apparent, an increasing number of peo-
ple with diabetes are congregated. In this chapter, we argue that the dichotomous
view is an oversimplification that impedes our understanding of diabetes, and its
treatment and prevention in the 21st century. We are not the first to say this (1). It
is time to deconstruct the type 1 and type 2 stereotypes to enable clinicians and
scientists to deal more adequately with the epidemic of diabetes, to understand the
nature of environment—gene interactions responsible for diabetes, and to devise
new strategies to prevent diabetes and its long-term complications. This paradigm
shift has important implications for human welfare.

THE SPECTRUM OF DIABETES

Insulin secretion and insulin action are continuous, normally distributed variables
that interact to determine glycemia. In diabetes, hyperglycemia reflects deficits
in one or both of these parameters. To understand their relative contributions
is to understand the natural history of diabetes before and after diagnosis. The
prevailing paradigm sees insulin secretion and insulin action at opposite extremes
of their distribution functions to define two types of diabetes. We should not
think of the diabetes syndrome as two diseases, but consider how genes and
environment interact to impair mechanisms of both insulin secretion and insulin
action. Impaired (3-cell function is well documented in T2D (2—4) and insulin
resistance has recently been shown to be a risk factor for the development of T1D
(5-7). Also, insulin action should not be thought of as occurring only in “the
periphery,” because insulin signalling modulates insulin secretion (8).

With the increasing incidence of both T1D and T2D, “hybrid” or “overlap”
diabetes with clinical and pathogenetic features of both the types has become
more obvious. In younger individuals, it is no longer uncommon to see obesity
and insulin resistance, hypertension and dyslipidemia together with pancreatic
islet autoantibodies and accelerated 3-cell failure, and a family history of both
T1D and T2D. In the pediatric population, this has been called “double diabetes”
(9) or latent autoimmune diabetes in youth (10), and in the adult population
“type 1.5 diabetes” or latent autoimmune diabetes in adults (LADA) (11). Indi-
viduals with hybrid diabetes generally have weaker immunogenetic markers of
classic T1D, i.e., lower risk human leukocyte antigen (HLA) genes and islet
autoantibodies of lower avidity to fewer antigens, predominantly to glutamic acid
decarboxylase.

WHAT IS THE RISE OF DIABETES TELLING US?

The steady increase in the incidence of both T1D (12) and T2D (13) can only
be explained by an effect of environment to increase the penetrance of genes
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that predispose to both the types of diabetes. Insulin resistance, short for impaired
insulin action relative to a reference population or control group, is now recognized
as a feature of both T1D and T2D. Along with other features of the “metabolic
syndrome,” insulin resistance in T2D is associated with evidence for low-grade
systemic inflammation (14—17). We suggest that the environmental agents respon-
sible for the increasing incidence of diabetes are “proinflammatory” and impact
innate immune inflammatory pathways to engender insulin resistance. How they
act at the molecular and cellular levels should be a high priority for research
funding so as to strengthen the case for public health initiatives and new drug
development.

The contribution of environment to the rising incidence of diabetes is dra-
matically illustrated by the changing contribution of human leukocyte antigen
(HLA) susceptibility genes to new cases of T1D over time. Although T1D is a
polygenic disease, HLA genes, which code for molecules that bind and present
peptide antigens to T cells, account for approximately half the genetic risk (18).
The proportion of children with the highest risk HLA phenotype (DR3.,4; DQ2,8)
was shown to be significantly lower in a U.K. cohort diagnosed between 1985 and
2002 compared to a cohort diagnosed between 1920 and 1946 (19). On the other
hand, the proportion of children with lower risk phenotypes (DR4/X and DR3/X)
was higher in the recent cohort. These findings were consistent with a Finnish
study (20) in which children who developed T1D between 1939 and 1965 carried
a higher proportion of high-risk HLA genes compared to those diagnosed between
1990 and 2001. In both studies, the baseline comparator populations were diag-
nosed more than 50 years ago, when survival from T1D was significantly less than
itis today, raising the possibility of bias-based selection. We analyzed HLA-DRB1
genes known to confer risk for T1D in relation to year of birth and age at diagnosis
over the last five decades (21). As shown in Fig. 1, the proportion, but not the
incidence, of children with the highest risk DRB1 genotype (DR3,4) has progres-
sively decreased. The increase in the incidence of T1D is entirely accounted for
by children with lower risk genotypes (e.g. DR4/X and DR3/X) who previously
might not have developed diabetes, at least in childhood. Age at diagnosis across
the decades for children with the highest risk DRB1 genotype has not changed,
but for children with lower risk HLA genotypes has decreased significantly since
the 1980s (21). We propose that the incidence and age of diagnosis of high-risk
children is stable because adaptive, antigen-specific T cell-mediated immunity
responsible for B-cell destruction is already optimal with HLA-DR3.4, whereas
lower risk genotypes can be complemented by innate immunity promoted (along
with insulin resistance) by a proinflammatory environment.

These temporal changes not only underscore the impact of environment, but
also illustrate that while the contribution of genes to T1D has changed, it has not
lessened over time. They indicate that studies of polygenic disorders like diabetes
need to consider year of birth and diagnosis, in dissecting the relative influences
of genes and environment. Furthermore, they show that the HLA profile of clas-
sic, juvenile-onset T1D has broadened and is now similar to that of adults with
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Genotype Carriers Cases Carriers Cases
DR3,4-DQ2,8 44% 5.0 20% 4.6
DR4,X-DQ8,Y or 2,8 15% 1.7 47% 10.9
DR3,X-DQ2,Y or 2,8 4% 0.5 18% 4.2
DRX,X-DQY.,Y 2% 0.2 0% 0

Figure 1 The rising incidence of T1D is accounted for by individuals with lower risk
HLA genotypes.

autoimmune diabetes or LADA (11). People diagnosed today with LADA were
born 30 or more years ago when the incidence of T1D was less than half of what
it is today and the contribution of environment much less. Born today, they would
develop diabetes in childhood and be diagnosed as having T1D.

Why are more and more children with lower genetic susceptibility for T1D
falling under the shadow of a diabetogenic environment? Multiple candidate envi-
ronmental agents have changed over the last half-century (Fig. 2). At the same
time, the prevalence of obesity has increased dramatically. If the increase in
obesity, well known as a marker of insulin resistance, mirrors the changing envi-
ronment, then one might also expect to observe an interaction between obesity and
genes in T1D. In a preliminary study of 50 adults presenting consecutively with
autoimmune diabetes, we (SF and LCH) observed that the frequency of the high-
risk HLA phenotypes DR3.,4 and DQ2,8 was significantly lower in the presence
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Figure 2 Multiple factors contribute to the modern day diabetogenic environment.

of obesity and insulin resistance (Table 1). This implies that obesity and insulin
resistance can overcome a lower genetic risk for adaptive immunity. Recent stud-
ies demonstrate that adipose tissue in obesity is richly endowed with activated
macrophages, which may be the source of factors that mediate insulin resistance
(22-25). However, obesity per se might not be the cause of insulin resistance:
some obese individuals are not insulin resistant and some nonobese individuals
are insulin resistant. Moreover, short-term changes in total caloric intake or diet
composition can alter insulin sensitivity before an apparent change in adipose
tissue mass (26). The degree of obesity associated with insulin resistance may
reflect the nature of the diet, e.g., the saturated fat content, rather than total energy
consumption, and some environmental conditions, e.g., vitamin D deficiency, may
promote insulin resistance independent of adipose tissue accumulation.

Evidence that insulin resistance contributes to the pathogenesis of T1D came
from a prospective study of prediabetic children with pancreatic islet autoantibod-
ies who were followed to diabetes (5). The presence of insulin resistance, measured
indirectly as HOMA-R, particularly when standardized for insulin secretion, was
an independent risk factor for progression from preclinical to clinical disease. This
finding was confirmed in post hoc analyses of data from the DPT-1 oral insulin (6)
and ENDIT nicotinamide (7) trials for the prevention of T1D. Subsequently, con-
trary to the usual order of research findings from mouse to man, insulin resistance
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Table 1 Interaction of HLA and Obesity in 50 Adults Presenting Consecutively with
Autoimmune Diabetes

Obese Nonobese

(> median BMI), (< median BMI),

n=25 n=25 p
BMI 31.7 24.5
Age 41.9 48.3 0.600
Waist circumference 105 89 <0.0001
Waist-hip ratio 0.94 0.89 <0.0001
HOMA-R? 2.5 1.4 0.007
Number of islet antibodies 1.0 1.0 0.953
HLA Class II genes®
DR3,4; DQ2,8 2 (8%) 13 (52%) 0.002
DRX,4; DQY,8 11 (44%) 3 (12%) 0.026
DR3/X; DQ2/Y 5(20) 5 (20) 1.0

YHOMA-R is a measure of insulin resistance.
X is a non-3 or -4 allele and Y is a non-2 or -8.

was shown to be a feature in the NOD mouse model of T1D (27). A contribution
of insulin resistance to the development of T1D has important implications: for
prevention by environment modification and drugs that improve insulin action,
and for stratification of subjects in prevention trials.

A UNIFIED INFLAMMATORY BASIS OF DIABETES

Most of the genes or genetic loci known to be associated with T1D (28) are
involved in one way or another with immune function. Most encode proteins
involved in adaptive immunity, i.e., at the immune synapse between a linear anti-
genic peptide bound to an HLA molecule and the cognate T-cell receptor. These
elements of adaptive immunity distinguish T1D from T2D. Crucial to under-
standing the common ground between T1D from T2D is that the initiation and
maintenance of adaptive immunity depends absolutely on the prior activation of
innate immune cells and pathways. Innate immunity, orchestrated by a range of
cells including macrophages, neutrophils, NK cells, mast cells, eosinophils, and
others that express receptors of lesser specificity than the antigen receptors on T or
B cells, elicits strong inflammatory responses mediated by free radicals, cytokines,
and chemokines. Circulating markers of activated innate immune inflammatory
pathways that are associated with T2D include acute-phase proteins (C-reactive
protein, haptoglobin), cytokines (TNF-c, IL-1, IL-6, IL-8, IL-18), and chemokines
(MCP-1, MIF) (14—17). The concentrations of these inflammatory markers mirror
changes in insulin action and glucose tolerance, secondary to environmental mod-
ification, e.g., by diet (29,30). As suggested, innate immune activation promoted
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Figure 3 Gene—environment interactions promote inflammatory mechanisms of diabetes.

by a proinflammatory environment may lead to insulin resistance and complement
weaker adaptive immunity, leading to hybrid diabetes. Insulin resistance is present
across the spectrum of diabetes, with HLA and other adaptive immune genes being
superimposed to determine the autoimmune features of T1D (Fig. 3).

HOW HAS THE ENVIRONMENT CHANGED?

The health of individuals in developed and developing nations depends on under-
standing how environment has wrought the epidemic of diabetes. The environment
for the modern children is different in many ways from that of their grandparents.
As depicted in Fig. 2, the modern child lives inside a clean, oversized house, in a
controlled climate, devoid of the sun and fresh air, watching television or playing
computer games, exercising less, and consuming proinflammatory foods. Many
social, cultural, educational, technological, and economic factors have contributed
to this scenario. Some examples of candidate environmental agents are discussed
next.

Infections

The infectious environment has changed in several ways. Parasitic infections of
infancy such a pinworm are no longer endemic (31). Newborns are less exposed

Medical portal MedWedi.ru



8 Harrison et al.

to microbiota for a variety of reasons (caesarian section and hospital births, fewer
siblings, cleaner houses), exposure of infants to common childhood infectious
agents such as enteroviruses may be delayed until entry into preschool, and antibi-
otic exposure has increased (32). The impact of reduced infectious exposure is
encapsulated by the “hygiene hypothesis,” which posits that the increasing inci-
dence of autoimmune and allergic disorders in the developed world is related to
clean living conditions (32,33). The science is poorly understood but most likely
involves failure to develop effective immunoregulatory mechanisms, initially at
the mucosal level. The NOD mouse model of diabetes is illustrative. The inci-
dence of diabetes in NOD mice differs greatly among colonies around the world
and appears to be inversely correlated with exposure to microbial infection (34).
The rapid development of diabetes in a majority of mice housed under germ-free
conditions is significantly reduced by the introduction of gut bacteria (35). Under
“dirty” conditions, bacterial colonization of the intestine leads to maturation of
mucosal immune function (36), which may be necessary for generating regula-
tory T cells in response to oral antigens (37). One antigen encountered orally
by neonates in maternal milk is insulin (38)—a key autoantigen in T1D (39). In
addition to the effect of bacterial colonization to promote maturation of mucosal
immune function, dirty environments may be associated with specific infections
that might reduce the risk of autoimmune disease (32).

Food

Apart from total energy intake, specific foods or dietary constituents, e.g., sat-
urated fats including trans-fatty acids (40), fructose (41), and advanced glyca-
tion end-products (42), may modify inflammatory pathways and/or metabolism
(Fig. 4) and engender insulin resistance. The effects of dietary constituents on the
biochemistry of mitochondria, the NF-kB pathway, and the endoplasmic reticu-
lum is currently the focus of much attention (24) and should lead to a stronger
rationale for preventative health measures and the development of new drugs for
diabetes and its complications. Ultimately, the quantity and quality of the food
we consume is determined by complex cultural and political factors, but these
are not beyond the influence of clinicians and scientists concerned for the global
environment.

Vitamin D

The primary source of vitamin D in humans is ultraviolet B light induced synthesis
in the skin. In the absence of dietary supplementation, lack of exposure to sunlight
leads to vitamin D deficiency. The significant prevalence of vitamin D deficiency
is now recognized, not just in those living furthest away from the equator but in
any population in which people avoid sunlight for fear of skin cancer, cover their
skin for cultural or religious reasons, or receive less light due to global dimming
from pollutants. A critical co-contributory factor is the progressive reduction
in the recommended daily allowance of vitamin D over the last 50 years from
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at least 5,000 IU to the present 400 IU, which happens to be the minimum
dose sufficient to prevent rickets, following adequate prenatal intake (43,44).
However, in addition to its role in calcium and bone metabolism, vitamin D is a
pleiotropic steroid required at higher levels for anti-inflammatory, anti-apoptotic,
and immunoregulatory effects (45,46).

Several lines of evidence link vitamin D deficiency to both T1D and T2D.
Vitamin D-deficient rats have reduced insulin secretion in response to a glu-
cose load, which is corrected by administration of 1,25-dihydroxyvitamin D3
(calcitriol), the active form (47). Small pilot trials in both nondiabetic and dia-
betic humans have demonstrated that vitamin D supplementation improves (3-cell
function (48-50), and an independent association was documented between serum
25-hydroxyvitamin D3 and glucose tolerance in humans (51). Vitamin D may have
a separate role to promote insulin action. In a large Caucasian population, a neg-
ative association was found (51) between serum 25-hydroxyD3 and HOMA-R, a
well-validated index of insulin resistance. Consistent with this observation, a study
of 164 healthy adults found a positive correlation between serum 25-hydroxyD3
and insulin sensitivity measured by hyperinsulinemic euglycemic clamp (52).
Three European epidemiological studies have demonstrated an inverse relation-
ship between vitamin D intake and the incidence of T1D. In a 1966 birth cohort
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study from Northern Finland, an area with only 1900 hours direct sunlight annu-
ally and the highest incidence of T1D in the world, T1D status was related to
prerecorded data on infants 7-24 months of age given vitamin D less than, more
than, or at the then recommended dose of 2000 IU daily (44). The 2000 IU dose
was associated with a dramatically low relative risk of 0.12 (95% CI 0.03-0.47).
In a multinational European case—control study, the odds ratio for T1D was sig-
nificantly reduced in children given vitamin D (53). Children in Norway had a
significantly lower risk of T1D, if their mothers took cod liver oil (a source of
vitamin D) during pregnancy (54). The place of vitamin D within the panoply of
candidate environmental agents will be clarified by randomized controlled trials
to test whether vitamin D3 supplementation reduces the incidence of T1D and
T2D.

Climate

The ambient temperature at which no energy expenditure is required to maintain
normal body temperature is termed thermoneutral. In humans fed ad libitum
exposure to ambient temperatures above or below the thermoneutral zone leads to
increased energy expenditure (55,56). Although long-term studies have not been
reported, it is reasonable to assume that this thermoregulation translates to lower
fat stores. With the advent of air conditioning and central heating, we now spend
significantly more time being comfortable and energy efficient in the thermoneutral
zone. In the United Kingdom, the average temperature inside houses increased
from 13°C to 18°C between 1970 and 2000 (57). We have created conditions in
which we expend less energy, even when we are inactive.

Sleep

Changing work and leisure practices have reduced the average duration of sleep
across all ages. In United States, the average duration of sleep of adults has
fallen from more than 9 to just more than 7 hours in the last few decades (58).
Prospective studies of children and young adults followed, respectively, for years
found an inverse relationship between sleep duration and weight gain (59,60).
Moreover, self-reported overnight sleep duration of less than 6 hours was shown to
be an independent predictor of diabetes (61,62). This is consistent with the finding
that experimental sleep deprivation for six consecutive nights impairs glucose
tolerance in healthy adults (63). In rats, sleep deprivation induced hyperphagia
(64). Similarly, experimental sleep reduction in humans increased appetite and
was associated with orexigenic changes in circulating concentrations of leptin
(decreased) and ghrelin (increased) (65). In the minds of clinicians, sleep ranks
well below diet and exercise as a modifiable lifestyle factor, yet it may be the
easiest for people to change. This mindset highlights a need for clinical trials to
test whether promoting sleep prevents obesity and diabetes.
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IMPLICATIONS OF REAPPRAISING THE STEREOTYPES OF DIABETES

The reappraisal of diabetes stereotypes has important conceptual and practical
implications. The frequent pronouncement that T2D is an avoidable life-style dis-
ease and that T1D is an unavoidable genetic disease is patently false. Any means
of avoiding or reducing exposure to the modern day diabetogenic environment
should benefit diabetes across the spectrum. Identification of the many genes con-
tributing to T1D and T2D proceeds apace, but the challenge for scientists will be
to integrate genetic data and a knowledge of how environmental agents impact
molecular and biochemical pathways to impair insulin secretion and action. Given
the combinatorial possibilities, there will be many roads to hyperglycemia, with
more and more decimals appearing between 1 and 2, and a corresponding range
of pharmacogenomic-based therapies. The new paradigm has implications cur-
rently for preventing and treating all forms of diabetes, starting with environment
modification and extending to anti-inflammatory drugs. The latter approach is
not new. Salicylates were first documented to improve glucose tolerance over a
century ago (66,67) and more recently have been shown to inhibit signaling in the
NF-kB pathway at the level of the I-kB kinase complex 3, leading to a decrease
in proinflammatory mediators and insulin resistance (68). Modern interest in T2D
as a disorder of low-grade inflammation dates from the observation that TNF-a
is expressed by adipose tissue of obese mice (69). Mice deficient in TNF-a have
increased insulin sensitivity (70), and administration of TNF-a to humans causes
insulin resistance (71). However, initial trials of TNF-a antagonists did not reveal
significant benefit in T2D; (72) although, subsequently, analysis of subjects with
rheumatoid arthritis undergoing treatment with monoclonal antibody to TNF-a
revealed improved insulin sensitivity (73). TNF-a is only one of many proin-
flammatory mediators overexpressed in T2D and IL-1$ is another. Treatment
of T2D subjects with an IL-1[ antagonist improved insulin secretion and glu-
cose tolerance (74). Completely restoring glucose homeostasis is likely to require
approaches directed not just at a single target but a network of inflammatory
mediators or their pathways.

Although as scientists we must be “splitters,” as clinicians we must still be
“lumpers” because diabetes type is less important than correcting hyperglycemia
to prevent complications. From the clinician’s perspective, controlling hyper-
glycemia with whatever works is the primary goal. Despite controversies over the
years about the benefits of exogenous insulin, no particular method of control-
ling glycemia appears to be better than another in regard to preventing long-term
complications. The possible exception, from the UKPDS trial, is that treatment
of overweight T2D subjects with metformin was associated with decrease in car-
diovascular disease and death, independent of glycemic control (75). The choice
of treatment may nevertheless be influenced by the knowledge that a patient is
insulin deficient or markedly insulin resistant. A patient with no detectable meal-
stimulated C-peptide will require insulin therapy; a patient with insulin resistance
associated with reversible obesity is unlikely to require insulin; a patient with
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insulin resistance and islet autoantibodies is likely to require insulin in the fore-
seeable future. Clinicians are ideally placed to discern disease heterogeneity, and
thus inform the science of dissecting mechanisms that underlie the spectrum of

diabetes.

REFERENCES

1. Gale EAM. Declassifying diabetes. Diabetologia 2006; 49:1989-1995.

2. Leahy JL. Natural history of beta-cell dysfunction in NIDDM. Diabetes Care 1990;
13:992-1010.

3. Del Prato S, Marchetti P. Beta- and alpha-cell dysfunction in type 2 diabetes. Horm
Metab Res 2004; 36:775-781.

4. Kitabchi AE, Temprosa M, Knowler WC, et al. Role of insulin secretion and sensi-
tivity in the evolution of type 2 diabetes in the diabetes prevention program: Effects
of lifestyle intervention and metformin. Diabetes Care 2005; 54:2404-2414.

5. Fourlanos S, Narendran P, Byrnes GB, et al. Insulin resistance is a risk factor for
progression to type 1 diabetes. Diabetologia 2004; 47:1661-1667.

6. Xu P, Cuthbertson D, Greenbaum C, et al. Role of insulin resistance in predicting
progression to type 1 diabetes. Diabetes Care 2007; 30:2314-2320.

7. Bingley PJ, Mahon JL, Gale EAM. European Nicotinamide Diabetes Intervention
Trial Group: Insulin resistance and progression to type 1 diabetes in the European
Nicotinamide Diabetes Intervention Trial (ENDIT). Diabetes Care 2008; 31:146—
150.

8. White MF. Regulating insulin signaling and (3-cell function through IRS proteins.
Can J Physiol Pharmacol 2006; 84:725-737.

9. Libman IM, Becker DJ. Coexistence of type 1 and type 2 diabetes mellitus: ‘Double’
diabetes? Pediatr Diabetes 2003; 4:110-113.

10. Reinehr T, Schober E, Wiegand S, et al. Beta-cell autoantibodies in children with type
2 diabetes mellitus: Subgroup or misclassification? Arch Dis Child 2006; 91:473—
477.

11. Fourlanos S, Dotta F, Greenbaum CJ, et al. Latent autoimmune diabetes in adults
(LADA) should be less latent. Diabetologia 2005; 48:2206-2212.

12.  Gale EAM. The rise of childhood type 1 diabetes in the 20th century. Diabetes 2002;
51:3353-3361.

13. Fox CS, Pencina MJ, Meigs JB, et al. Trends in the incidence of type 2 diabetes
mellitus from the 1970s to the 1990s: The Framingham Heart Study. Circulation
2006; 113:2914-2918.

14.  Pickup JC. Inflammation and activated innate immunity in the pathogenesis of type
2 diabetes. Diabetes Care 2004; 27:813-823.

15. Kolb H, Mandrup-Poulsen T. An immune origin of type 2 diabetes? Diabetologia
2005; 48:1038-1050.

16. Wellen KE, Hotamisligil GS. Inflammation, stress, and diabetes. J Clin Invest 2005;
115:1111-1119.

17. Hotamisligil GS. Inflammation and metabolic disorders. Nature 2006; 444:860—867.

18. Eisenbarth GS, Pugliese A. Type 1 diabetes mellitus of man: Genetic susceptibility

and resistance. In: Type 1 Diabetes: Molecular, Cellular and Clinical Immunology,



Reappraising the Stereotypes of Diabetes 13

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.
34.

35.

36.

37.

2.5ed. (online). Eisenbarth GS, Ed. Denver, CO: The Barbara Davis Center
for Childhood Diabetes, 2007, 2403-2407. Available at: http://www.uchsc.edu/misc/
diabetes/eisenbook.html.

Gillespie KM, S.C. B, A.H. B, et al. The rising incidence of childhood type 1 diabetes
and reduced contribution of high-risk HLA haplotypes. Lancet 2004; 364:1699—1700.
Hermann R, Knip M, Veijola R, et al. Temporal changes in the frequencies of HLA
genotypes in patients with type 1 diabetes—indication of an increased environmental
pressure? Diabetologia 2003; 46:420-—425.

Fourlanos S, Varney MD, Tait BD, et al. Lower-risk HLA genotypes account for the
rising incidence of type 1 diabetes. Diabetes Care, in press.

Weisberg SP, McCann D, Desai M, et al. Obesity is associated with macrophage
accumulation in adipose tissue. J Clin Invest 2003; 112:1796—-1808.

Xu H, Barnes GT, Yang Q, et al. Chronic inflammation in fat plays a crucial role
in the development of obesity-related insulin resistance. J Clin Invest 2003; 112:
1821-1830.

Ozcan U, Cao Q, Yilmaz E, et al. Endoplasmic reticulum stress links obesity, insulin
action, and type 2 diabetes. Science 2004; 306:457—461.

Lumeng CN, DeYoung SM, Bodzin JL, Saltiel AR. Increased inflammatory properties
of adipose tissue macrophages recruited during diet-induced obesity. Diabetes 2007;
56:16-23.

Lovejoy JC. The influence of dietary fat on insulin resistance. Current Diabetes
Reports 2002; 2:435-440.

Chaparro RJ, Konigshofer Y, Beilhack GF, et al. Non-obese diabetic mice express
aspects of both type 1 and type 2 diabetes. Proc Natl Acad Sci U.S.A. 2006;
103:12475-12480.

Todd JA, Walker NM, Cooper JD, et al. Robust associations of four new chromosome
regions from genome-wide analyses of type 1 diabetes. Nat Genet 2007; 39:857-864.
Bruun JM, Helge JW, Richelsen B, Stallknecht B. Diet and exercise reduce low-grade
inflammation and macrophage infiltration in adipose tissue but not in skeletal muscle
in severely obese subjects. Am J Physiol Endocrinol Metab 2006; 290:E961-E967.
Qi L, van Dam RM, Liu S, et al. Whole-grain, bran, and cereal fiber intakes and
markers of systemic inflammation in diabetic women. Diabetes Care 2006; 29:207—
211.

Gale EAM. A missing link in the hygiene hypothesis? Diabetologia 2002; 45:588—
594.

Bach JE. The effect of infections on susceptibility to autoimmune and allergic dis-
eases. New Engl J Med 2002; 347:911-920.

Strachan DP. Hay fever, hygiene, and household size. BMJ 1989; 299:1259-1260.
Pozzilli P, Signore A, Williams AJ, Beales PE. NOD mouse colonies around the
world—recent facts and figures. Immunol Today 1993; 14:193-196.

Funda DP, Fundova P, Harrison LC. Microflora-dependency of selected diabetes-
preventive diets: Germ-free and ex-germ-free monocolonized NOD mice as models
for studying environmental factors in type 1 diabetes. In: 13th International Congress
of Immunology, Rio de Janiero, Brazil, 2007; p. MS11.14

Macpherson AJ, Harris NL. Interactions between commensal intestinal bacteria and
the immune system. Nat Rev Immunol 2004; 4:478-485.

Locke NR, Stankovic S, Funda DP, Harrison LC. TCR gamma—delta intraepithelial
lymphocytes are required for self-tolerance. J] Immunol 2006; 176;6553-6559.



14

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

Harrison et al.

Shehadeh N, Shamir R, Berant M, Etzioni A. Insulin in human milk and the prevention
of type 1 diabetes. Pediatr Diabetes 2001; 2:175-177.

Narendran P, Mannering SI, Harrison LC. Proinsulin—a pathogenic autoantigen in
type 1 diabetes. Autoimmun Rev 2003; 2:204-210.

Odegaard AO, Pereira MA. Trans fatty acids, insulin resistance, and type 2 diabetes.
Nutr Rev 2006; 64:364-372.

Elliott SS, Keim NL, Stern JS, et al. Fructose, weight gain, and the insulin resistance
syndrome. Am J Clin Nutr 2002; 76:911-922.

Yamagishi S, Ueda S, Okuda S. Food-derived advanced glycation end products
(AGE:s). A novel therapeutic target for various disorders. Curr Pharm Des 2007;
13;2832-2836.

Vieth R. Vitamin D supplementation, 25-hydroxyvitamin D concentrations, and
safety. Am J Clin Nutr 1999; 69:842-856.

Hypponen E, Laara E, Reunanen A, et al. Intake of vitamin D and risk of type 1
diabetes: A birth-cohort study. Lancet 2001; 362:1389-1400.

Holick MF. Vitamin D: Importance in the prevention of cancers, type 1 diabetes,
heart disease, and osteoporosis. Am J Clin Nutr 2004; 79:362-371.

Campbell MJ, Adorini L. The vitamin D receptor as a therapeutic target. Expert Opin
Ther Targets 2006; 10:735-748.

Norman AW, Frankel JB, Heldt AM, Grodsky GM. Vitamin D deficiency inhibits
pancreatic secretion of insulin. Science 1980; 209:823-825.

Inomata S, Kadowaki S, Yamatani T, et al. Effect of 1 alpha (OH)-vitamin D3 on
insulin secretion in diabetes mellitus. Bone Miner 1986; 1:187—-192.

Kumar S, Davies M, Zakaria Y, et al. Improvement in glucose tolerance and (3-cell
function in a patient with vitamin D deficiency during treatment with vitamin D.
Postgrad Med J 1994; 70:440-443.

Borissova AM, Tankova T, Kirilov G, et al. The effect of vitamin D3 on insulin
secretion and peripheral insulin sensitivity in type 2 diabetic patients. Int J Clin Pract
2003; 57:258-261.

Scragg R, Sowers M, Bell C. Serum 25-hydroxyvitamin D3, diabetes, and ethnicity
in the Third National Health and Nutrition Examination Survey. Diabetes Care 2004;
27:2813-2818.

Chiu KC, Chu A, Go VL, Saad MF. Hypovitaminosis D is associated with insulin
resistance and (3-cell dysfunction. Am J Clin Nutr 2004; 79:820-825.

The Eurodiab Substudy 2 Study Group:.Vitamin D supplement in early childhood and
risk for type 1 (insulin-dependent) diabetes mellitus. Diabetologia 1999; 42:51-54.
Stene LC, Ulriksen J, Magnus P, Joner G. Use of cod-liver oil during pregnancy
associated with lower risk of type 1 diabetes in the offspring. Diabetologia 2000;
43:1093-1098.

Westerterp-Plantenga MC, van Marken Lichtenbelt WD, Cilissen C, Top S. Energy
metabolism in women during short exposure to the thermoneutral zone. Physiol
Behav 2002; 75:227-235.

Keith SW, Redden DT, Katzmarzyk PT, et al. Putative contributors to the secular
increase in obesity: Exploring the roads less traveled. Int J Obes (Lond) 2006;
30:1585-1594.

English House Condition Survey. Housing research summary: English House Con-
dition Survey 1996. Minister OotDP, Ed., The Stationary Office, UK, 2000.



Reappraising the Stereotypes of Diabetes 15

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

Bonnet MH, Arand DL. We are chronically sleep deprived. Sleep 1995; 18:
908-911.

Agras WS, Hammer LD, McNicholas F, Kraemer HC. Risk factors for childhood
overweight: A prospective study from birth to 9.5 years. J Pediatr 2004; 145:20-25.
Hasler G, Buysse D, Klaghofer R, et al. The association between short sleep duration
and obesity in young adults: A 13-year prospective study. Sleep 2004; 27:602—603.
Ayas NT, White DP, Al-Delaimy WK, et al. A prospective study of self-reported
sleep duration and incident diabetes in women. Diabetes Care 2003; 26:380-384.
Yaggi HK, Araujo AB, McKinlay JB. Sleep duration as a risk factor for the develop-
ment of type 2 diabetes. Diabetes Care 2006; 29:657-661.

Spiegel K, Leproult R, Van Cauter E. Impact of sleep debt on metabolic and endocrine
function. Lancet 1999; 354:1435-1439.

Everson CA. Functional consequences of sustained sleep deprivation in the rat. Behav
Brain Res 1995; 69:43-54.

Spiegel K, Tasali E, Penev P, Van Cauter E. Sleep curtailment in healthy young men is
associated with decreased leptin levels, elevated ghrelin levels and increased hunger
and appetite. Ann Intern Med 2004; 141:846-850.

Ebstein W. Zur therapie des diabetes mellitus, insbesondere iiber die anwendeng der
salicylauren natron bei demselben. Berl Klin Wochenschr 1876; 13;337-340.
Williamson R. On the treatment of glycosuria and diabetes mellitus with sodium
salicylate. Br Med J 1901; 1:760-762.

Yuan M, Konstantopoulos N, Lee J, Hansen L, et al. Reversal of obesity- and diet-
induced insulin resistance with salicylates or targeted disruption of Ikk (3. Science
2001; 293;1673-16717.

Hotamisligil GS, Shargill NS, Spiegelman BM. Adipose expression of tumor necrosis
factor-a: Direct role in obseity-linked insulin resistance. Science 1993; 259:87-91.
Uysal KT, Wiesbrock SM, Marino MW, Hotamisligil GS. Protection from obesity-
induced insulin resistance in mice lacking TNF-a function. Nature 1997; 389:610—
614.

Krogh-Madsen R, Plomgaard P, Moller K, et al. Influence of TNF-a and IL-6
infusions on insulin sensitivity and expression of IL-18 in humans. Am J Physiol
Endocrinol Metab 2006; 291:E108-14.

Ofei F, Hurel S, Newkirk J, et al. Effects of an engineered human anti-TNF-« antibody
(CDP571) on insulin sensitivity and glycemic control in patients with NIDDM.
Diabetes 1996; 45:881-85.

Kiortsis DN, Mavridis AK, Vasakos S, et al. Effects of infliximab treatment on
insulin resistance in patients with rheumatoid arthritis and ankylosing spondylitis.
Ann Rheum Dis 2005; 64:765-766.

Larsen CM, Faulenbach M, Vaag A, et al. Interleukin-1-receptor antagonist in type
2 diabetes mellitus. New Engl J Med 2007; 356:1517-1526.

UK Prospective Diabetes Study (UKPDS) Group. Effect of intensive blood-glucose
control with metformin on complications in overweight patients with type 2 diabetes
(UKPDS 34). Lancet 1998; 352:854-865.



Medical portal MedWedi.ru



2

How Can We Use Genetic Information
in the Clinic?

Michele M. Sale
Center for Public Health Genomics and Departments of Medicine and

Biochemistry & Molecular Genetics, University of Virginia
School of Medicine, Charlottesville, Virginia, U.S.A.

Stephen S. Rich
Center for Public Health Genomics and Departments of Public Health Sciences

and Medicine, University of Virginia School of Medicine, Charlottesville,
Virginia, U.S.A.

INTRODUCTION

It is commonly stated that genomics approaches and knowledge will be rapidly
transferred to the clinic. While there is growing evidence that genomics research is
increasing our knowledge of common diseases, in particular diabetes, the evidence
that genomic information is having an immediate and major impact on clinical
practice is less obvious. Molecular diagnosis is now possible for more than 80% of
patients with monogenic (single gene) forms of diabetes, and this knowledge can
be used to inform treatment decisions (1). Other more common forms of diabetes
have more complex genetic (and environmental) contributions to risk, making pre-
diction, prevention, and treatment less clear. This chapter will provide a summary
of current knowledge of the genetic contribution to several diabetes phenotypes,
the prospects for applying genetic information in the clinical setting, and identify
some of the barriers to the application of this information in translational research
and personalized medicine.
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TERMS AND TOOLS FOR GENETIC STUDIES
Definitions

Association analysis: Within a population of individuals, a mutation may occur
within a gene that alters the risk of a disease. The “variant” allele will be in close
proximity to another genetic marker locus, so that the allele of the marker that is
physically adjacent to the variant will tend to be transmitted together over time.
This concept, linkage disequilibrium, is the basis for analysis of genetic markers
in a set of “cases ” (individuals with disease) and “controls” (individuals without
disease). Association analysis tests whether a genetic marker has a significantly
different frequency in cases from controls and, therefore, suggests that the disease-
modifying variant is near the marker.

HapMap: The International HapMap Project developed a “map” of the
human genome that utilized SNP genotyping to provide a description of common
patterns of human variation. The HapMap provides a resource for identifying
genes affecting traits and diseases in human populations by listing the known
SNPs and their relationships to other SNPs.

Linkage analysis: Genetic linkage occurs when two loci are physically close
to one another, so that the probability of recombination occurring among the loci
is less than that observed when the two loci are on different chromosomes. In
general, there is decreasing frequency of recombination with decreasing genetic
distance. For discovery of genes contributing to risk of disease, linkage analysis
uses this concept to map a disease locus to a genetic marker locus using a family-
based approach (in order to estimate the frequency of recombination). Linkage
analysis can be performed either assuming a genetic transmission model of the
disease (parametric) or under no assumptions of the disease (nonparametric).

Methylation: A chemical reaction that occurs in vertebrate DNA at sites
associated with genes (CpG islands), particularly at gene promoters, results in
significant effects on gene activity or expression.

Modes of inheritance: Patterns that appear in families, whereby a trait is
transmitted from one generation to the next. An autosomal dominant mode of
inheritance is observed when an individual possesses one copy of a variant allele
and one normal allele (e.g., Huntington’s disease); in contrast, an autosomal reces-
sive mode of inheritance requires that the individual has two copies of a variant
allele to express a phenotype (e.g., cystic fibrosis).

Mutations: Permanent alterations in DNA that often have no major effect
and, due to their rarity, are lost in the population in which they arise; however,
mutations may remain in the population (as a SNP) by either providing a selective
advantage or due to chance (if they have a relatively “neutral” effect on survival).
With changing environmental conditions, the effect of mutations on survival can
change, so that what was once neutral or beneficial can become deleterious (as
postulated for the “thrifty gene” model of diabetes).

SNP (pronounced “snip”): Single nucleotide polymorphism, a common
type of variation that occurs in human DNA approximately once in every
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1000 bases. SNPs serve as genetic markers to identify causal variants that affect
human variation or disease risk.

Types of Studies

One common method of discovery of novel genetic risk factors (or disease-related
genes) is through a genome-wide linkage scan of affected sibling pairs. This has
led to the discovery of a number of genes with relatively large effect of somewhat
low prevalence. Another method to identify genetic factors is through a candidate
gene association study in which frequencies of candidate gene polymorphisms are
compared among diabetes cases and diabetes-free controls. Candidate gene stud-
ies based upon known biological pathways have resulted in equivocal outcomes,
in part due to the complexity of the pathways being investigated. Recently, the
resources of the HapMap have permitted analysis of the entire genome by associa-
tion (genome-wide association scan). Based upon this approach (either with tagged
SNPs or nonsynonymous SNPs), several novel disease susceptibility genes have
been identified. The first gene complement factor H (CFH), contributes to risk
of age-related macular degeneration (2,3). The second gene, interferon-induced
helicase region, IFIH1, contributes to risk of (T1D)(4). The third gene, interleukin
23 receptor, IL23R, affects risk of inflammatory bowel disease (5). All three of
these genes were newly identified and, importantly, provided insights on novel
pathways and therapeutic targets.

MONOGENIC FORMS OF DIABETES
Maturity Onset Diabetes of the Young

Maturity onset diabetes of the young (MODY) was originally described as a
nonketotic form of diabetes with autosomal dominant inheritance and onset before
the age of 25 years (6,7). Despite a similar MODY phenotype, genetic research has
revealed several molecular causes of MODY. The extensive genetic heterogeneity
accompanied by a wide phenotypic spectrum within specific MODY groups (based
upon genetic variant) has made it more appropriate to use the WHO/ADA genetic
subgroup classification (8).

The most common form of MODY, MODY3, is caused by mutations of
the hepatic transcription factor 1 gene TCF1, also known as hepatocyte nuclear
factor-lae (HNF1A) (9). TCFI has been found to bind to regulatory regions of
at least 222 target genes in hepatocytes and 106 genes in pancreatic islets (10).
TCF1 dimerization produces an intermolecular 4-helix bundle, which is destabi-
lized by MODY3 mutations (11) and is thought to be responsible for the resulting
metabolic dysregulation. Affected individual are not insulin-dependent but may
show a large glucose increment in response to an oral glucose tolerance test in
the early stages. Severe hyperglycemia after puberty often leads to an incorrect
diagnosis of type 1 diabetes. Frequently, patients can be treated with diet, but will
show postprandial hyperglycemia following a high carbohydrate meal, since they
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are unable to secrete sufficient insulin (12). Progressive deterioration of glycemic
control usually results in the need for pharmacological treatment. Patients are
usually very responsive to sulfonylurea drugs and sensitivity is often retained
for many years (13,14), although dose titration is needed to avoid hypoglycemic
episodes. Glycemic control achieved with sulfonylureas is often better than with
insulin, possibly because the (3-cell defect is upstream of the sulphonylurea recep-
tor; although insulin therapy may eventually be required, if B-cell deterioration
progresses (14,15). MODY?3 patients are at increased risk of diabetic retinopa-
thy and nephropathy, but the frequency of cardiovascular disease is not increased
(16,17).

The second most common form of MODY, MODY 1, is due to mutations
of the hepatocyte nuclear factor-4a gene (HNF4A). Like TCF1, HNF4A is a
transcription factor that regulates several hepatic genes, including TCF1 (6), and
MODY mutations disrupt dimerization and transcriptional activity (18). Clinically,
MODY1 is similar to MODY?3, except that patients do not have the glycosuria
and low renal threshold frequently seen in MODY3 patients (19,20). Patients with
these transcription factor mutations have a range of extra-pancreatic complications
and it can be difficult to tease apart organ-specific effects (9), although, as with
other forms of diabetes, the severity of complications is generally impacted by the
degree of glucose control. As with MODY 3, patients usually respond well to low
doses of sulfonylureas (21).

MODY?2 is due to a heterozygous mutation in the glucokinase gene. Affected
individuals have persistent mild fasting hyperglycemia, rarely requiring pharma-
cological treatment (usually dietary restrictions are sufficient). Parents may have a
diagnosis of type 2 diabetes or, if undiagnosed, one parent will usually show mildly
elevated fasting blood glucose (19). Glucokinase serves as the glucose “sensor”
of insulin-producing (-cells. Affected individuals have a higher “set point", but
rarely show significant deterioration of hyperglycemia (19) with only a 7 mmol/L
increase in fasting glucose. Individuals with MODY?2 have little response to oral
hypoglycemic agents or insulin, since these exogenous agents reduce endogenous
insulin secretion resulting in the same degree of hyperglycemia (22). Patients typ-
ically have HbA . levels within or just above the normal range (22,23) and seldom
experience microvascular or macrovascular complications, even when untreated
(24).

MODYS5 is caused by mutations in the gene for transcription factor 2 (TCF2),
also known as hepatocyte nuclear factor-13 (HNFIB) (25). Although only identi-
fied in a small number of families, additional mechanisms of gene disruption have
recently been identified, such as gene rearrangement (26) and exonic duplication
(27). Investigation of patients with diabetes and slowly progressive nondiabetic
nephropathy (28) suggests that this form of MODY may be more frequent than
previously suspected (17). It is associated with pancreatic atrophy, renal devel-
opmental disorders such as renal cysts and renal dysplasia (28), genital tract
malformations, and abnormal liver function tests (17). Clinical manifestation is
related to the pattern of expression of TCF2 in pancreas, urinary and genital tracts,
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and liver and biliary ducts during development (29,30). MODY5 patients are not
sensitive to sulfonylureas and usually require insulin treatment (31).

The remaining known MODY subtypes have a much lower prevalence. Only
a few families have been reported with MODY4, caused by mutations in the gene
for insulin promoter factor 1 (IPF1I) (32) and MODY6, due to mutations in neu-
rogenic differentiation 1 (NEURODI) gene (33,34). IPF1 is a key regulator of
insulin and somatostatin transcription (35-37) and glucose homeostasis (38), and
is also critical for both exocrine and endocrine pancreas development (39,40).
Missense and truncation mutations diminish or abolish its activity (41-43). NEU-
RODI forms a heterodimer with the ubiquitous helix—loop—helix protein E47,
which regulates insulin gene expression by binding to the insulin promoter (44).
As with /PF1, NEUROD I mutations that disrupt critical binding domains or result
in premature protein termination have been noted (33). The Kruppel-like factor
gene 11 (KLF1lor TIEG2) gene was identified in a collection of families with type
2 diabetes with early onset of disease; KLF 11 acts as a glucose-inducible regulator
of the insulin gene (45). Variants of KLF I impair transcriptional activity result-
ing in reduced insulin expression, suggesting this form of diabetes is MODY-like
(MODY7) (45).

MODY8 has been described as a syndrome of diabetes and pancreatic
exocrine dysfunction present in a small number of families, caused by muta-
tions in the gene for carboxyl ester lipase, a major component of pancreatic juice
which is responsible for the duodenal hydrolysis of cholesterol esters and retinyl
esters prior to absorption (46). The symptoms (abdominal pain and loose stools) of
this syndrome may be underreported in diabetes patients. A study of 1021 patients
with typical type 1 or type 2 diabetes indicated the prevalence of fecal elastase
deficiency may be as high as 23% (47), suggesting that systematic screening of
exocrine dysfunction in the general diabetes population could identify additional
subjects with this syndrome.

Neonatal Diabetes

Neonatal diabetes, generally defined as diabetes before the age of 6 months, has
an incidence of 1 in 400,000 live births (48) and represents less than 1% of
patients typically diagnosed with type 1 diabetes (49). It is classified clinically
as either transient neonatal diabetes mellitus (TNDM) or permanent neonatal
diabetes mellitus (PNDM), although the distinction is rarely evident at the time of
diagnosis.

Most TNDM cases (79%) are due to an imprinting abnormality of the
chromosome 6q24 region, containing ZAC and HYMAI genes. In simple terms,
imprinted genes are switched off by the addition of a methyl group(s) generally
in the promoter region, preventing gene transcription. The most common cause of
TNDM is paternal duplication of this region, or paternal uniparental disomy where
the child inherits two copies of this region of chromosome 6 from the father, with
no contribution from the mother (50-52). Paternal uniparental isodisomy, paternal
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gene duplication, or differential methylation (imprinting) can result in a simi-
lar effect—overexpression of paternal copy(ies). In other cases, more localized
methylation abnormalities have been noted (53). All of these situations lead to
overexpression of ZAC and/or HYMAI within the TNDM locus. Although it is
not entirely clear at this point as to which gene is responsible, overexpression of
zacl in rat INS-1 cells impairs glucose-stimulated insulin secretion (54) and over-
expression of the entire TNDM locus has been shown to reduce /PFI expression
in the embryonic mouse pancreas (55). Diabetes is usually diagnosed in the first
week and may be associated with macroglossia (23% of cases) (51). Although
TNDM resolves at a median of 12 weeks (51), approximately 60% will relapse,
most often during adolescence (56). Initial insulin treatment can be reduced or
ceased if diabetes resolves, and relapsed patients can frequently be treated with
diet alone although they may require insulin therapy later in life (50).

Perhaps the best example of genetic information informing appropriate treat-
ment is seen in patients with PNDM. Heterozygous activating mutations of the
gene for the ATP-sensitive—inwardly-rectifying potassium channel subunit Kir6.2
(KCNJ11) cause 30% to 58% of cases of diabetes diagnosed in those younger than
6 months of age (57). In the B-cell, glucose metabolism increases intracellular
ATP production from ADP. The increased ATP/ADP ratio leads to the closure
of ATP-sensitive potassium channels and membrane depolarization. Subsequent
activation of voltage-dependent calcium channels and influx of calcium result
in insulin granule exocytosis (58). Patients with KCNJII mutations have Karp
channels with decreased sensitivity to ATP (59-63), resulting in channels that
remain open in the presence of glucose, consequently reducing insulin secretion
(63,64) (Fig. 1). The majority of cases (80% to 90%) are due to de novo muta-
tions (48), and cannot be identified on the basis of family history. Neurological
features are observed in 20% of patients, and may be present as part of the devel-
opmental delay, epilepsy, and neonatal diabetes (DEND) syndrome, although a
proportion of these patients have moderate development delay in the absence of
epilepsy (63). KCNJI1 is expressed in [3-cells, pituitary tissue, skeletal muscle,
brain, and vascular and nonvascular smooth muscle and channels act by coupling
metabolic activity, such as secretion or muscle contraction, to membrane poten-
tial (65). Mutations associated with severe disease bias the channel conformation
toward the open state (61). Since patients present with hyperglycemia, undetectable
C-peptide, and frequently (30%) ketoacidosis, they are often initially treated with
insulin (63). However, a study of 49 patients showed that 90% could successfully
be treated with sulfonylureas, with improved glycemic control and decreased
HbA . levels maintained for at least 1 year of follow-up (57). The response to
treatment also reflects the particular mutation carried by the patient. Subjects with
the Q52R, 1296L, and L164P mutations of the KCNJII gene show only modest
responses to the sulfonylurea drug tolbutamide (61,62), and result in the more
severe DEND syndrome (64), whereas those with the V59M mutation result in
a less severe syndrome (64,66—68) and a greater degree of ATP sensitivity (69).
The more common KCNJII R201H mutation has a 40-fold reduction in ATP
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Figure 1 Proposed model of the action of sulfonylurea on -cells expressing mutations
in the Kir6.2 subunit of the Karp channel. Source: From Ref. 57.

sensitivity in the homozygous state (64), while G43R, G53S, and 1182V have an
approximately four-fold reduction in sensitivity to ATP (59). Understanding the
functional characteristics of the mutation can help predict, to some extent, the
likely success of sulfonylurea therapy.

The B-cell Karp channel is an octameric complex of 4 Kir6.2 units and
4 sulfonylurea receptor 1 (SURI) units (70,71); the latter is encoded by the
ATP-binding cassette C8 gene (ABCCS). While binding of ATP to Kir6.2 brings
about channel closure, sulfonylurea drugs bind to the cytosolic nucleotide binding
domains of SURI (72). Mutations in ABCCS8 are the most common cause of
hyperinsulinemia of infancy (48), in which insulin is oversecreted even in the
presence of hypoglycemia. Mutations can result in the absence of SUR1 on the
membrane’s surface, or to reduce surface expression of Karp channels (73). A
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small number of KCNJ1I mutations also result in hyperinsulinemia, rather than
hyperglycemia (74,75).

Clinical Guidelines for Monogenic Forms of Diabetes

The diagnosis of monogenic forms of diabetes has important consequences for
prognosis, family screening, and therapy. The International Society for Pediatric
and Adolescent Diabetes (ISPAD) Clinical Practice Consensus Guidelines 2006—
2007 for the definition, epidemiology, and classification of diabetes mellitus are
described in Craig et al. (76), and guidelines for identifying and treating pediatric
patients with monogenic forms of diabetes are contained in Hattersley et al.
(22). These guidelines state that monogenic diabetes should be considered on
clinical presentation of (1) neonatal diabetes and diabetes diagnosed within the
first 6 months of life (2), familial diabetes with an affected parent (3), mild fasting
hyperglycemia, especially in the young and associated with a family history, or (4)
diabetes associated with extra-pancreatic features, especially where these features
are consistent with a known subtype or syndrome (22). Although initial screening
can be expensive (up to US$600) (22), genetic testing identifies the molecular
defect in more than 80% of cases and this information can impact management
decisions for the patient and often their relatives (1). The cost for subsequent
screening for a known familial mutation is usually considerably lower ($120)
(22). Implementation of these guidelines in evaluating patients should result in
appropriate molecular screening, treatment, and management.

MULTIFACTORIAL FORMS OF DIABETES
Type 1 Diabetes

T1D is associated with immune-mediated destruction of B-cells. As a result, there
is a complete dependence upon exogenous insulin in order to regulate blood
glucose levels. T1D is the third most prevalent chronic disease of childhood,
affecting 0.3% of the general population by the age of 20 years and with a lifetime
risk of nearly 1% (77). It is estimated that approximately 1.4 million individuals in
the U.S.A. (10-20 million worldwide) have T1D (78). In most cases, a preclinical
period marked by the presence of autoantibodies to pancreatic (3-cell antigens
(GADsgs, insulin, IA-2, zinc transporter 8) precedes the onset of hyperglycemia.
This preclinical period provides a window of opportunity for secondary prevention
(see chap. 6 for further information). T1D is strongly clustered in families with an
overall genetic risk ratio (Ag) of approximately 15 (79). To date, only four T1D
susceptibility loci have been identified with convincing and reproducible statistical
support: genes in the human major histocompatibility complex (the HLA class I
and class II genes), insulin (INS), CTLA4-ICOS, and PTPN22 genes. Additional
genes and regions have been identified through genome-wide approaches, but have
yet to be replicated.
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Major Histocompatibility Complex (MHC)

At least one region (comprised of multiple loci) that contributes strongly to the
familial clustering of T1D resides within the major histocompatibility complex
(MHC) on chromosome 6p21. Genetic, functional, structural, and model studies,
all suggest that the HLA class II genes (HLA-DRB1 and HLA-DQBI1) likely
represent the primary determinants of T1D risk. The frequency of HLA class II
susceptibility alleles also correlates well with the population incidence of T1D
(80). These studies suggest that the MHC (IDDM1) may account for about 40%
of the observed familial clustering of T1D, with a locus-specific genetic risk
ratio (\g) of approximately 3 (81). High-density genotyping within the MHC
has identified a non-HLA candidate gene, inositol 1,4,5-triphosphate receptor 3
(ITPR3), as a strong candidate contributing to T1D risk (82). ITPR3 mRNA and
ITPR3 protein are rapidly upregulated in pancreatic 3-cells following stimulation
with glucose and the protein is then rapidly degraded in proteasomes. Further, the
double ITPR2/ITPR3 knockout mouse is reported to be hypoglycemic and lean
and to have impaired exocrine function. Thus, multiple genes in the MHC (HLA
and non-HLA) may contribute to T1D risk.

Insulin

Early studies (83,84) established an association of T1D with the “class I”” allele of
a variable number of tandem repeats (VNTR) 5’ of the insulin gene (INS), with an
increase in the homozygote frequency in T1D. T1D risk appears to be largely a
dominant trait with the VNTR class III alleles encoding protection from disease.
While the biological mechanism underlying the genetic risk has yet to be resolved,
variation defined by the VNTR may affect the steady-state level of insulin mRNA
in the thymus, thereby influencing immune tolerance to insulin and its precursors,
now the favored autoantigens in T1D. Specifically, the class III VNTR alleles are
associated with higher levels of insulin mRNA in the thymus, which may account
for the associated reduction in risk (or protection) for T1D. The role of insulin in
promoting 3-cell destruction in T1D and the interaction of variation at the insulin
locus with HLA to modify risk of T1D have yet to be fully resolved (85).

CTLA4

The IDDM12 locus lies within the 2q31-q33 region and has been attributed to
SNPs in the 3’ UTR of CTLA4 (86); however, the modest \g value predicted for
the associated SNPs at CTLA4 seem unlikely to fully account for the magnitude
of the observed evidence for linkage. In the nonobese diabetic (NOD) mouse
model of spontaneous autoimmune diabetes, much work in this homologous area
has focused on both the CTLA4 and the functionally polymorphic NRAMPI gene
(87). Thus, this gene-rich region has yet to be completely resolved with respect to
contribution to T1D risk.
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PTPN22

Recently, evidence for association of T1D with alleles in the PTPN22 locus at
1p13 has been reported (88) and replicated in multiple populations. PTPN22
encodes a lymphoid-specific tyrosine phosphatase and is also associated with
other autoimmune diseases, including thyroid disease, rheumatoid arthritis, and
systemic lupus erythematosus. The function of this phosphatase in signaling is
currently being explored. The biochemical basis by which PTPN22 contributes to
the development of human autoimmune diseases may provide insight into common
pathogenic mechanisms and therapeutic targets/interventions.

Other Candidate Genes

T1D susceptibility genes have been identified using both family and case-control
approaches, but relatively few candidates have withstood replication in different
populations. Previously reported loci include IDDM4 (11q13), IDDM6 (18q12-
q21), IDDM9 (3q22-q25), IDDM11 (14q24-q31), IDDM16 (14q32), IDDM17
(10g25), and IDDM 18 (5q33). While these proposed T1D susceptibility loci may
represent false-positive results, it is possible that they have small effects more
readily detected in certain populations due to variation in allele frequencies or
other factors, including population-specific genetic or environmental effects.

Results from Genome-Wide Association Scans

A genome-wide nonsynonymous SNP scan has been used in a search for addi-
tional T1D susceptibility genes (4). The third most associated SNP from this scan
was 1s1990760 (A946T) from the interferon induced with helicase C domain 1
(IFIHI) gene on chromosome 2q24.3. [FIH] is an early type I interferon (IFN)
-responsive gene, which may contribute to the apoptosis of virally infected cells
in anti-viral immune responses, thus making it a sensor or pathogen recognition
receptor for viral infection. This genetic association between T1D and IFIHI,
although yet to be replicated, could provide a molecular relationship between the
development of this autoimmune disease and viral infection. As more intensive
genome-wide scans are in progress, additional candidate genes will be uncovered,
requiring extensive replication and biological examination on their role in the
pathogenesis of T1D.

Recently, the Wellcome Trust Case-Control Consortium (WTCCC) con-
ducted a first-stage genome-wide association scan (89). The scan used 2000 cases
for each of seven diseases and a common set of 3000 controls, genotyped for
500,000 SNPs that spanned the human genome. Two of the seven diseases in the
WTCCC were T1D and T2D. For both T1D and T2D, previously recognized sus-
ceptibility loci were confirmed and novel candidate genes were identified. For T1D,
the strongest asssociations were observed for SNPs in the MHC, PTPN22, INS,
CTLA4,CD25/IL7R, and IFIH1 (90). Several new chromosomal regions exhibited
statistically significant (P < 5 x 10~7) associations with T1D. Confirmatory evi-
dence of association resulted in identification of novel, putative susceptibility loci
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(CD226 in 18q22, ERBB3 in 12q13, KIAA0350 in 16p13, and C120rf30 in 12q24)
(90). While these findings warrant further replication and study, the number of
potential T1D susceptibility genes has now increased to at least 10 in this (U.K.
Caucasian) population. Nonetheless, these results further support the hypothe-
sis that genes contributing to risk of T1D act in diverse pathways that involve
immune recognition of antigens, T cell development, and immune regulation, all
in response to (as yet unidentified) environmental triggers.

Type 2 Diabetes

A limited number of genetic variants have shown association with type 2 dia-
betes (T2D) across multiple populations. Some MODY and PNDM genes have
been shown to contribute to typical, later-onset T1D, including KCNJ11 (91-93),
HNF4 A (94,95), and TCF1 (96,97); although recent large-scale population stud-
ies of over 4000 patients and controls suggest that these genes may contribute
only modestly, if at all, to the common form of T2D (98). Other confirmed dia-
betes genes include the genes for calpain 10 (CAPNI10) (99,100) and peroxisome
proliferator-activated receptor y (PPARG) (101,102). The original observation of
an association between the protein tyrosine phosphatase 1B gene (PTPNI) and
T2D (103) and insulin sensitivity (104) has been supported by results from other
European-origin populations (105-107), although no association with T2D was
seen in a study of Scandanavian, Polish, U.S.A., and Québec case-control popula-
tions (108). Given the critical role of PTPIB in insulin signaling, small molecule
inhibitors of PTP1B have been directly targeted for their therapeutic potential for
some time (109), and interest in this area continues to increase (110-112).

Recently, association between the transcription factor 7-like 2 (TCF7L2)
gene and T2D, first reported by Grant et al. (113) in Icelandic, Danish, and Euro-
pean American populations, has been confirmed in multiple populations of Euro-
pean, African, and East Asian ancestry. Grant et al. (113) suggested that TCF7L2
may be affecting risk of T2D through regulation of GLP-1. Three prospective
studies of TCF7L2 variants have been reported. In the Diabetes Prevention Pro-
gram (114), a multi-ethnic cohort, the hazard ratio between the two homozygous
extremes for rs7903146, TT genotype versus CC genotype, was 1.55 (95% CI:
1.20-2.01, P < 0.001). Similarly, in the prospective Second Northwick Park Heart
Study (NPHSII), a study of U.K. men with European ancestry, the TT versus
CC genotype hazard ratio was 1.87 (0.99-3.53, P < 0.01) (115). A study of the
French DESIR (data from an epidemiological study on the insulin resistance syn-
drome) cohort found the rs7903146 T allele predicted hyperglycemia (T2D and
impaired fasting glucose combined), with a hazard ratio of 1.21 (1.05-1.39, P =
0.008) (116). The population attributable risk of certain variants, such as TCF7L2
1s7903146, is relatively high, estimated from unselected prospective studies to be
17% to 18% for diabetes (114,115) and 10% for hyperglycemia (116).

Recent whole genome association studies confirmed known associations
with TCF7L2 (117-119), PPARG (89,119,120), and KCNJI11 (89,119,120). A
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number of novel loci have been identified and many have been replicated across
multiple populations. Consistently observed associations included SNPs in the
gene for solute carrier family 30 (zinc transporter), member 8 (SLC30AS8) on
8q24 (117,119-121), a zinc transporter, which is expressed exclusively in insulin-
producing 3-cells (117). Associations with insulin-like factor 2 mRNA binding
protein 2 (IGF2BP2, also known as IMP-2) intron 2 on 3q27 (89,119-121), and
CDKS regulatory subunit associated protein 1-like 1 (CDKALI) on 6p22.3 were
also seen by several groups (118-121). IGF2BP2 binds to the 5" UTR of the
insulin-like growth factor 2 (IGF2) mRNA and regulates IGF2 translation (122).
The function of CDKALI is unknown, although CDKS5 has been shown to have a
role in loss of B-cell function under glucotoxic conditions (123), and inhibition of
CDKS5 protects B-cells in conditions of glucotoxicity (124). Regions containing
hematopoietically expressed homeobox and insulin degrading enzyme (117,119-
121), and a region on 9p approximately 125kb from the genes encoding CDKN2A
and CDKN2B, were also associated in more than one study (89,119,120). Both
CDKN2A and CDKN?2B are expressed in islets (119), and CDKN2A plays a role
in pancreatic islet regenerative capacity (125). Associations with the fat-mass
and obesity associated (FTO) gene, mediated by adiposity, were also detected
(89,119,121).

Considerable further work is necessary to determine the actual genes and
SNPs responsible for these association signals, and how these influence diabetes
risk. It should be noted that all investigations to date have been in populations
of European ancestry, apart from the study of Steinthorsdottir et al. (118), who
also investigated replication of several loci in Hong Kong Han Chinese and West
Africans, and in general the odds ratios for associated alleles do not exceed 1.48,
with most in the 1.10 to 1.25 range.

PREDICTION OF DIABETES RISK

One of the most promising applications of genetics is a diabetes risk profile.
Identifying the genetic bases of T1D and T2D offers the prospect of approaching
each patient as a biologically-defined individual, rather than as a reflection of a
population-based risk estimate. This approach would radically alter the manner in
which surveillance could be instituted, intervention (and the time of its initiation)
employed, and pharmacologic interventions selected.

Prediction of Type 1 Diabetes

T1D is thought to be due to an autoimmune process promoted by environmen-
tal factors in genetically-susceptible individuals. The estimated extent of genetic
susceptibility to the total risk of T1D is 30% to 50%, suggesting that the risk in
any individual is equally due to genes and environment. From the 50% genetic
susceptibility, nearly 50% of that (or 25% of the total risk) appears to be attributed
to genes in the MHC. In order to augment this relatively low predictive power,
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there have been extensive searches for biomarkers of T1D risk. The most infor-
mative biomarkers identified to date are autoantibodies to islet antigens (insulin,
GADG65, TA2/ICA512, Zn transporter 8). Combining these autoantibodies with
HLA genotypes is relatively effective for predicting eventual development of T1D
in otherwise healthy individuals (126), particularly in siblings of individuals with
T1D. In arecent clinical trial (ENDIT) (127), 549 ICA-positive individuals with a
family history of T1D were recruited from 20 countries. A total of 159 developed
T1D within 5 years. Independent predictors of conversion to T1D were age, first-
phase insulin response, baseline glucose tolerance and the number of additional
antibody markers, but not specific antibody type or HLA genotype. This study
suggested that at-risk individuals less than the age of 25 years with a positive fam-
ily history of T1D and with two or more additional antibodies at baseline had a
62% risk of T1D occurring within 5 years. Whether additional genetic information
would increase prediction, or whether the same criteria could be used in a general
population (without a sibling with T1D), remains to be determined. Recent studies
have also revealed that insulin resistance, a major component of the pathogenesis
of T2D, is a significant risk factor for progression of autoantibody-positive, at-risk
relatives to clinical T1D (128,129).

Prediction of Type 2 Diabetes

The presence of impaired glucose tolerance (IGT) combined with genetic infor-
mation can be used to identify individuals at greatest risk of progression to T2D.
The Finnish Diabetes Prevention Study investigated the effect of several poly-
morphisms on transition from IGT to T2D, including variants in cytokines (130),
genes involved in insulin secretion (131), regulation of insulin secretion (132),
or insulin signaling pathways (133), as well as the hepatic lipase gene (LIPC)
(134). From these studies, polymorphisms significantly associated with conver-
sion from IGT to diabetes were TNFA -308A (OR 1.80; 1.05-3.09, P = 0.034)
(130), ABCC8 1273AGA (OR 2.0; 1.19-3.36, P = 0.009) (131); SLC2A2 (encod-
ing GLUT2) rs5393 (OR3.04, 1.34-6.88, P = 0.008) (132); and LIPC-250GG
(OR 1.80; 1.05-3.10; P = 0.034) (134). Additive results were also seen for TNFA
-308A and IL6 -174CC (OR 2.2, 1.02-4.85, P = 0.045) (130); and an ABCC8
3-SNP haplotype and KCNJ11 23K (OR 5.68, 1.75-18.32, P = 0.004) (131). In
the Study to Prevent Non-Insulin Dependent Diabetes Mellitus (STOP-NIDDM)
trial, designed to investigate the ability of acarbose to prevent T2D in a popu-
lation with IGT, the PPARG 12PP genotype predicted conversion to diabetes in
women in the acarbose treatment group (OR 2.89, 1.20-6.96, P = 0.018) (135),
and adiponectin (ADIPOQ) +45G was associated with increased risk (OR 1.8,
1.12-3.00, P = 0.015) (136). Carriers of the PPAR-y coativator lao (PPARGC1A)
4828 allele were responsive to acarbose treatment (135), while ADIPOQ +45G
and +276T haplotype carriers in the placebo group had a higher risk of diabetes
(OR 4.5, 1.78-11.3, P = —0.001) (136).
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Weedon et al. (137) have shown that combinations of three known com-
mon variants (KCNJI1 23L, PPARG 12P, and TCF7L2 rs7903146T) multiply
the odds of T2D, and similar investigations of the effects of multiple variants in
prospectively-followed cohorts are underway. Given the relatively high popula-
tion attributable risk of certain variants, such as TCF7L2 rs7903146, estimated
from unselected prospective studies to be 17% to 18% for diabetes (114,115) and
10% for hyperglycemia (116), and future identification of additional diabetogenic
contributors, it is likely that the predictive value of such genetic tests is likely to
improve over time.

WHERE WILL WE BE IN FIVE YEARS?

Enormous changes in genetic, statistical, and bioinformatics technologies suggest
many novel genes and biological pathways will be identified during the next 5
years that influence an individual’s risk for T2D. These advances will not only
be limited to the human genomic arena but will also include animal models of
disease, innovative imaging of target tissues, and functional approaches to gene
expression profiling. Within the context of human genetic research in T2D, several
important advances are on the horizon.

As described, the molecular basis for diabetes risk is known for some rare
Mendelian syndromes and a few candidate genes. Unfortunately, most individuals
presenting with T2D also have other (inherited) risk factors, including obesity,
hypertension, and components of the metabolic syndrome. Thus, individuals with
T2D often lack distinctive phenotypes and would be expected to show incomplete
penetrance, which makes gene discovery more complex.

Personalized Medicine

Two additional outcomes from the discovery of novel genes and pathways will
emerge. The first—personalized medicine—stems from multiple advances in tech-
nology (biological and informatic). The primary goals for personalized medicine
include integrating multiple data sources (genetic, clinical, pharmacologic, epi-
demiologic, imaging) into an individualized “risk profile”, targeted to the indi-
vidual. This requires not only detailed information that relates measured charac-
teristics of an individual to clinical outcomes, but also the most effective (in terms
of clinical outcome and cost) treatments, while maintaining privacy of a person’s
identity and personal data. The second is directly related to expected advances
in technology—human genome sequencing. The goal of a single coverage of the
human genome for $1000 may not be achieved in 5 years, but targeted sequenc-
ing will permit discovery of significant genetic variation at the individual level.
The vast amount of data produced by the human DNA sequence will require new
methods of analysis and informatics to determine which of the variants in a
sequence may be disease-related.
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Barriers to Personalized Medicine

With new technology, implementation in a health care environment may not be
immediately obvious. Personalized medicine requires integration of several areas
of health care that have typically been isolated. Key issues in personalized medicine
are data availability and data flow. Much of the key health care information is
maintained in electronic medical records; in many cases, this may be available
for outpatients but may not be accessible. Further, utilization of existing data
would require authorization (consent) by the patient. This may be appropriate
for research (in terms of de-identification) but not for clinical practice. Finally,
the collection of critical medical information into a comprehensive database is a
formidable and costly task. Genetic information represents only one component of
data in the realm of personalized medicine. It should meet the standards of ethics
and scientific merit and significant clinical benefit (138).
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Early Detection and Prediction of
Type 2 Diabetes

Jonathan E. Shaw and Paul Z. Zimmet

International Diabetes Institute, Melbourne, Victoria, Australia

INTRODUCTION

Diabetes is now estimated to affect 246 million people worldwide, with this figure
expected to rise to 380 million by the year 2025 (1). The rising numbers of people
with diabetes, fuelled by an increasing prevalence of obesity, may soon start to
reverse the reductions in cardiovascular disease (CVD) mortality that have resulted
from improved control of risk factors (smoking, hypertension and dyslipidemia),
and better treatment of acute CVD events, over recent decades.

Approximately 90% of those with diabetes have type 2 diabetes but sub-
stantial proportions of those with type 2 diabetes are undiagnosed. Data from
Australia, typical of many other developed countries, show that 50% of all those
with diabetes are undiagnosed (2), with much higher figures reported in develop-
ing countries (3). As a result of the often long time interval between actual disease
onset and the time of clinical diagnosis, up to 50% of patients will have evidence
of diabetic complications by the time of diagnosis.

Screening for the presence of undiagnosed diabetes thus seems to be a logical
next step, and ought to reduce the risk of both microvascular and macrovascular
complications of diabetes by allowing treatment to commence earlier in the natural
history of disease. The argument is supported by strong evidence in recent years
that the risk of developing type 2 diabetes can be reduced substantially, by both
lifestyle and pharmacological interventions among those at high risk (4). This
reinforces the need to identify those at risk of developing type 2 diabetes, as well
as those who already have the disease. However, it should also be emphasized
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that, like any intervention, screening for preclinical disease must be adequately
evaluated before introduction to routine practice.

This chapter will describe the evidence for and against the use of screening
programs for type 2 diabetes, and will then detail the methods and algorithms
available for screening.

TO SCREEN OR NOT TO SCREEN

Screening for a disease can only be justified when the following conditions regard-
ing the disease are met:

e It represents an important health problem.

e It is present at a high enough prevalence (within the total or a specific target
population) to make screening cost-effective.

¢ It has a relatively long asymptomatic phase, during which cases can be identi-
fied by screening that would not normally come to light.

¢ Itis amenable to interventions that have a proven, beneficial effect on clinically
meaningful outcomes.

Furthermore, the test for the disease must be safe, acceptable to the tar-
get population, and must have adequate sensitivity and specificity. Ideally, any
screening program should be assessed in randomized controlled trials, measuring
health outcomes and costs in screened and unscreened populations. While screen-
ing programs for certain cancers have been proven in randomized controlled trials
to reduce morbidity and mortality, such studies have not been undertaken in type
2 diabetes. Thus, definitive proof for the value of screening for type 2 diabetes
is not available. In the absence of such information, screening may be thought to
be worthwhile, if all or most of the above conditions are fulfilled. Some of the
relevant data for type 2 diabetes are outlined below.

1. Type 2 diabetes affects up to 9% (5) of the adult population (older than 20
years) in the developed world, with higher rates in parts of the developing
world. Approximately, 50% of the cases are undiagnosed in Europid groups
but many more are undiagnosed in most developing countries and in under-
privileged, minority groups in developed countries (3).

2. Diabetic complications are common at the time of clinical diagnosis and
less frequent among people diagnosed during screening surveys. It has been
estimated that type 2 diabetes begins 4 to 7 years before the time of clinical
diagnosis (6).

3. The U.K. Prospective Diabetes Study (UKPDS) demonstrated that aggres-
sive blood glucose and blood pressure—lowering therapy in newly diagnosed
(after clinical presentation) people with diabetes reduces the risk of long-term
complications (7,8).

4. Studies of people with impaired glucose tolerance, who are at high risk
of developing diabetes, show that lifestyle intervention reduces the risk
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of developing diabetes by about 60%, while pharmacological interventions
reduce the risk by 25% to 60% (4).

Hyperglycemia is an important cardiovascular risk factor. The risk is apparent
among people with diabetes, impaired glucose tolerance (IGT), impaired fast-
ing glucose (IFG) (9,10), and even high-normal fasting plasma glucose (FPG
4.7-6.0 mmol/L) (11), and the absolute risk of CVD is significantly increased
by the presence of diabetes. Ample evidence now clearly shows that treatment
with angiotensin converting enzyme inhibitors and statins reduces mortality
and morbidity in people with diabetes (12). This indicates that knowledge of
an individual’s diabetes status is important as a basis on which treatment to
prevent CVD is instituted.

The above summary stands as strong circumstantial evidence in favour of

screening for type 2 diabetes. However, screening programs are large and costly,
and like all interventions, have the potential to cause harm. Some of the potential
disadvantages are summarized below.

1.

Screening programs for diabetes typically involve several steps: identifying
those who need blood testing, undertaking initial blood tests in those found
to be at risk, and repeating blood tests for borderline cases or for confirming
the diagnosis. Since up to 50% of all adults may need to have blood tests, and
one or more of the steps involve visits to doctors and absence from work as
well, the costs of a national program are substantial. While those in favour
of screening point to evidence suggesting that in the long run the cost of the
program would be outweighed by savings resulting from early treatment and
prevention of costly complications, others argue that the costs of a screening
program cannot be justified in the absence of trial data, confirming the net
benefit of the intervention.

Misclassification of some screened individuals is inevitable, as no screening
test is perfectly sensitive or specific. False-negative screenees (i.e., those who
really have the condition but are classified as normal) may be falsely reas-
sured by the negative test, and not seek help even when symptoms manifest.
For certain diseases, false negatives may have disastrous consequences. For
example, a missed diagnosis of phenylketonuria will lead to irreparable brain
damage. False-negative screenees in diabetes screening programs are less
likely to come to great harm. On the other hand, false-positive screenees (i.e.,
those whose tests are positive on the screening, but do not have the disease)
may suffer through the inconvenience, expense, and anxiety of undergoing
unnecessary further diagnostic tests.

The major consequence of type 2 diabetes is CVD, with far more people with
type 2 diabetes suffering clinical complications from CVD than from any of
the microvascular complications. However, the evidence that CVD can be
prevented by lowering blood glucose is not strong. A small substudy of the
UKPDS showed CVD benefits for therapy with metformin (13), and a large
trial of thiazolidinedione, pioglitazone, showed CVD benefits, but the results
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of this trial have been hotly debated (14). The strong evidence for the CVD
benefits of blood pressure lowering and cholesterol lowering have led some to
propose that screening for diabetes may not be necessary, if there is adequate
screening and treatment for hypertension and dyslipidemia.

Despite the lack of clinical trial data, most authorities now recommend
some form of screening for those at high risk of developing type 2 diabetes. This
is based on the assumption that the benefits reported for interventions among
people with clinically diagnosed diabetes are likely to apply also to those with
diabetes diagnosed through screening, and that these benefits outweigh possible
adverse effects of screening.

HOW TO SCREEN FOR TYPE 2 DIABETES

Screening for type 2 diabetes (or for those at high risk of developing it) almost
always involves a two-stage process, in which simple, preliminary screening tools
are used to identify those whose risk is high enough to justify undergoing blood
glucose testing, followed by screening, and diagnostic blood testing, if indicated.
The alternative would be to subject the whole population to a screening blood test,
as, for example, in screening newborns for hypothyroidism and phenylketonuria.
The latter is significantly more costly and involves blood testing for a large pro-
portion of the population, whose risk for type 2 diabetes is manifestly very low,
e. g. those under the age of 40, of normal body weight, and from a low-risk ethnic
group. Nevertheless, it needs to be appreciated that the only way of identifying
all individuals with undiagnosed diabetes and all those at high risk of developing
diabetes is to perform an oral glucose tolerance test (OGTT) on all the members
of the population, and to repeat this at regular intervals. All other approaches will
miss a proportion of cases, which typically would be at least 25%.

In setting the threshold for a positive screening test leading to further inves-
tigation, there will always be a trade-off between the sensitivity of the test (the
proportion of all cases that can be correctly identified) and its specificity (the
proportion of all noncases that can be correctly identified). For any screening test,
increasing its sensitivity will inevitably lead to a reduction in its specificity. Thus,
if age were to be used as the single screening criterion to identify those who should
have blood glucose testing, sensitivity would increase as the age threshold fell.
However, as the age threshold falls into younger and younger age groups, ensuring
that a higher and higher proportion of cases screen positive, the number of false
positives also rises, and specificity falls.

In the screening algorithms used for type 2 diabetes, the thresholds at which
the test is called positive can, like age, be varied continuously, yielding com-
binations of sensitivity and specificity ranging from one end of the spectrum
(sensitivity 100%, specificity 0%) to the other (sensitivity 0%, specificity 100%).
Clearly, neither end of this spectrum is desirable, but thresholds in between yield
combinations of sensitivity and specificity that vary between different tests. At
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Figure 1 Receiver operating characteristics curves for two tests, showing the sensitivity
and specificity of a range of thresholds for each test. The dotted line comes closer to the
ideal point at the top left-hand corner and has a larger area under the curve, hence, indicating
the superior test.

a sensitivity of 70%, one test may have a specificity of 60% while another may
have, at the same sensitivity, a specificity of 90%, making it a superior screening
test. These concepts are illustrated in Figure 1, which shows the receiver operating
characteristics (ROC) curves (plots of sensitivity against specificity at all possible
thresholds of a test), for two different tests.

Preliminary Screening Tools

Over recent years, a number of preliminary screening tools have been developed
to identify, in a simple manner, those at high risk for diabetes, who can then
go on to have blood glucose testing and/or be entered directly into a lifestyle
intervention program. These tools have been developed using data from large
epidemiological studies or from clinical trials, in which diabetes was established
in all individuals by blood testing (usually, the OGTT). It needs to be appreciated
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that a screening tool developed in one study population will never perform as well
(in terms of sensitivity and specificity) as in another population, and that this drop
in performance is always much greater when the tool is used in a different ethnic
group. This is illustrated by looking at a potential threshold for body mass index
(BMI). A screening tool developed in a Europid population is likely to find that a
BMI of 25 kg/m? is a useful threshold, below which very few cases of undiagnosed
type 2 diabetes occur (i.e., sensitivity is high). However, when using the same
threshold in an Asian-Indian population, among whom diabetes is much more
common at lower levels of adiposity, the sensitivity of a BMI of 25 kg/m? will be
considerably lower. The message is that before a particular screening tool is used,
its performance must be established in the relevant populations (outside the specific
one in which the tool was developed) i.e., in a population of similar ethnicity and
diabetes risk to the population in question. The sensitivity and specificity of a
screening tool developed in Europid Germans cannot be assumed to apply when
used in Hispanics, Pacific Islanders, Asian-Indians, or other ethnic groups.

Some preliminary screening tools are based on simple parameters, such as
age, diet, height, and weight, and hence lend themselves to be used by the general
public. Others also include biomedical measurements, such as blood pressure or
lipid levels and are designed for use by medical practitioners. Such tools rely for
their public health impact on the fact that, in most developed countries a very
high proportion of adults attend a primary care physician every year, making
opportunistic screening an appealing method of detecting those at risk.

Of the preliminary screening tools so far developed, the Finnish Diabetes
Risk Score (FINDRISK) (Table 1) has probably been the most studied (15). It was
developed in a population-based Finnish study of 35- to 64-year-olds followed
for 10 years, and contains only those demographic, lifestyle, and anthropometric
factors that can be easily measured by the general public without any medical
assistance. The score attached to each variable reflects the strength of its indepen-
dent relationship with the development of diabetes over the following 10 years,
and depending on the desired sensitivity of the screening process (often governed
by local financial constraints with regard to resources available to manage those
positive screenees), a threshold can be selected for the total score above which
further action is taken. The score has been studied in a variety of populations and
shown to have acceptable properties both for identifying those at high risk for
future diabetes as well as those with current undiagnosed diabetes.

The Diabetes Prediction Model was developed from the San Antonio Heart
Study, which comprised a mixed population of Hispanic and non-Hispanic white
participants (16). The model requires the results of blood lipids, blood pressure,
and fasting glucose, to predict the risk of developing diabetes over the subsequent
7.5 years, and has been validated in other populations.

Other tools have been developed for use in Asian-Indian populations, among
whom it appears that variation in risk between different subgroups implies that
specific sets of tools will need to be developed for this large and diverse population
am.
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Table 1 FINDRISK Score for Identifying Those at High Risk of Developing

Diabetes (15)*
1. Age
a.Lessthan 45 yr =0
a.45-54yr=2
b.55-64yr=3
c. More than 64 yr =4
2. BMI

a. Less than 25 kg/m2 =0
b. 25-30 kg/m? = 1
c. More than 30 kg/m? = 3

. Waist circumference

a. Women <80 cm, men <94 cm = 0
b. Women 80-88 cm, men 94—102 cm = 3
c. Women >88 cm, men >102 cm =4

. Do you usually have daily at least 30 minutes of physical activity at work and/or

during leisure time (including normal daily activity)?
a. Yes =0
b.No=2

. How often do you eat vegetables, fruit or berries?

a. Every day =0
b. Not every day = 1

. Have you ever taken antihypertensive medication regularly?

a.No=0
b. Yes =2

. Have you ever been found to have high blood glucose (e. g., in a health

examination, during an illness, during pregnancy)?
a.No=0
b. Yes =5

. Has any of the members of your immediate family or other relatives been diagnosed

with diabetes (type 1 or type 2)?

a.No=0
b. Yes: Grandparent, aunt, uncle, or first cousin (but no own parent, brother, sister,
or child) =3

c. Yes: Parent, brother, sister, or own child =5

2The number of points for each item in the score is shown.
Total risk score:
<7 Low, estimated 1 in 100 will develop diabetes.

7—

11 Slightly elevated, estimated 1 in 25 will develop diabetes

12-14 Moderate, estimated 1 in 6 will develop diabetes
15-20 High, estimated 1 in 3 will develop diabetes
>20  Very high, estimated 1 in 2 will develop diabetes
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Table 2  Australian Guidelines to Identify High-Risk Groups for
Screening for Type 2 Diabetes

Age >55 (age >35 for high risk ethnic groups)
IGT or IFG (current or previous)
Previous gestational diabetes
Women with polycystic ovary syndrome who are obese
All people with clinical CVD (myocardial infarction, angina or stroke)
Any two of:
Age >45 (35 in high risk ethnic groups)
Obesity (BMI > 30)
1% degree relative with type 2 diabetes
Hypertension

Source: From Ref. 18.

The tools described above have been derived from statistical (usually regres-
sion) analyses, linking independently associated variables with the development
of or presence of diabetes. The weighting of each individual parameter reflects
its strength of association with diabetes. However, others have taken a simpler
approach, at least for developing tools to identify those, most likely to have undi-
agnosed diabetes. The Australian National Health and Medical Research Council
promotes a screening tool comprised of high-risk categories (18) (Table 2). No
score needs to be calculated, and anyone falling into any of the individual categories
is recommended to have blood glucose testing. While such tools lack statistical
sophistication and are likely to perform less well than the aforementioned scores,
their simplicity may facilitate their widespread use.

Screening and Diagnostic Blood Tests

After presumptively identifying those at high risk for diabetes, the next step is to
measure glycemia. This usually involves blood glucose testing, but urine glucose
testing and the potential use of HbAlc will also be discussed. Since diabetes is
defined on the basis of blood glucose values and screening for diabetes risk also
involves blood glucose measurement, diabetes is unusual in that the same test
can either be a screening or a diagnostic test. This is unlike other conditions in
which the screening and diagnostic tests are very different, e. g., measurement
of prostate-specific antigen and prostatic biopsy, respectively, for screening and
diagnosis of prostate cancer, and may cause confusion in discussing the screening
process for diabetes.

Urine Glucose Testing

Urine testing has no place as a screening tool, where there is a means available
(including reflectance meters) to measure blood glucose. Urine testing neither
has acceptable sensitivity nor specificity. Its use can be advocated only when
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blood testing is either not available or is particularly expensive. Even in the latter
situation, however, costs involved in confirmatory testing in positive screenees
(depending on the level accepted as positive) may eventually outweigh initial sav-
ings. The renal threshold for glucose varies with age (higher), sex (lower in men),
pregnancy (lower), and ethnic group, as well as demonstrating wide variability
between individuals. Hence, the validity of urine glucose as a screening test is
highly questionable. Furthermore, sensitivity and specificity will vary depending
on the level of glycosuria deemed significant, the state of hydration of subjects,
and the type of test strips used.

One of the crucial limitations of urine glucose testing is that glycosuria
only appears when the blood glucose value exceeds the renal threshold, which
is usually around 10 mmol/L. Since this is substantially higher than the fasting
plasma glucose diagnostic cut-point for diabetes of 7.0 mmol/L, it stands to reason
that a substantial proportion of those with undiagnosed diabetes will not have
glycosuria, and thus, cannot be identified by this type of screening.

Glycated Hemoglobin

Glycated hemoglobin (HbAlc) is the “gold standard” for assessing long-term
glycemic control in those with established diabetes. Since it reflects average
glycemia over the previous two to three months, unlike fasting blood glucose
or the OGTT, does not need any special preparation of the individual to undertake
the test and can be done at any time of the day, it has significant potential as an
aid to either screening for or diagnosing diabetes. However, there are important
limitations. The most commonly quoted limitation is its lack of sensitivity com-
pared to either FPG or the OGTT. This, of course, is simply a matter of definition,
as diabetes is defined by blood glucose values and therefore no other test can be
as good as blood glucose in approximating to blood glucose. A number of studies
have, however, shown that HbAlc bears the same relationship with the microvas-
cular complications of diabetes as does blood glucose, raising the possibility that
at some stage diabetes might be defined by HbA 1¢ instead of (or perhaps as well
as) blood glucose. At that point, the performance of HbAlc as a screening test
would instantaneously improve.

Despite the potential attraction of HbA1c as both a screening and a diagnostic
tool, technical problems remain. Significant progress has been made in the last
decade in the standardization of results from the different types of HbAlc assay,
but variation remains between methods and among laboratories using the same
method. A cut-point developed in one laboratory may not directly apply to other
laboratories. Furthermore, the cost of the assay means that it would not be available
to large parts of the world.

Nevertheless, studies that have examined the utility of combining HbAlc
with FPG as an efficient means of screening for diabetes and limiting the number of
OGTTs required, have shown encouraging results. A study from Hong Kong (19)
showed that, of all subjects with FPG >5. 6 mmol/L, undiagnosed diabetes (by 2
hour glucose in the OGTT) was present in only 14% of those with a “low-risk”
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HbATlc (less than 5. 5%) compared to 60% of those with HbAlc >5. 5%. Of all
those with FPG <5. 6 mmol/L, only 4% had undiagnosed diabetes. The addition
of HbAlc would have reduced the number of OGTTs required by 19%, would
have identified a small proportion of screenees as not needing further testing even
though 14% had diabetes, and would have reduced the total number of screenees
found to have diabetes by only 5%. Therefore, there may be some value in using
HbAlc as part of the screening process, although cost/benefit assessments need
to be undertaken.

Blood Glucose and the OGTT

Abnormal glucose tolerance is defined in terms of raised blood glucose levels.
The diagnostic level depends on the nature of the specimen (venous or capillary,
whole blood or plasma) and whether the blood is collected randomly (in relation
to eating habit and time of the day), in a fasting state or at specified intervals
following a standard glucose load (20,21).

FPG is often considered the ideal first screen for glucose intolerance. It
is simple and cheap, although requiring an overnight fast (with the consequent
cost and inconvenient implications of a further medical visit). Although used as
a screening test, it may directly identify 60% to 70% of people with undiagnosed
diabetes, without recourse to the OGTT (22). Furthermore, it can also identify
people with IFG. Its limitations are that 30% to 40% of people with undiagnosed
diabetes have a “nondiabetic” fasting glucose, and an even higher proportion
of those with IGT have a completely normal fasting glucose. In one study, the
median FPG of those with IGT was 5.4 mmol/L (23). The properties of FPG (at
the threshold of >6.1 mmol/L, i. e., the lower limit of IFG, rather than diabetes)
as a screening tool for diabetes (diagnosed by the OGTT) have been reported in a
number of studies (Table 3). From these data, the median sensitivity for diabetes
was 78%, and the median specificity was 91%. Thus, it is clear that using the
FPG threshold of 6.1 mmol/L will result in approximately 20% of those with
undiagnosed diabetes being missed. In order to improve this, a lower threshold
(e. g., 5.5 mmol/L) could be used to select people who should be assessed further
with an OGTT. This, of course, would necessarily lower the specificity of the test
and increase the numbers of individuals required to have the OGTT.

Random (or casual) blood glucose testing is the easiest and simplest form
of blood glucose testing, since it requires no preparation. There are however
limited data (24,25) on the properties of random blood glucose testing (measured
by reflectance meter in both studies) as a screening tool for diabetes (Table 4).
Interestingly, in one of the studies (25) the performance of the test was related to
postprandial interval, and diabetes prediction was better with earlier measurement
(1-2 hours postprandially). On the basis of the two studies, and by comparing
tables 4 and 3, it can be seen that in order to achieve a sensitivity of 80% to 90%,
the specificity of a random blood is likely to be considerably lower than that of a
fasting value. There is, however, one caveat. The design of the studies of random
blood glucose measurements, necessarily involved random testing and OGTTs to
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Table 3 Characteristics of FPG Measurement as a Screening Test for Type 2 Diabetes
in Various Populations®

Predictive value (%)
Sensitivity  Specificity

Population Number (%) (%) Positive test ~ Negative test

U.S.A. 2844 84 90 30 84
(NHANES) (28)

Holland (29) 2540 88 88 30 91

US.A. 4515 71 87 47 63
(elderly) (30)

Hong Kong (31) 1486 58 98 36 92

Australia (2) 11,247 72 91 17 89

Mauritius (32) 3,528 85 92 37 82

Japan Brazil (33) 647 92 92 72 83

2Fasting plasma glucose value of 6.1 mmol/L (110 mg/dL) or more constitutes a positive screening
test. Type 2 diabetes is defined as a fasting plasma glucose value of 7.0 mmol/L (126 mg/dL) or more,
or a plasma glucose value of 11.1 mmol/L (200 mg/dL) or more, 2 hours following a 75 g OGTT.

be performed on different days. However, the studies of FPG involved only a single
OGTT, in which, classification by fasting glucose is compared to classification by
the fasting and 2 hour values combined. Given the day-to-day variation in blood
glucose, these design differences would tend to favour the single-day studies of
fasting glucose.

It has been suggested that a random plasma glucose of 5. 6 to 11. 0 mmol/L
represents an uncertain range, in which diabetes can be neither diagnosed nor
confidently excluded (21). Such a result should be followed by an OGTT or
fasting glucose, although it should be noted that the lower limit of 5. 6 mmol/L
has been selected rather arbitrarily. Overall, the limited data on random glucose

Table 4 The Performance of a Random Whole Blood Glucose as a Screen for
Diabetes

Engelgau et al., 1995 (24)
At sensitivity of 90%*:  Median specificity 48—52% (according to age group)
At specificity of 90%: Median sensitivity 49-52%
Optimal: Median sensitivity 73-76%
Median specificity 76-78%
Qiao et al., 1995 (25)
Cut-off 5.8 mmol/L Sensitivity 63%, specificity 85%"
Cut-off 5.2 mmol/L Sensitivity 78%, specificity 62%"

2The cut-off value of random whole blood glucose for a sensitivity of 90% was 4.4-6.7,
depending on age and postprandial interval.
bSensitivities and specificities were less in women than men at all thresholds.
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testing would indicate that it is inferior to FPG and should only be used when there
are difficulties in arranging a fasting test (e. g., work commitments or availability of
glucose testing). While a random glucose has significant limitations in screening
asymptomatic individuals, it is generally unequivocal in individuals with clear
symptoms of diabetes.

The 75 g OGTT is the gold standard for the diagnosis of diabetes. It should be
noted that while many laboratories commonly measure and report 1-hour plasma
glucose values, these cannot be used for diagnostic purposes; indeed, diagnostic
thresholds for this time point are not available although laboratories may quote
“normal ranges”. The prevalence of diabetes by the FPG is approximately the
same as that by the 2-hour plasma glucose (though, this varies by age, obesity, and
ethnicity), but the individuals identified as diabetic by the two thresholds are not
necessarily the same (22). At least in terms of CVD and mortality, those who are
diabetic on the 2-hour value are at increased risk compared to those with normal
glucose tolerance (26).

Unfortunately, the OGTT has poor intraindividual repeatability, particularly
in the IFG and IGT ranges and over short time periods. Clinicians should therefore
repeat the OGTT on asymptomatic positive screenees before a final diagnosis is
made. It also appears that there may be ethnic differences in the stability of
an OGTT diagnosis of type 2 diabetes over time (27). Nevertheless, at least in
Americans, the 2-hour—diagnostic level for type 2 diabetes selects individuals
who, in the main, remain clearly diabetic when retested some years later (27).
It is the standard practice that a diagnosis is only confirmed when both the first
and repeat tests are above the diagnostic threshold, but it would probably be more
logical to make a diagnosis in those whose mean value (from two tests) is over the
diagnostic cut-point.

RECOMMENDED SCREENING ALGORITHM

Taking into account the discussion above on screening for undiagnosed type 2
diabetes and identifying those at high risk, the following broad algorithm can be
recommended:

1. Preliminary screening with a tool such as FINDRISK, which can be performed
by the general public as well as by health care professionals.

2. Measurement of FPG in those found to be at high risk using the preliminary
screening tool

3. Follow-up on the basis of the FPG:

FPG <5.5 mmol/L—No further blood testing
FPG 5. 5 to 6.9 mmol/L—Proceed to OGTT
FPG >7.0 mmol/L—Repeat FPG to confirm the clinical diagnosis of diabetes.

Irrespective of the blood glucose test results, all those found to be at high risk
on the preliminary screening should be offered lifestyle intervention, because even
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if their current blood glucose values are normal, they remain at risk of developing
diabetes.

SUMMARY

Type 2 diabetes is common and serious but typically asymptomatic in its early
stages. As interventions are available that reduce morbidity and mortality, as well
as the risk of developing diabetes, there is a strong argument for screening the
population to identify those at highest risk.

Screening programs should begin with simple tools that are effective in
identifying those at highest risk and can be used by the general public. Those
found to be at high risk should undergo further screening and diagnostic blood
glucose testing to accurately characterize their glucose tolerance status, and should
commence a lifestyle intervention program (relevant whether they currently have
diabetes or are at risk).

It should be recognized that hard, trial evidence for the benefit of screening is
not yet available and that the diagnostic process for diabetes is often complex and
clumsy, with the need for two and sometimes three separate blood tests to make and
confirm the diagnosis. The attention of researchers should be focussed on tackling
these issues. In the meantime, the likely benefits of currently recommended screen-
ing programs should encourage their implementation by individuals, healthcare
professionals, and healthcare providers.
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INTRODUCTION

The evidence linking inflammation and diabetes dates back more than a century to
the finding that treatment with high-dose sodium salicylate decreased glycosuria in
patients presumed to have type 2 diabetes (for review see Ref. 1). Additional studies
in the late 1950s further established a possible role for inflammatory processes
in the etiology of diabetes and insulin resistance (2,3). However, the concept that
inflammation may be critical to the pathogenesis of diabetes was not appreciated
until Hotamisligil and colleagues (4) made the seminal observation that pro-
inflammatory cytokines such as TNFa were highly expressed within adipose tissue
and could significantly contribute to insulin resistance. Specifically, it was shown
that administration of a neutralizing anti-TNF receptor-IgG chimera to genetically
obese fa/fa rats improved insulin sensitivity (4). In addition, genetically obese
ob/ob mice with targeted mutations in both p55 and p75 TNF receptors, and hence
unresponsive to the effects of TNF, display an improved insulin sensitivity relative
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to ob/ob mice expressing fully functional alleles encoding the p55 and p75 TNF
receptors (5). These studies stimulated a paradigm shift in our understanding of
the nature of metabolic disease and were a harbinger for a new field of research
that has subsequently characterized many aspects of the relationship between
inflammation and metabolic disease.

INFLAMMATORY SIGNALING AND INSULIN RESISTANCE: IKK/NF-«<B
AND JNK AS MEDIATORS OF INSULIN RESISTANCE

While TNFa was identified as a key to the nexus linking inflammation to insulin
resistance almost 15 years ago, the identification of key upstream signal transduc-
tion cascades over the last 5 to 10 years has markedly enhanced our understanding
of the molecular processes that govern this link. Two molecules have been iden-
tified that appear critical to many aspects of inflammatory signaling, namely the
inhibitor of kappa beta kinase (IKK) and c-Jun NH,-terminal kinase (JNK). The
IKK complex consists of three subunits: IKKa and IKK[ are catalytic acting
principally as serine kinases, and IKK+y (also known as NEMO) is regulatory and
required for the assembly of the IKK complex (6). IKK is best known for its essen-
tial role in the activation of nuclear factor of kB (NF-kB), a family of transcription
factors known to be critical for the induction of inflammatory responses and innate
immunity (7). In the basal state NF-kB family members p65, c-REL, and RELB
are physically associated with inhibitor of kB (IkB) proteins thus preventing
their nuclear translocation and subsequent transcriptional activities. In contrast,
p100/p52 and p105/p50 family members contain C-terminal halves similar to the
IkB proteins thus preventing their nuclear translocation. The induction of NF-
kB transcriptional activity is dependent on the IKK-mediated phosphorylation of
critical serine residues within the IkB proteins (canonical activation mediated via
IKK) and the IkB “like” regions of p100/p52 and p105/pS0 proteins (noncanon-
ical activation mediated via IKKa). Phosphorylation at these sites promotes the
ubiquitin-dependent degradation of both the IkB proteins and of the IkB regions
of p100/p52 and p105/p50. Subsequently, liberated NF-kB family members are
able to translocate to the nucleus and upregulate target genes such as TNFo.

In light of the observation that the anti-inflammatory agents aspirin and
salicylate are potent and specific inhibitors of IKKB/NF-kB signaling (8), and
the early evidence described above that salicylates improve glucose tolerance,
Shoelson and colleagues (9) investigated the potential role of IKKf in genetic-
and diet-induced insulin resistance. Initially, it was shown that both aspirin and
salicylate improve glucose tolerance and insulin signaling in Zucker fatty rats and
ob/ob mice. To specifically address the role of IKKf in obesity-induced insulin
resistance, mice heterozygous for a targeted disruption of the IKKf locus (global
IKKB~/~ deficiency results in midgestational lethality) were either fed a high fat
diet or crossed with ob/ob mice. These investigators were able to demonstrate
improved glucose tolerance and insulin sensitivity in IKKB ™/~ mice compared
with IKKB*/* mice in response to both high fat feeding and after intercrossing
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with ob/ob mice (9). Subsequent studies, both in vitro (10,11) and in vivo (12,13),
have confirmed the important role that the activation of IKK/NF-kB plays in
mediating obesity-induced insulin resistance in numerous cells and tissues. For
example, a transgenic mouse with liver-specific overexpression of IKK[3 rendered
the animal insulin resistant (12). In contrast, liver-specific IKKf3 knockout animals
are protected against diet-induced insulin resistance (12). Intriguingly, however,
this pathway does not play a role in the etiology of insulin resistance in all
tissue types since muscle-specific transgenic expression of activated IKK[3 causes
profound muscle wasting that resembles clinical cachexia, but intriguingly does
not result in insulin resistance (14).

In addition to the IKK/NF-kB pathway, another important mediator of
inflammatory and immune responses is JNK. Three genes encode the JNK pro-
teins; JNKI and JNK2 are ubiquitously expressed, whereas JNK3 has a limited
expression pattern. JNKs are members of the mitogen-activated protein kinase
(MAPK) family and are essential for cells to respond to changes in environment,
for example, alterations in the availability of nutrients to growth factors, cytokines,
UV radiation, heat exposure, and cellular redox changes (15). One of the most
critical and best-characterized roles of JNK is in regulating the transcriptional
activity of the AP1 family of proteins, including c-Jun, JunB, JunD, and ATF4,
via the phosphorylation of critical serine/threonine residues (16).

It has been demonstrated by numerous investigators that obesity and type 2
diabetes are associated with chronic elevations in various inflammatory molecules,
e.g., cytokines, acute phase proteins, and free fatty acids (1). Given that many of
these molecules are potent activators of JNK, Hotamisligil and colleagues (16)
investigated the potential role of JNK in obesity and insulin resistance. JNK1-
(JNK17/7) (but not INK?2) deficient mice displayed reduced body weight and adi-
posity compared to littermate controls following a high-fat diet. Furthermore, both
high- fat—-fed JNK1~/~ mice, and JNK1~/~ mice crossed with ob/ob (JNK1~/~
x Lep®?/°?) mice displayed markedly improved insulin sensitivity compared with
JNK1*/+ and JINK1*/+ x Lep®/°® control mice, respectively (16).

As discussed, both IKK and JNK are serine kinases that up-regulate pro-
inflammatory gene expression via the activation of NF-kB and AP-1 transcription
factors, respectively. In mediating insulin resistance, it is likely that IKK and
JNK operate via two predominant mechanisms: (1) phosphorylation of critical
phosphoacceptor residues in key insulin signaling molecules, and (2) transcrip-
tional up-regulation of pro-inflammatory genes (1). Effective insulin signaling is
critically dependent upon tyrosine phosphorylation of the insulin receptor and a
family of adaptor proteins, the insulin receptor substrates (IRS). In contrast, serine
phosphorylation of specific serine residues within IRS molecules inhibits insulin
signaling, i.e., Ser’*’/Ser!? of mouse/human IRS1. Critically, both IKK@ and JNK
physically associate with IRS1 and phosphorylate Ser*”’ resulting in the inhibition
of insulin signaling (17-20). Interestingly, an analogous phosphoacceptor site to
Ser’”’ of IRS1 has recently been identified in IRS2 (21) and this site, Thr3*, is
a substrate for JNK1. Therefore, the phosphorylation of key inhibitory residues
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within IRS1/2 by IKK and JNK appears to be a critical means by which these
molecules induce insulin resistance in insulin-sensitive tissues.

IKK and JNK control the activation of two diverse families of transcrip-
tion factors, NF-kB and AP-1, respectively. Key target genes upregulated by
these transcription factors include several pro-inflammatory cytokines, e.g., TNFa,
IL-1B, and IL-6. As discussed, TNFa appears to play an important role in medi-
ating obesity-induced insulin resistance. Therefore, in addition to their kinase-
dependent roles in mediating insulin resistance, the activation of IKK and JNK
further promote insulin resistance via the induction of TNFa expression.

CYTOKINE AND LIPID REGULATION OF INFLAMMATION AND
INSULIN ACTION

Cytokine Regulation of Inflammation and Insulin Action

The adipocyte is no longer viewed as a passive energy store but rather a dynamic
endocrine organ that secretes hundreds of proteins. Thus, the adipocyte secretes
a wide variety of hormones and cytokines (termed ‘“adipokines”) including, but
not limited to leptin, adiponectin, TNFa, interleukin-6 and resistin. In this way,
adipose tissue uses adipokines as a communication tool to signal changes in its
mass and energy status to other organs that control fuel usage, such as the brain,
skeletal muscle, and liver. It is generally accepted that cytokines such as leptin
and adiponectin can enhance insulin sensitivity (22). The mechanism/s of action
of both leptin and adiponectin are not fully elucidated, however both are potent
activators of AMP-activated protein kinase (AMPK) (23,24), a kinase known to
enhance fat oxidation and increase glucose uptake (25).

Of the pro-inflammatory cytokines, TNFa has been most strongly impli-
cated in the pathogenesis of insulin resistance. Apart from the seminal work of
Hotamisligil and colleagues in rodent models (4,5,26,27), TNFa expression is
correlated with reduced insulin-stimulated glucose disposal in humans (28-31).
Moreover, direct evidence supporting the role of TNFa in mediating insulin resis-
tance comes from studies in humans demonstrating that acute infusion of TNFa
inhibits insulin-stimulated glucose disposal (32). The mechanism of action of
TNFa is well characterized. It is known that TNFa signals through a transmem-
brane family of TNF receptors ultimately resulting in the activation of both IkB
kinase and JNK (33). The activation of IkB kinase not only can activate IKK
leading to serine phosphorylation of IRS-1, but can also activate NFkB leading
to the transcription and production of TNFw itself, allowing for the protein to be
released from the cell to act on its receptor in an autocrine and paracrine man-
ner (34). In addition, recent evidence suggests that TNFa can also contribute to
insulin resistance by activating protein phosphatase 2C, thereby inhibiting AMPK
and preventing fat oxidation and glucose uptake (35).

Like TNFa, systemic IL-6 concentrations are elevated in obesity and patients
with type 2 diabetes (36-38). It is generally thought that elevations in the plasma
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and/or tissue concentrations of IL-6 have a negative effect on metabolism (22).
Unlike the very careful analysis of TNFa-induced insulin resistance, the role of
IL-6 in the etiology of obesity-induced insulin resistance is not resolved and
whether IL-6 has positive or negative effects on metabolism is the subject of
continuing controversy (39—42). Recent studies support the notion that IL-6, acting
through its receptor (the gp130RB/IL6Ra homodimer) can activate pathways that
have both anti-obesogenic and insulin-sensitizing effects (for review see Ref. 43).
For example, IL-6 has been shown to activate AMPK in both skeletal muscle and
adipose tissue (44—47) and therefore the acute insulin-sensitizing effects of IL-6
are most likely related to activation of AMPK.

Despite the fact that acute IL-6 treatment can enhance glucose uptake and
fat oxidation in skeletal muscle there are, nonetheless, a number of studies both in
vitro (48-51) and in rodents in vivo (52-54) that demonstrate that IL-6 is capable
of inducing insulin resistance. Most, if not all, in vivo studies seem to suggest that
IL-6 induces insulin resistance via adverse effects on the liver. Subjecting lean mice
to chronically elevated IL-6 for 5 days causes hepatic insulin resistance (51), while
treating either ob/ob (leptin deficient) mice (53) or liver-inducible kappa kinase
(LIKK) transgenic mice that display hepatic insulin resistance (12) with IL-6 neu-
tralizing antibodies attenuates hepatic insulin resistance. The IL-6-induced insulin
resistance appears due to increased expression of SOCS-3 (51), thought to directly
inhibit the insulin receptor (55). However, the negative effect of SOCS3 on insulin
action has recently been brought into question. Liver-specific STAT3 knockout
mice that express low levels of hepatic SOCS3 protein paradoxically are unable to
suppress hepatic glucose production after intracerebral ventricular insulin infusion
(56). Moreover, the prevention of IL-6 signaling either by neutralizing antibodies
or by genetic deletion of IL-6 markedly reduced insulin-induced phosphorylation
of hepatic STAT3 (56). These results suggest that the local production of IL-6 is
important for the phosphorylation of hepatic STAT3 induced by the brain insulin
action. In a more recent study, liver-specific SOCS3 knockout mice exhibited
obesity and systemic insulin resistance with age (57), and insulin signaling was
reduced in skeletal muscle (57) suggesting that deletion of the SOCS3 gene in the
liver modulates insulin sensitivity in other organs. Possibly the most convincing
evidence that IL-6 is anti-obesogenic is the observation that IL-6 knockout mice
develop mature onset obesity and glucose intolerance (58), although even this is
open to interpretation, as another study using the same IL-6 knockout mice found
no such phenotype (59). The role of IL-6 in obesity and insulin action is clearly
unresolved and requires further work.

Resistin (or FIZZ3) is an adipocyte-derived secretory factor that identified
as a novel transcript produced exclusively by adipocytes (60). Despite the signif-
icant interest generated by the discovery of resistin in 2001, very little is known
about the intracellular signaling pathways by which resistin induces its metabolic
effects. A consistent finding in vivo is that resistin suppresses liver and muscle
AMPK signaling (61-63), an effect also observed in L6 muscle cells (64). The
mechanisms mediating this inhibition of AMPK signaling are still unclear and it is
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unknown whether the effects observed in vivo are due to direct effects on AMPK
signaling or may be mediated through indirect pathways. One possibility is that
a resistin-induced increase in SOCS3 (65) inhibit cytokine signaling known to
activate AMPK and/or via direct inhibition of IRS1/2 signaling. Future studies are
required to directly establish the mechanisms by which resistin suppresses AMPK
signaling.

Lipid Regulation of Inflammation and Insulin Action

It is well known that obesity is the major promoter of insulin resistance in humans.
There is emerging evidence to suggest that insulin resistance, at least in skeletal
muscle and liver, is caused by dysregulated signaling processes secondary to
the accumulation of lipid at these sites (66—68). Although the increase in mus-
cle lipid content is manifest as the relatively inert lipid species, triacylglycerol
(TAG), it is associated with accumulation of long-chain fatty acyl CoA (LCFA-
CoA) species, diacylglyerols (DAG) and ceramides. DAG are important second
messengers of intracellular signaling and are an intermediate of TAG and phos-
pholipids. An association between insulin resistance and DAG accumulation has
been repeatedly demonstrated in rodents. Although the underlying mechanisms
are unresolved, they are thought to involve the activation of the DAG-sensitive pro-
tein kinase C (PKC) isoforms 6 and € (69,70). Despite current thinking that DAG
primarily mediates lipid-induced insulin resistance (71), evidence is accumulat-
ing that ceramides are also a major lipid species that lead to insulin resistance.
Ceramides are second-signal effector molecules shown to block insulin action
via downregulation of the activation of Akt (72). In addition, ceramide has been
shown to initiate inflammatory signaling pathways leading to the activation of
both JNK and NFkB/IkK (73) which, as discussed, are key mediators in the
development of insulin resistance (9,16). Recently, Summers and colleagues (74)
have shown that mice deficient in the enzyme Desl, or wild-type mice treated
with the drug myriocin, both of which prevent ceramide synthesis, are protected
from high-fat diet induced obesity. These recent data (74) provide clear evidence
that ceramide accumulation leads to dysregulated insulin signal transduction and
insulin resistance.

Recently, Matsuzaka et al. (75) reported that mice lacking a long-chain fatty
acid elongase, elongation of long-chain fatty acids family member- (Elovl6), do
not develop insulin resistance even when fed a diet rich in saturated fats. Elovl6-
deficient mice have increased levels of palmitate (C16:0) and palmitoleate (C16:1)
but reduced levels of stearate (C18:0) and oleate (C18:1). When compared to wild-
type mice, the Elovl6-deficient mice showed no difference in hepatosteatosis or in
obesity induced by a high-fat diet but had improved insulin signaling, indicating
that lipid levels can be dissociated from the insulin signaling pathway. The authors
did not observe increased levels of ceramide or activation of JNK or IKK in the
livers of Elovl6-deficient mice fed the high fat diet, but their livers did have smaller
amounts of diacylglycerol and lower expression of PKCe compared with the
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wild-type mice. These results are considered important because they suggest that
not all long-chain fatty acids cause the same metabolic consequences (76).

Finally, recent studies have implicated a conserved family of proteins, the
“Toll-like” receptors (TLRs), involved in innate immunity in the interrelation-
ship between lipid oversupply, inflammation, and insulin resistance TLRs recog-
nize highly conserved molecular structures associated with infectious microor-
ganisms, e.g., lipopolysaccharide, flagellin, double stranded RNA, peptidoglycan
and lipoteichoic acid, and are crucial in promoting the generation of effective
adaptive immune responses (77). Recent evidence has demonstrated that TLRs
also recognize endogenous molecules, e.g., heat shock proteins, heparan sulphate,
[B-defensin 2 and the type III repeat extra domain A of fibronectin (77). Following
recognition of their specific ligands, TLRs activate highly conserved signaling
pathways. Briefly, except in the case of TLR3, the adaptor protein myeloid dif-
ferentiation factor 88 (MyD88) is recruited to the cytosolic region of the TLR.
This association promotes the recruitment of the serine-threonine kinases IL-1R-
associated kinase 1 (IRAK1) and IRAK4 that phosphorylate and activate TNF
receptor-associated factor 6 (TRAF6) resulting in the activation of IKK and sub-
sequently the up-regulation of NF-kB-dependent genes (77). It is well known that
some family members, particularly TLR4, are activated by saturated fatty acids
(78,79). Moreover, Flier and colleagues (80) recently demonstrated that mice lack-
ing TLR4 are protected from the ability of systemic lipid infusion to both suppress
insulin signaling in muscle and induce systemic insulin resistance. Taken together,
these data suggest that TLR4 is a molecular link between lipids, inflammation,
and innate immunity.

ROLE OF IMMUNE CELLS IN REGULATING INFLAMMATION AND
INSULIN RESISTANCE

Since the primary insulin-responsive tissues, including adipose tissue, are com-
prised of a variety of cell types all serving specific biological functions, it is
important to discern which resident cell type within a given tissue of interest
is responsible for producing proinflammatory cytokines. Adipocytes, for exam-
ple, express receptors for a variety of proinflammatory molecules and produce
macrophage migration factors during periods of metabolic stress, supporting the
notion that other resident cell types, e.g., macrophages, could be involved in alter-
ing adipose tissue metabolism. F4/80-positive cells, i.e., macrophages, within the
stromal vascular compartment comprise ~10% to 40% of the cells within adipose
tissue (81) and produce IL-18, TNF-a, IL-6, resistin, and prostaglandin (PG)-E2
(81-86). Furthermore, it was shown that macrophage-secreted factors and adipose
tissue macrophage number are highly correlated with adiposity and insulin resis-
tance in humans and rodents (81-83,87). These data provided the critical evidence
that inspired a body of work focused on unraveling the physiological link between
immune cell activation, inflammation, and insulin resistance.
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The Impact of Macrophage Infiltration on Inflammation and Glucose
Metabolism

One of the most extensively studied circulating factors involved in monocyte
chemotaxis is monocyte chemoattractant protein (MCP)-1, which is known to be
overexpressed in plasma and peripheral tissues from obese and insulin-resistant
humans and rodents (86—88).To address the impact of alterations in monocyte
recruitment to peripheral tissues on inflammation and insulin action, MCP-1 was
selectively overexpressed or inhibited (89,90). As would be predicted, mice with
adipose tissue-selective overexpression of MCP-1 exhibited increased adipose
tissue macrophage content, elevated inflammatory markers, increased adiposity,
impaired glucose tolerance and insulin resistance. Conversely, in the context of
high-fat feeding, MCP-1 deletion led to diminished adipose tissue macrophage
recruitment, reduced tissue inflammation and adiposity and improved insulin sen-
sitivity (89). Findings from high fat-fed mice were extended to diabetic db/db
mice, in which inhibition of MCP-1 led to a significant improvement in glucose
metabolism and markedly reduced hepatic triglyceride content (89). In comple-
mentary studies, inhibition of macrophage infiltration into adipose tissue was fur-
ther explored in MCP-1 receptor (CCR?2) knockout mice, as this receptor regulates
cellular chemotaxis and local macrophage-dependent inflammatory processes that
have been previously linked with atherogenesis (87,88,91). Loss of CCR2 func-
tion by genetic ablation or antagonist treatment in vivo led to reduced macrophage
content and inflammation as well as improved insulin action (92). It should be
noted, however, that deletion of CCL2 and CCR2 do not yield consistent results
in all mouse strains. Thus, studies by others (93,94) indicate that CCL2 and its
receptor are not essential for high fat diet-induced macrophage recruitment to
adipose tissue, possibly due to redundant or condition-specific chemokines.

Macrophage Phenotype and Insulin Sensitivity

While quantitative changes in adipose tissue macrophage content, in the context
of high-fat feeding, genetic obesity and type 2 diabetes, are now well established,
evidence is emerging that phenotypic differences between basal tissue resident
macrophages and those recruited from the bone marrow during metabolic or
inflammatory challenge are very important. A phenotypic evaluation of tissue
resident macrophages was recently performed by Lumeng et al (95). In compar-
ing resident adipose tissue macrophages (ATMs) from lean versus high-fat—fed
mice, it was shown that macrophages from lean animals overexpress the anti-
inflammatory cytokine, IL-10. Conversely, ATMs from high fat-fed mice display
the “classically activated” M1 phenotype with increased expression of inflamma-
tory genes including TNFa and iNOS (95). It is important to note that similar
observations were recently made in human adipose tissue when lean vs. obese
subjects were compared (96). Interestingly, the phenotypic response of human
ATMs to stimulation (IFNvy, LPS, TNFa) was quite different than that of blood
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monocytes selectively differentiated to classic M1 or M2 macrophages in vitro
(96). These data clearly implicate macrophage inflammation as playing a regula-
tory role in the etiology of obesity-induced insulin resistance. Genetic studies have
highlighted a mechanistic link between macrophage inflammation and obesity-
induced insulin resistance (13). Specifically, mice lacking IKK[3 in myeloid cells
(generated by crossing myeloid specific Lysozyme-Cre mice to floxed Ikbkb mice;
IkbkbA mye) had greater insulin sensitivity compared with control mice (ikbkb
floxed mice; IkbkbF/F) as determined from glucose and insulin tolerance testing
(13). Furthermore, euglycemic-hyperinsulinemic clamps showed greater insulin-
stimulated glucose disposal and enhanced suppression of hepatic glucose produc-
tion in IkbkbA mye compared to IkbkbF/F mice, indicating improved muscle and
hepatic insulin sensitivity (13). More recently, Karin and colleagues (97) have
shown that deleting JNK1 from macrophages protects against insulin resistance.
Conversely, these authors also showed that transplanting wild-type macrophages
into global JNK1-/- mice rescues their negative metabolic pheneotype. Together,
these data highlight the importance of myeloid cell inflammation in the etiology
of systemic insulin resistance.

It is now well known that the peroxisome proliferator-activated receptor-y
(PPAR v), a member of the nuclear receptor superfamily of ligand-dependent
transcription factors, not only plays an essential role in fat cell development and
metabolic homeostasis (98,99) but also is a negative regulator of macrophage
activation (100). Accordingly, in parallel studies, work from our group (101)
and others (102) showed that mice with a macrophage-specific deletion of PPAR
v led to NFkB target gene activation and a polarization of macrophages to an
M1 inflammatory phenotype. Remarkably, macrophage-specific PPAR +y deletion
in vivo caused hyperinsulinemia, impaired glucose tolerance, increased adipose
mass, skeletal muscle inflammation, and skeletal muscle and hepatic insulin resis-
tance even under normal chow fed conditions (101). While the exact tissue-specific
role of the macrophage in the pathogenesis of whole body insulin resistance
remains ill-defined, the finding that macrophage-specific deletion of PPARy leads
to skeletal muscle insulin resistance, even in lean animals with no detectable
change in adipose tissue inflammation, suggests that the macrophage may serve as
an initiator cell type in certain insulin-resistant states. Also of note is the observa-
tion that macrophage-specific deletion of PPAR~y results not only in the activation
of both IKK and JNK leading to impaired insulin signal transduction, but also to
increased lipid accumulation in these tissues.

As discussed earlier, lipid-induced activation of inflammatory signaling may
involve the activation of TLR4 (80). However, evidence exists that members of the
scavenger receptor family, including fatty acid transporters, also may be impor-
tant in mediating lipid-induced macrophage activation (103). In a recent study,
Furuhashi et al. (104) demonstrated that inhibition of the fatty acid binding pro-
tein FABP4, also known as AP2, decreased both macrophage cholesterol efflux
and expression of pro-inflammatory cytokines such as TNFa. In addition, inhi-
bition of AP2 prevented both diabetes and athereosclerosis (104). These data are



66 Lancaster et al.

in line with previous studies demonstrating that macrophage-specific deletion of
another fatty acid transporter, namely FAT/CD36, prevented atherosclerosis in a
mouse model, Apo E-null mice, prone to this disease (105). These data suggest
that one mechanism by which macrophages are activated is via the uptake and
deposition of fatty acid within the cell.

PROXIMAL MEDIATORS OF OBESITY-INDUCED CELLULAR
INFLAMMATION: ROLE OF THE ER

It was recently demonstrated that obesity is associated with the induction of
a complex cellular homeostatic response known as the ER stress response, or
the unfolded protein response (UPR) (106). ER stress is initiated in response
to stimuli that impair the ability of the endoplasmic reticulum to correctly fold
newly synthesized proteins and hence promotes the accumulation of unfolded
or misfolded proteins within the ER lumen (107). Detection of unfolded proteins
within the ER lumen and the subsequent initiation of the UPR is mediated by three
molecules: inositol-requiring enzyme 1 (IRE1), PKR-like endoplasmic reticulum
kinase (PERK) and activating transcription factor 6 (ATF6) (107). Both high-
fat—fed mice and genetically obese ob/ob mice display an increase in e[F2a S51
phosphorylation, PERK T980 phosphorylation and IREla phosphorylation, all
markers of ER stress, within adipose tissue and liver (106,108). Furthermore,
deletion of one allele of the X-box-binding protein-1 (XBP1), a transcription
factor essential in the UPR, exacerbated high-fat diet induced insulin resistance
(106). Importantly, the induction of ER stress recruits and activates both JNK and
IKK in an IRE1-dependent manner (109—111). Thus, it has been hypothesized that
obesity-induced ER stress may be a crucial mediator of obesity-induced cellular
inflammation and insulin resistance, and this area is the focus of intense research.

CONCLUSIONS AND CLINICAL IMPLICATIONS

It has become apparent over the last decade that the etiology of obesity-induced
insulin resistance is complex. It appears that the major deleterious mediator
molecules are long-chain saturated fatty acids and pro-inflammatory cytokines,
principally TNF-a. These circulating molecules act on a multitude of transmem-
brane receptors located in metabolically active tissues such as skeletal muscle,
liver and adipose tissue (Fig. 1). It is also clear that cells such as myeloid cells
and organelles such as the endoplasmic reticulum play a role in the etiology of
insulin resistance. Chronic, low-grade inflammation is a common theme in the
complex interactions between environmental agents and genetically programmed
signaling pathways that ultimately results in defective insulin signaling. We are
heading back to where we were more than a century ago to identify key inflam-
matory molecules as drug targets for the treatment of obesity-induced insulin
resistance.
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Figure 1 Schematic summarizing obesity-induced mediators of insulin resistance. Obe-
sity (overfeeding and lack of physical activity) leads to enlarged, inflamed fat cells that
initially recruit and activate myeloid cells such as macrophages. Macrophages and/or
adipocytes can release a number of cytokines/adipokines than can affect multiple tissues by
signaling through known and unknown receptors. Adipocytes can also release long-chain
saturated fatty acids (LCSFA). Both LCSFA and TNF-a, can act on receptors in metabol-
ically active tissue such as the liver and skeletal muscle. LCSFA can activate Toll like
receptors (TLR4) and TNF can activate TNFR1 to signal to JNK and IKK, which can either
directly dysregulate insulin signaling or can transcriptionally upregulate pro-inflammatory
genes in the nucleus via the downstream transcription factor as NFkB, AP1, and c-Jun.
Fatty acids can also enter and accumulate in the cell via transmembrane fatty acid trans-
porters (FABP, FAT/CD36) to accumulate deleterious lipid species (ceramide and DAG)
within the liver and skeletal muscle. Ceramide can activate JNK and IKK while DAG can
signal to PKC isoforms to dysregulate insulin signaling. Intracellular fatty acid accumula-
tion and lack of physical activity (skeletal muscle) can inhibit mitochondrial function and
or capacity to result in ROS formation and activation of serine/threonine kinases. Finally
both cytokines and fatty acids can lead to ER stress that can also result in JNK and IKK
activity.

Despite the recent advances in identifying the molecular pathways that reg-
ulate obesity-induced inflammation and insulin resistance, translation to clinically
effective therapy has yet to be realized. Since, as discussed in this chapter, TNF-a
contributes to insulin resistance in rodents, one might expect that treating patients
with type 2 diabetes with TNF receptor or TNF-a blockade drugs would be
an effective therapeutic strategy. However, while Infliximab® or Embrel® are
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effective in treating other chronic inflammatory illnesses such as rheumatoid arthri-
tis or Crohn’s disease, they are largely ineffective in treating insulin resistance in
humans. It appears that the JNK pathway may be an effective therapeutic target and
JNK inhibitors have been developed and shown to be effective in animal models of
obesity (112). However, MAP kinase inhibitors are notoriously nonspecific (113),
presenting a major stumbling block. While salicylates may be effective in treating
rodent models of insulin resistance (8,9), human trials have not been reported in
the literature. Notwithstanding the current gap between basic science into clinical
practice, the nexus of obesity, inflammation and insulin resistance will open up
new therapeutic avenues.
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In recent years, the characteristics of the stages of pre-type 1 diabetes have been
studied in different cohorts of individuals at risk, leading to the identification of
disease-associated biomarkers that can now be applied to risk assessment and dis-
ease prediction. These studies have also demonstrated that progression to disease
is not uniform and that, in order to optimize risk assessment, demographic, genetic,
immune, and metabolic predictive markers should be combined. This chapter will
summarize current knowledge on type 1 diabetes-associated risk markers and their
potential use for screening purposes, and will suggest how prediction strategies
could be translated into clinical application, if and when an effective form of
intervention to prevent type 1 diabetes is identified.

WHY SHOULD WE SCREEN FOR TYPE 1 DIABETES?

Assessment of type 1 diabetes (T1D) risk and prediction of disease develop-
ment remain primarily research tools, useful for identifying subjects suitable for
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recruitment into intervention trials which aim to prevent the clinical onset of T1D
(1). In this chapter we have used the term “screening” as a form of shorthand, but
it is important to realize that it will only be possible fully to evaluate screening
according to standard criteria once one of these trials has been successful (2).
Current strategies enable family members to be stratified into the majority who
have levels of risk equivalent to those of the background population, and a small
proportion at high risk for progression to disease (3—5). Recruitment into future
trials can therefore be based on careful selection of participants who are best suited
for the individual therapeutic approaches.

A number of different screening tools are available, but both their value and
acceptable financial and other costs will depend on the purpose of risk assessment.
Many of these cannot yet be quantified, but two major objectives of screening arise
from the types of intervention trial currently envisaged.

Primary prevention trials aim to prevent the development of T1D by inter-
vening at the earliest stage of pathogenesis before islet autoimmunity is initiated.
Primary prevention is therefore applicable to islet autoantibody-negative young
children who are at high genetic risk of T1D. In contrast, secondary prevention
trials apply intervention to non-diabetic individuals who have already developed
islet autoimmunity, with the aim of preventing progression to clinical disease.
Islet autoantibody-positive relatives of people with T1D are currently the cohort
of choice for recruitment into secondary prevention trials.

The Autoimmune Background of Type 1 Diabetes Determines Screening

Screening strategies should be based on the natural history of T1D development.
For accurate risk assessment, it is useful to consider the characteristics at different
stages of pathogenesis and the factors that contribute to the autoimmune process
(Fig. 1).

Genes determine susceptibility to T1D and can influence the appearance
and progression of islet autoimmunity (6). All the major T1D susceptibility genes
identified to date have, in common, a functional relationship to the immune system,
including involvement in antigen presentation (7), antigen expression (8), immune
regulation (9,10), or signal transduction in immune cells (11). Whereas, some
genes contribute to immune dysregulation and breakdown of immune tolerance to
islet autoantigens, others can be protective; hence, a combination of genes shapes
T1D susceptibility in the majority of cases (6,12). For the purposes of prediction,
it is important to appreciate that different combinations of genes contributing to
an individual’s genetic susceptibility play a role in determining patterns of islet
autoimmunity, associated diabetes risk, and/or speed of progression to disease.
However, only a limited number of T1D-associated genes, mainly those in the
human leukocyte antigen (HLA) class II region on chromosome 6, are currently
used for screening purposes.
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Figure 1 Pathogenesis and risk stratification of type 1 diabetes: Genetic background and
impaired immune regulation are preconditions on which environmental factors can trigger
islet autoimmunity, leading to (3-cell destruction and decreasing (3-cell mass, and finally
to diabetes onset. Diabetes risk can be stratified by using markers related to the stage of
pathogenesis.

Autoantigens

The autoimmune response in T1D is specifically directed against molecular targets
that are predominantly expressed in [3-cells. Autoantibody and T-cell responses
to a wide range of molecules have been associated with T1D (Table 1) (13).
While some of these antigens have been confirmed as major targets of the autoim-
mune process by many investigators (major T1D autoantigens), a number of
others have been proposed but their relevance for the disease remains uncertain
(minor or candidate T1D autoantigens). Interestingly, many of these autoantigens
are related to cells of neuroendocrine origin with highly developed and regu-
lated secretory mechanisms, and all of the major T1D autoantigens are related
to the secretory apparatus (Table 1). The best-studied, major autoantigens in
T1D are (pro)insulin (14,15), the 65-kDa isoform of glutamic acid decarboxy-
lase (GADG65) (16), and the protein tyrosine phosphatase related molecules TA-
2 (ICA512) and TA-2B (phogrin) (17-20). (Pro)insulin is present within (3-cell
secretory granules, and IA-2 and [A-23 are transmembrane proteins in these
granules (20,21), whereas GADG65 is a membrane associated protein of B-cell
synaptic-like microvesicles (22). Most recently, another transmembrane protein
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Table 1 Autoantigens Reported in T1D

Achenbach et al.

Subcellular
Antigen Expression location Antibodies T cells  References
Major T1D autoantigens
Insulin islet specific secretory granule human, human, (14)
mouse mouse
GADG65 neuroendocrine synaptic-like human human, (16)
microvesicle mouse
1A-2 (ICAS512) neuroendocrine secretory granule human human, (17,18)
mouse
IA-2p (phogrin) neuroendocrine secretory granule human human, (19,20)
mouse
ZnT8 islet specific secretory granule human 24)
Minor or candidate T1D autoantigens
Proinsulin islet specific Golgi apparatus ~ human human, (15)
mouse
PreprolAPP islet specific secretory granule human  (113)
IGRP islet specific endoplasmatic mouse (114)
reticulum
HIP/PAP islet specific secretory granule mouse  (115)
RegII islet specific secretory granule mouse  (116)
Reg la islet specific secretory granule human (117)
GADG67 neuroendocrine cytosol human human, (118)
mouse
ICA69 neuroendocrine Golgi apparatus ~ human human, (119)
mouse
Carboxypeptidase H neuroendocrine secretory granule human, mouse  (120)
mouse
Glima 38 neuroendocrine secretory granule human (121)
Glycolipid GM2-1 neuroendocrine secretory granule human (122)
Ganglioside GT3 neuroendocrine cell membrane human (123)
Sulphatide neuroendocrine secretory granule human (124)
S100B8 neuroendocrine cytosol human, (125)
mouse
Peripherin neuroendocrine cytosol mouse mouse (126)
GLUT2 widely cell membrane human (127)
DNA widely nucleus human (128)
topoisomerase 11
SOX13 (ICA12) widely nucleus human (129)
Jun-B widely nucleus human human  (130)
Imogen 38 widely mitochondria human  (131)
HSP60 widely mitochondria human, human, (132)
mouse mouse
HSP70 widely mitochondria, human human  (133)
cytosol, ER
HSP90 widely cytosol human (134)
AADC widely cytosol human (135)
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of B-cell secretory granules, zinc transporter ZnT8 (23), has been identified as an
additional major autoantigen in human T1D (24).

Islet Autoantibodies

Circulating autoantibodies to islet cell antigens are present in sera from new-onset
T1D patients as well as prior to the clinical onset of disease, signaling an active and
disease-specific—B-lymphocyte response (25). Because islet autoantibodies can
precede the development of clinical onset diabetes by many years, they are used to
identify individuals with higher risk for developing T1D (4,26-33). They can be
very reproducibly detected and are currently the best-validated and most widely
used predictive markers for T1D, particularly autoantibodies directed against the
biochemically defined target antigens insulin (IAA), GAD65 (GADA), and IA-2
(IA-2A).

Much of our current understanding of islet autoantibodies and their role in
prediction has derived from prospective studies in individuals with an increased
genetic susceptibility, such as relatives of patients with T1D. The prevalence of
islet autoantibodies in relatives is 5% to 10%, depending upon which antibodies
are measured (4,31,34,35). The largest screening in relatives has been undertaken
as part of the Diabetes Prevention Trial Type 1 (DPT-1) in North America (4).
In a DPT-1 substudy, samples from 17,207 of the 71,148 first-degree relatives
tested for islet cell antibodies (ICA), GADA, and IA-2A were also tested for IAA
by microassay. At least one of the four autoantibodies (above the 99th centile)
was found in 8.2% of relatives tested and more than one autoantibody in 2.3%.
Although closely associated with future disease, not all subjects with islet autoan-
tibodies will develop T1D. Substantial efforts have therefore been made to identify
disease-specific characteristics of autoantibodies and other markers that will help
distinguish which islet autoantibody-positive relatives will and will not develop
T1D, and, if so, when is this likely to occur (5,36-39).

Autoreactive T Cells

T-cell responses to various 3-cell antigens have been reported in T1D (13,40). T1D
risk screening does not however currently involve routine measurement of T-cell
reactivity because, compared to autoantibodies, human T-cell responses to islet
antigens are considerably more difficult to detect reproducibly in the peripheral
blood of patients with T1D or prior to clinical onset of disease. For years, it
has been a challenge to show convincingly disease-specific T-cell responses in
human T1D, and to distinguish quantitatively between specific T-cell responses
of patients and control subjects (41,42), though the recent introduction of new
methods, such as ELISpot-assay and tetramer-analysis into diabetes research has
resulted in progress in this area (43—47). These measures may become more
generally available and may begin to play a part in screening in the near future,
particularly in monitoring the effect of immunointervention.
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HOW SHOULD WE SCREEN?

In general, screening is hierarchical, starting from an a priori selection via genet-
ics (including family history), followed by the detection of ongoing autoimmunity
using islet autoantibody markers, and subsequent stratification of autoantibody-
positive individuals on the basis of their islet autoantibody profile and an assess-
ment of their ability to control glucose loads (Fig. 1). Where one stops, depends
on the type of intervention trial (primary or secondary) and the target level of risk
required for participation in the trial. A proposed algorithm:

Genetic markers

y

+

T1D-relevant
immune markers

y

+

Progression-associated
immune andfor metaholic markers

v

Disease development

Screening for Primary Prevention Trials: Assessing Genetic Risk—Family
History, Genes, and Both

As mentioned above, primary prevention trials target individuals who have not yet
developed detectable markers of humoral autoimmunity. Screening must therefore
make use of the “earlier” or “lower hierarchy” markers and must answer the
primary question of “who is likely to develop T1D-relevant islet autoimmunity?”
From the time of birth, family history and diabetes susceptibility genes can be
used to identify individuals with an increased probability of developing islet
autoimmunity and T1D (Fig. 2).

Risk Stratification by Family History

A first-degree family history of T1D is a major risk factor for islet autoimmunity
and diabetes (6,48), and about 10% to 13% of newly-diagnosed children are from
families with at least one affected first-degree relative (6,49). Overall, around 3%
to 8% of relatives will develop islet autoimmunity and T1D, whereas, the risk in
individuals without a T1D family history is around 10-fold lower (Fig. 2) (6). The
risk of developing islet autoimmunity further varies depending on which relative is
affected (Fig. 2). In the DPT-1 study, siblings of someone with T1D developed islet
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Figure 2 TI1D risk stratification by combining information on family history of T1D
and HLA genotyping: Useful for primary risk assessment in islet autoantibody-negative
individuals. *Risk is inversely related to the age at T1D onset in the affected relative.
Abbreviations: FDR, first-degree relative; HLA risk genes, HLA DR3/DR4-DQS8.

autoantibodies more frequently than offspring or parents (50), and data from the
German BABYDIAB study show that children with a healthy mother but a father
with T1D are at higher risk of islet autoimmunity than the children of mothers
with T1D (51). As a general rule, the risk of a child from an affected family is

If no first-degree relative with T1D << if mother with T1D < if father with T1D
< if sibling with T1D < if identical twin with T1D.

Age at diagnosis of the affected family member and current age of the non-
diabetic relative are important factors providing additional information on the
inherited risk. For both of these, risk is inversely related to age, i.e., the probability
that a person with a first-degree T1D family history will develop islet autoim-
munity and diabetes decreases with increasing age of diagnosis in the affected
relative with diabetes and falls with longer duration of autoimmunity-free survival
(52,53).

Furthermore, risk depends upon how many relatives have T1D (Fig. 2). In
the German BABYDIAB cohort, a child’s risk for multiple islet autoantibodies
was markedly higher (approximately 25%) if both parents or a parent and a sibling
had T1D compared with a single affected family member (54).
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Risk Stratification by HLA Genotyping

The HLA class II alleles (IDDM 1) contribute most to T1D susceptibility (6,55). In
Caucasians, islet autoimmunity and T1D are strongly associated with HLA DR3-
DQ2 and DR4-DQ8 haplotypes (6), and the HLA DR3-DQ2/DR4-DQS8 genotype
is associated with the highest diabetes risk (52,56—60). Depending upon national-
ity, this genotype is found in 20% to 30% of T1D patients and in almost 50% of
patients diagnosed in early childhood (6,52,58—60). Because several other HLA
genotypes confer moderate or high risk for T1D, and other genotypes are associated
with protection (genotypes containing the DRB1*1501-DQA1*01/DQB1*0602
haplotype) (6,61), HLA genotypes can be ranked according to the risk they confer
(57-59,62), and T1D risk can be stratified more than 100-fold on the basis of
typing at the HLA-DR and DQ loci (Fig. 2). Children carrying the HLA DR3-
DQ2/DR4-DQ8 genotype have the highest HLA-associated risk, which is around
4% and more than 10-fold higher than the risk in children without this genotype
(6), but this is too low to provide the basis for recruitment into most intervention
trials. Moreover, although strongly associated with childhood diabetes, the high-
risk—-HLA DR3-DQ2/DR4-DQS8 genotype is less frequent in patients who develop
T1D later in life (63).

HLA genotyping helps to predict who will develop islet autoimmunity. In
children without islet autoimmunity, HLA haplotypes can be used to identify
those who are more likely to develop islet autoantibodies. Results from the Ger-
man BABYDIAB study, the Finnish Type 1 Diabetes Prediction and Prevention
(DIPP) study, and the Diabetes Autoimmunity Study in the Young (DAISY) con-
sistently show that children carrying high-risk HLA genotypes are more likely to
develop islet autoantibodies in infancy, and to do so at an earlier age, than those
with intermediate risk, low risk, or protective HLA genotypes (64—66). Among
BABYDIAB offspring who had at least one first-degree relative with T1D, the
risk of developing islet autoantibodies by the age of 2 years was 20% in those
with the high-risk DR3-DQ2/DR4-DQ8 or DR4-DQ8/DR4-DQ8 genotypes, com-
pared with 2.7% in offspring without these genotypes, and overall 50% of islet
autoantibody-positive offspring had at least one of these genotypes (65).

HLA genotyping helps to predict the characteristics of islet autoimmunity.
Islet autoantibodies differ in their association with HLA haplotypes. HLA geno-
typing in antibody-negative children at risk may therefore help to predict the pri-
mary antigen(s) involved in a potential autoimmune process, and therefore direct
targeted antibody screening. GADA are more frequent in individuals with HLA-
DR3-DQ2 (67,68), whereas IAA and IA-2A are more common with HLA-DR4-
DQ8 (64—67). Individuals without either of these haplotypes are more frequently
islet autoantibody-negative (65-67,69).

HLA typing can also help to identify islet autoantibody responses that
have T1D-relevant characteristics such as persistence, breadth, and maturity (see
below). For example, the DAISY study found that the development of persistent
islet autoantibodies was associated with the HLA-DR3-DQ2/DR4-DQ8 genotype
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in both relatives of patients with T1D and in children from the general population,
whereas transient islet autoantibodies were not correlated with known genetic
risk factors (66,70). The German BABYDIAB study showed that the genetic
risk factors found in children who developed multiple islet autoantibodies were
absent in children who developed single islet autoantibodies (54,59). Similarly,
the Australian BabyDiab study found that HLA-DR4-DQ8 and DR3-DQ2 were
more prevalent in children who developed persistent multiple islet autoantibodies
than in children who were transient or single antibody positive (71), and the
Karlsburg schoolchildren study found children with multiple islet autoantibodies,
but not those with a single islet autoantibody, had HLA allele frequencies that
were similar to those found in T1D (72). Finally, high-affinity IAA are associated
with HLA-DR4-DQ8 containing genotypes (36); whereas, high-affinity GADA
are associated with HLA-DR3-DQ2 (37), and most IA-2A positive offspring with
the HLA-DR3-DQ2/DR4-DQ8 or DR4-DQ8/DR4-DQS8 genotypes immediately
develop a broad antibody reactivity to multiple epitopes expressed in both IA-2 and
TIA-23 molecules (73). Altogether, this supports the view that HLA susceptibility
genes may affect the magnitude and breadth of the autoimmune response.

HLA-genetic risk can be stratified by other genes and environment. HLA-
associated risk is modified by several factors that include geographical region
(background prevalence of genotypes and T1D incidence) (48,74,75), other genes
(59,76,77) and, importantly, whether children have a T1D family history (48). Fur-
thermore, HLA genes may interact with non-HLA genes or with the environment
in a genotype-specific manner, so that the risk conferred by HLA is modified for
some genotypes, but not others. This is the case for the risk conferred by a second
T1D-susceptibility locus mapped to a variable number of tandem repeat (VNTR) in
the insulin gene (/NS) promoter region (IDDM?2) (6). It has been suggested that the
associated risk is conferred by differences in the level of expression of the insulin
protein in the thymus leading to defective central tolerance to the insulin molecule
(8,78,79). In accordance with this, IAA are less frequent in patients or relatives
who have the T1D protective /NS VNTR class I/III or III/III genotypes (59,68).
Although genotype variation at /NS significantly affects T1D susceptibility in all
HLA risk categories, there is significant heterogeneity in the distribution of INS
genotypes in patients carrying different HLA genotypes (76,80). In individuals
with the high-risk HLA genotypes DR3-DQ2/DR4-DQ8 and DR4-DQ8/DR4-
DQ8, risk can be further stratified by screening for predisposing INS VNTR class
I/T genotype (59). Combining HLA and /NS typing will therefore improve T1D
risk stratification, but not in a manner strictly predicted from the multiplicative
model.

Combined HLA Genotyping and T1D Family History can Identify
Neonates at Highest Risk

Thousandfold differences in risk can be determined by combining the extent of
an individual’s family history with his or her HLA genotype (Fig. 2). Neonates
carrying DR3-DQ2/DR4-DQ8 or DR4-DQ8/DR4-DQ8 can be further stratified
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by selection of those with multiple family history of diabetes (54), or who are
HLA identical to the proband (81), to identify subgroups with more than 50% risk
of developing islet autoantibodies. In the German BABYDIAB cohort, 55% of
neonates who had a multiplex first-degree family history of T1D together with the
DR3-DQ2/DR4-DQS8 or DR4-DQ8/DR4-DQS8 genotypes developed multiple islet
autoantibodies (IAA, followed by GADA and IA-2A) in the first years of life, and
the majority of those who developed these antibodies progressed to diabetes in
childhood (54). In the DAISY cohort, siblings of children with T1D with the HLA-
DR3-DQ2/DR4-DQS8 genotype and identical by descent for both HLA haplotypes
with their diabetic sibling had a 65% risk of developing islet autoantibodies by
age 7 and a 50% risk of developing diabetes by age 10 (81). Thus, it is possible
to identify children with a 50% or higher risk of developing multiple antibodies
in childhood, an early and specific marker for development of diabetes. Although
these levels of risk are impressive, only a very small proportion of the future cases
of T1D fall into these categories. These methods of screening will therefore only
be applicable to very selective intervention trials, such as Pre-POINT (Primary
Oral/intranasal INsulin Trial) (www.diabetes-point.org).

Screening for Secondary Prevention Trials: Islet Autoantibodies
and Their Characteristics

Individuals with evidence of islet autoimmunity have entered a new stage in T1D
pathogenesis, and may be suitable for inclusion into secondary prevention trials.
Selection of participants for such trials therefore requires screening for immune
markers (Fig. 1), which in T1D is currently synonymous with measurement of
islet autoantibodies in peripheral blood. Prospective studies from birth such as the
German BABYDIAB study (82), the Finnish DIPP project (83), the DAISY study
from Colorado (84), the Australian BABYDIAB study (85), and the Prospec-
tive Assessment of Newborns for Diabetes Autoimmunity (PANDA) study from
Florida (86) have contributed most of today’s knowledge on the appearance and
progression of islet autoimmunity in childhood. It has been demonstrated that IAA
are almost always the first autoantibodies to appear in young children who subse-
quently progress to T1D (32,69,87), and that the typical natural history of T1D in
children is the appearance of IAA, followed by relatively early/rapid spreading to
other islet autoantibodies and eventually the development of diabetes (69,70,88).
We therefore recommend that in children, adolescents, and young adults (up to
the age of around 25 years) screening includes all T1D-associated major autoan-
tibodies, i.e., IAA, GADA, IA-2A, and ZnT8 autoantibodies.

Screening in older relatives should take into consideration the frequencies of
the individual antibodies in adult late-onset T1D. The prevalence of IAA decreases
dramatically with increasing age (89), and IA A are therefore not particularly useful
screening markers in the over 25 years age groups. The prevalence of GADA on
the other hand, is relatively stable with age (90). IA-2A are slightly more prevalent
in younger cases, whereas, the prevalence of ZnT8A is directly correlated with the
age of T1D onset (24,34). We therefore suggest that adults (older than 25 years)
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should be screened for GADA, IA-2A, and ZnT8A, with additional sequential
testing for IAA for further risk stratification.

Following its appearance, it is necessary to confirm the antibody marker
and to monitor its persistence on follow-up. Only persistent islet autoantibodies
signal an active autoimmune process relevant to diabetes development. Single
positive test results or transient autoantibody appearance are not associated with
progression to T1D (70,71). IAA are the major islet autoantibodies that are least
likely to persist (69-71) and this is related to titer (70,71). Transient IAA are also
associated with maternal transfer of insulin antibodies (91,92).

If autoantibodies are confirmed as stable, we need to look for markers of
progression (Fig. 1). These may be immune and/or metabolic, may only develop
during follow-up, and could potentially indicate relevant “events” in the under-
lying pathogenesis (93). It is therefore important to monitor autoantibodies at
appropriate time intervals, especially in young individuals in whom changes are
usually more frequent and rapid (93).

The development of multiple islet autoantibodies is a critical step in
pathogenesis and, therefore, a highly relevant marker of risk of progression.
It has been known for more than a decade that detection of two or more islet
autoantibodies is associated with a significantly higher T1D risk than a single
autoantibody (29,30,94). Whereas T1D risk is less than 20% within 10 years in
relatives with just one islet autoantibody, it is approximately 35% within 5 years
and 61% within 10 years in those with more than one autoantibody (5). Multiple
islet autoantibody-positive subjects without a T1D family history also appear to
have a high risk (33,95). However, the status “multiple autoantibody positivity”
depends on which markers are tested. For example, recent data from the Munich
family study show that around two-thirds of relatives found to be GADA positive,
but IAA and IA-2A negative (i.e., previously defined as low risk) in fact had
autoantibodies to the newly identified autoantigen ZnT8, moving them into the
multiple antibody-positive category. This included all those who progressed to
diabetes within this group of relatives (Ezio Bonifacio and Peter Achenbach,
unpublished findings). It is therefore possible that further marker(s) will become
available that can identify more advanced islet autoimmunity and higher risk
among individuals who are currently categorized as “single autoantibody positive”

Who Will Progress in Islet Autoimmunity?

More recently, characteristics of islet autoantibodies themselves have been shown
to identify relatives whose islet autoimmunity will progress. The major discrim-
inating characteristics are related to the target specificity, the maturity and mag-
nitude of the response, and the age at autoantibody appearance. Maturity and
magnitude are reflected by antibody affinity, titer, and number of different IgG
subclasses and target epitopes on individual and combined islet antigens.

Rule of thumb: “the more and the earlier, the higher the risk”.

Target specificity matters. There appears to be a hierarchy of diabetes-
relevance in the autoantibody response against different antigenic targets within



86 Achenbach et al.

and between islet autoantigens. For example, whereas risk is relatively low in
relatives with GADA or [AA alone (approximately 20% within 10 years), the
presence of IA-2A alone is associated with a similar risk (approximately 50%
within 10 years) to multiple non-IA-2-autoantibodies (ICA, GADA and/or IAA)
(5,34). Among IA-2A positive relatives, risk can be further stratified according
to the presence or absence of autoantibodies to IA-2[3 (5,93). Also, IAA without
proinsulin reactivity are associated with low risk, whereas proinsulin-reactive TAA
are associated with very high risk of progression (36). For GADA, the N-terminal
GAD-restricted antibodies are associated with low/no risk of progression, whereas
individuals with antibodies directed towards the middle and/or C-terminal of the
antigen progress to disease (37).

Maturity matters. Antibody affinity provides an indirect measure of matu-
rity. In a typical antibody response, exposure to antigen in the presence of B-cell
growth factors results in B lymphocyte expansion and IgM antibody production.
Sustained or repeated antigen exposure leads to a switch from IgM to IgG pro-
duction and selection of clones that produce antibodies of high affinity to the
antigen (96,97). In T1D, high affinity autoantibodies are associated with progres-
sion of islet autoimmunity and are therefore “diabetes-relevant”, whereas, low
affinity antibodies are unrelated to diabetes development (36,37). The German
BABYDIAB study has identified affinity as a marker for T1D-relevant IAA and
GADA (36,37). IAA affinity varied considerably between IAA-positive children,
and those who developed high-affinity IAA (K4 >10° L/mol) had persistent IAA,
developed multiple islet autoantibodies, and had a 50% risk of developing T1D
within 6 years. In contrast, children with lower affinity IAA rarely progressed
to multiple islet autoantibodies and did not develop T1D. High-affinity IAA dif-
fered from lower affinity IAA in insulin binding characteristics suggesting distinct
epitope recognition and, in contrast to the lower affinity IAA, the associated epi-
tope was also expressed on the proinsulin molecule (36). Similar findings were
recently obtained for GADA, in that, single high-affinity GADA-positive children
progressed to multiple islet autoantibodies and T1D more frequently than children
with low-affinity GADA (37).

Magnitude matters. The magnitude of an autoantibody response is reflected
by persistence, titer, affinity, and the breadth or range of autoantigen targets.
Diabetes development has been associated with high-titer ICA (98), IAA (5,89),
or IA-2A (5). High titer also determines other characteristics, such as breadth of
the response in terms of IgG subclass usage and epitope reactivity. As expected,
high titer responses are usually synonymous with multiple IgG subclass antibodies
to multiple epitopes, though these features can also be independent indicators of
disease risk in low-titer autoantibody-positive subjects (5). In a recent analysis
of autoantibody-positive relatives followed for up to 15 years, the highest risks
for T1D were associated with high-titer IAA and IA-2A responses, with the
appearance of antibody subclasses 1gG2, I1gG3, and/or IgG4 of TAA and [A-2A,
and antibodies to the IA-2-related molecule IA-2(3 (5). Using various combinations
of these islet autoantibody characteristics, it was possible to stratify 5-year diabetes
risk from less than 10% to approximately 90%.
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Figure 3 Type 1 diabetes risk stratification by islet autoantibody characteristics: Increase
in T1D risk is associated with progression of islet autoimmunity from single to multi-
ple autoantibodies. Immunization profiles in single IAA- or GADA-positive individuals
that can signal progression to multiple autoantibodies are associated with mature high-
affinity antibody responses against specific epitopes on the insulin/proinsulin and GAD65
molecules in the presence of HLA-DR4 and HLA-DR3, respectively. Further progression of
autoimmunity in multiple autoantibody-positive individuals is signaled by broad intensive
antibody responses of IAA and IA-2A, and the appearance of autoantibodies to IA-2[3, and
is associated with high risk of rapid diabetes development.

A schematic representation of our findings with respect to autoantibodies in
the natural history and prediction of T1D is presented in Figure 3.

Age matters. Risk of developing T1D can be stratified on the basis of how
early islet autoantibodies develop (88). The earlier in life the first autoantibody
appears, the higher the risk of progression of islet autoimmunity and, in particular,
the earlier multiple autoantibodies appear, the higher the risk of rapid progression
to diabetes. In the German BABYDIAB cohort, 50% of children who already had
multiple islet autoantibodies within the first year of life progressed to diabetes
within 2 years of follow-up. This was significantly more rapid than progression
in children who developed multiple islet autoantibodies at the age of 2 years
(17%) or at the age of 5 years (7%) (88). In line with this, the magnitude of
the autoantibody response in early childhood appears to be greater than that in
later life. Children who develop islet autoantibodies before the age of 2 years,
frequently have high-affinity IAA and progress to multiple islet autoantibodies
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(36), whereas, children who develop autoantibodies after the age of 2 years are
less frequently IA A-positive, are often GADA-positive, and infrequently develop
multiple islet autoantibodies (88). Because age is strongly associated with antibody
characteristics (and genetic risk factors), it has only marginal independent addi-
tional value in stratifying risk in prediction models that are based upon several
islet autoantibody characteristics (5).

Standardization of Islet Autoantibody Measurement

Accurate and reproducible autoantibody measurement is a prerequisite for accu-
rate prediction of T1D. The identification and molecular cloning of defined islet
antigens resulted in rapid development of autoantibody assays that have now been
established in specialized laboratories worldwide and are validated in interna-
tional workshops organized by the Immunology of Diabetes Society (IDS) and
the Centers for Disease Control (CDC) (99). There is high concordance between
laboratories for GADA and IA-2A (99), and a WHO reference reagent for islet
autoantibodies is available allowing worldwide comparison of antibody levels
(100). Radio-binding assays and some ELISAs can provide both high sensitivity
and specificity. Concordance between laboratories is, however, lower for IAA. To
date, only a few assays, all radio-binding assays, have sufficient sensitivity and
specificity to be considered useful for measuring IAA in preclinical T1D. Before
using an islet autoantibody assay for T1D risk assessment, its performance in
the IDS/CDC-based international workshops should be ascertained. These work-
shops are also useful in the validation of new assays and new autoantibodies. The
Diabetes Autoantibody Standardization Program provides an established platform
for rapid evaluation of new T1D markers by the wider research community. Exam-
ples are IAA affinity (101) or autoantibodies to IA-2@ and ZnT8 (9™ International
Congress of the Immunology of Diabetes Society and American Diabetes Asso-
ciation Research Symposium, Miami, 2007). Future evaluation might include
epitope and Ig subclass measurement, or determination of GADA affinity. In a
complementary program, under the auspices of NIDDK, efforts are underway to
align the best performing GADA and IA-2A assays by developing common assay
protocols that will initially be used in the large type 1 diabetes research consortia
such as TEDDY. The overall objective is to provide a basis for standard protocols
for assessment of T1D risk.

Metabolic Markers of Progression to T1D

Metabolic markers are not primary screening tools in T1D risk assessment but can
further refine risk assessment in autoantibody-positive individuals. First-phase
insulin response (FPIR) in the intravenous glucose tolerance test is often impaired
prior to diabetes onset and there have been attempts to determine the rate of
progression to diabetes by combining islet autoantibody measurement and FPIR.
Autoantibody-positive relatives with a low FPIR have a faster rate of progression
(or are closer) to diabetes than those with normal FPIR (3,102,103). In DPT-1,
T1D risk in ICA positive, IAA positive relatives with FPIR below the first centile
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was around 60% within 5 years (102). In the European Nicotinamide Diabetes
Intervention Trial (ENDIT), the overall 5-year risk in ICA-positive relatives with
low FPIR was approximately 55% (3), but among relatives positive for five autoan-
tibodies (ICA, GADA, TA-2A, TAA, and TA-2A), the risk associated with a low
FPIR increased to >90%, and impaired oral glucose tolerance identified those
with fastest progression to disease (>50% progression within one year) (104).
Recent studies have also suggested that combining measures of insulin resistance
and FPIR in islet autoantibody positive relatives may further contribute to risk
assessment (105—107). Although risk assessment is clearly improved by the addi-
tion of metabolic measurements, and the intravenous glucose tolerance test and
oral glucose tolerance test can stage the preclinical phase of T1D, these tests are
difficult to standardize. Low FPIR was associated with T1D-related autoantibody
characteristics such as high-titer ICA, the presence of IAA, and multiple islet
autoantibodies in 52 children aged between 1 and 5 years in the DIPP study (108),
and in older relatives participating in ENDIT (3), indicating that some of the
increased risk conferred by low FPIR can be attributed to autoantibody charac-
teristics. In accord with this, accurate T1D risk stratification was achieved on the
basis of autoantibody characteristics that included titer, subclasses, and/or epitopes
alone (5), suggesting that FPIR may not need to be included in the inclusion criteria
for recruitment for future trials.

Many of the studies cited have demonstrated complex interactions between
the determinants of risk of T1D, suggesting the need for integrated risk assessment
models based on genetic, immune, and metabolic markers. Over the last decade,
the data arising from large prospective studies such as DPT-1 and ENDIT have
provided unprecedented opportunities to develop such models (3,109), but even
larger populations are needed for multivariate analyses combining all the available
markers.

FUTURE DIRECTIONS

Identification of novel autoantigens: It is likely that further islet autoantigens
remain to be identified, and that these may enhance assessment of T1D risk. The
recent identification of ZnT8 as a major target of islet autoantibodies in T1D is
testimony to this, particularly the finding that antibodies to ZnT8 help identify
relatives previously designated as single antibody-positive (for IAA, GADA, or
IA-2A) who progress to T1D (Ezio Bonifacio and Peter Achenbach, unpublished).

Islet autoantibody profiling assays: With at least four autoantigen clusters
and multiple epitope targets, efforts must be directed to developing islet autoan-
tibody profiling and signature assays using array technology. Such assays would
facilitate the tracking of changes in prediabetes that may help predict disease pro-
gression, and could also be of value in monitoring immune efficacy of intervention
treatments.

Markers for adult autoimmune diabetes: Whereas children and adolescents
usually develop T1D accompanied by multiple islet autoantibodies, adults are
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often only positive for GADA alone (110). As discussed, positivity for a single
autoantibody has relatively low predictive value. Additional markers in this age
group are therefore urgently required.

Transfer of findings in relatives to general population: Relatives of people
with T1D have a 10- to 15-fold higher risk of developing T1D than people without
a family history of T1D. Thus, a priori, the positive predictive value of islet
autoantibodies for T1D progression will be higher in relatives than in nonrelatives.
This difference becomes minimal with multiple islet autoantibodies and broad
responses, because these are highly specific for T1D. Nevertheless, few studies
have documented risk in the general population (95,111,112). Assuming that
efficacious preventive therapies will be found, it will be important to establish
T1D risk in islet autoantibody-positive individuals from the general population in
order to decrease the overall incidence of T1D.
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INTRODUCTION

The first major breakthrough in understanding type 1 diabetes (T1D) was in 1889
when Von Mering & Minkowski at the University of Strasbourg showed that
removing the pancreas of dogs caused diabetes (1). It took 33 years for this knowl-
edge to translate into the isolation of insulin for therapy, thereby changing a fatal
disease into a less fatal, chronic disease. It was another 28 years before Bornstein,
using a crude insulin bioassay, clearly delineated insulin-dependent (type 1) dia-
betes and non-insulin-dependent (type 2) diabetes as insulin deficient and non-
insulin-deficient, respectively (2). This was soon confirmed with the development
of the insulin radioimmunoassay by Berson and Yalow (3). The concept that T1D
might be an immune-mediated disease was spurred by the histologic description
of immune cells in the islets (insulitis) by Gepts in 1965 (4), and subsequently
cemented by a larger analysis of pancreas samples by Foulis in the 1980s (5).
Meanwhile, in 1974, Nerup et al. (6) and others (7) reported the association of
T1D with specific HLA types and Bottazzo et al. (8) and Irving et al. (9), the asso-
ciation with islet cell antibodies (ICA) detected by indirect immunofluorescence.
By the 1980s, autoantibodies to insulin had been identified particularly in younger
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patients by Palmer et al. (8,10) and ICA as well as impaired insulin secretion (first
phase—insulin response to IV glucose—FPIR) shown by Eisenbarth et al (11-13)
to identify at-risk individuals prior to clinical disease. This was the basis, together
with further definition of HLA specificities (14), for prediction algorithms for
clinical T1D in relatives and subsequently in the general population (15). The
immunoserological basis of risk prediction depended on the discovery of specific
autoantigens, in addition to insulin, namely glutamic acid decarboxylase molecu-
lar weight isoform 65,000 (GAD-65) (16), insulinoma-like antigen-2 (IA-2) (17)
and, more recently, zinc transporter 8 (18), and the development of biochemical
assays for antibodies to these antigens (19) that have been subjected to quality
control in international workshops (20,21). As described in chapter 5, identifica-
tion of those at risk for T1D using serological and other markers has been a great
success story, crossing the first hurdle in prevention, the requirement to identify
those who could benefit. Combined with advances in understanding preclinical
natural history and immunotherapeutics, clinical trials aimed at primary preven-
tion before initiation of the autoimmune process and secondary prevention during
the autoimmune process are now a reality. To date, however, most trials represent
tertiary prevention aimed at retarding further B-cell destruction in people with
clinical T1D (Fig. 1). Primary, secondary, and tertiary prevention trials have been
previously reviewed (22-25) and guidelines suggested (26). In this chapter, we
describe current and planned clinical trials for T1D prevention, while identifying
issues that continue to challenge translational investigators.

100%

2° prevention: stop diabetes onset

3° prevention: stop complications

Beta cell function

< Years >

AUTOIMMUNITY and
BETA-CELL

GENETIC DESTRUCTIO Nor
PREDISPOSITION DYSFUNCTION CLINICAL DIABETES

Figure 1 Potential for prevention at stages of the natural history of diabetes.
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CURRENT AND PLANNED CLINICAL TRIALS

Intervention to prevent T1D could involve prevention of the immune-mediated—
B-cell destructive process through blocking of its initiation or effector phases,
direct enhancement of 3-cell growth, and survival or metabolic interventions to
reduce 3-cell demand. Most likely, success will come from a combination of these
approaches.

Prevention of Immune-Mediated B-Cell Destruction

The cyclosporine trial demonstrated that immunosuppression may retard loss of
B-cell function in the short-term and was thus an important sentinel (27-29). Yet,
the worsening of renal function in that study (30-32), together with increasing
evidence of metabolic (hyperlipidemia), infectious, and long-term cancer risk in
individuals treated with life-long—potent immunosuppression for other purposes
[e.g., transplantation (33)], led to a consensus that the preferred approach would be
to induce disease-specific tolerance rather than chronically suppress the immune
response.

Numerous reviews describe current approaches to block the initial or subse-
quent phases of autoimmune disease, targeted to a range of mechanisms. Current
understanding of the immune response to a putative antigen describes interactions
between antigen presenting cells and T cells, the latter through the T cell receptor.
The characteristic of the immune response depends upon additional signaling by
costimulatory molecules and intracellular pathways with effector cells propagating
and regulatory cells dampening the response. The balance between these effector
and regulatory functions influences whether the outcome is beneficial (ridding the
individual of an external pathogen), or harmful (autoimmune disease). Induction
of tolerance in the context of autoimmunity therefore implies a return to a stable
state in which the immune response is self regulated. Tolerance may be induced
by autoantigen administration. Other approaches include interruption of the T- or
B-cell responses with antibodies to surface markers such as CD3 or CD20, respec-
tively, or costimulation molecules or the IL-2 receptor, drugs that primarily affect
intracellular processes resulting in alteration of immune cell signaling or potential
depletion of autoreactive cells, including mycophenolate mofetil and rapamycin,
cytokine blockade or alteration and direct administration of autologous, regulatory
T cells. Clinical trials of these agents that are or soon will be underway are listed
(Table 1).

In addition to these pharmaceutical approaches, the geographic variation in
disease incidence, the increasing incidence particularly among the very young,
and the broadening of HLA types in people presenting with T1D, have lead
many to consider environmental interventions to block initiation of autoimmunity
(see chap. 1 for further information). The role of the environment in diabetes
development is also supported by observations in animal models. For example,
there is an increased incidence of diabetes in NOD housed in a germ-free versus
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conventional “dirty” environment (34) and the incidence can be altered by chang-
ing conditions of housing and feeding (35). It is felt that the mucosa plays a key
role in maintenance of self-tolerance in TID. Under dirty conditions, bacterial col-
onization of the intestine leads to maturation of mucosal immune function (36),
which may be a requirement for the generation of regulatory T cells in response to
oral antigen, (37,38). This provides theoretical support for the “hygiene hypothe-
sis” (38,39), which posits that the increasing incidence of autoimmune and allergic
disorders in the developed world is related to “clean living” conditions.

Epidemiology data both support (40) and refute (41-43) an effect of early
introduction of cow’s milk as a risk factor for islet autoantibody development. This
question should be answered by the ongoing primary prevention clinical trial called
TRIGR in which, genetically-at-risk babies are randomly assigned to formula with
and without cow’s milk and followed for development of islet autoantibodies. Early
introduction of gluten [BABYDIAB study (43)] and cereal [DAISY study (44)]
were reported to be associated with islet autoimmunity. These observations led
to the BabyDiet study testing whether development of autoantibodies differs in
babies randomized to early (at the age of 6 months) or late (at the age of 12
months) introduction of gluten (45). The changing western diet with a shift from
anti-inflammatory to proinflammatory fatty acids over the past half century (46)
and an increase in prostaglandin synthase in children with diabetes (47), together
with epidemiology data suggesting a protective effect of cod liver oil (48), led to
the hypothesis that omega-3—fatty acids may protect against autoimmune disease.
A pilot trial, the Nutritional Intervention to Prevent diabetes (NIP) study, to test
this hypothesis began in 2007. Epidemiological data also indicate that vitamin
D insufficiency is a risk factor for T1D, and basic science studies demonstrate
multiple effects of vitamin D on immune and metabolic function pertinent to
development of T1D (49,50). Recent pilot studies indicate that vitamin D can
be safely administered even to the very young (51), and a primary prevention
trial may be considered by NIH Diabetes TrialNet in the near future. Finally,
it has been suggested that gut flora play an important role in maintenance of
mucosal immunity (52,53). This idea has raised the possibility that administration
of protobiotics may offer protection from autoimmunity, and a pilot study has
demonstrated the safety of this approach (54).

Enhancement of 3-Cell Growth and Survival

Aside from immunotherapy, consideration has been given to therapies that
could support the (3-cell directly by promoting growth (through augmentation of
B-cell replication or differentiation of ductal or acinar cells), or by reducing
B-cell death. The former assumes that there is a capacity for 3-cell replication and
differentiation after birth in humans, and to assert this there is as yet, no evidence.
Absent such information in humans however, there is considerable in vitro and
some in vivo data indicating that pharmacologic manipulation can increase the
functional (3-cell mass (55). For example, NOD mice treated at diabetes onset
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with epidermal growth factor (EGF) and gastrin resolve their hyperglycemia and
have an increased [3-cell mass (56). Similar data has been reported in strepto-
zotocin treated rats (57). However, careful analysis of pancreas specimens from
patients with Zollinger-Ellison syndrome secondary to gastrin-producing tumors
demonstrated an increase in (3-cell size and replication, only in islets adjacent
to the tumors. There was no effect of excess gastrin on cells more than 1-cm
away from the tumor, suggesting that there would be limited benefit to thera-
peutic administration of gastrin in humans (58). In addition to EGF and gastrin,
the incretin hormone, glucagon-like peptide 1 (GLP-1) has been shown in vitro
and in vivo animal studies, to impact the [3-cell both by effects on B-cell growth
and replication and through inhibition of apoptosis (see chap. 7 for further infor-
mation) (59). Despite widespread clinical use of GLP-1 mimetics in patients
with T2 diabetes, and more recently in subjects receiving islet transplantation in
which salutatory effects on glucose tolerance has been demonstrated, no effects
of therapy have been clearly attributable to improvement in 3-cell mass. Never-
theless, the concept that administration of readily available pharmacologic agents
could augment 3-cell growth is so attractive that clinical trials in patients with
T1DM with gastrin and EGF have occurred. (http://www.transitiontherapeutics.
com/technology/diabetes.php). Of course, if the assumptions about the disease
process were correct, such therapies would be expected to be most useful in com-
bination with therapies to block the immune assault. Such a trial using Anti-CD3
and Exenatide (GLP-1 mimetic) is being developed under the auspices of Diabetes
TrialNet.

Metabolic Intervention

An alternate but not exclusive approach to prevention involves intervening in the
metabolic rather than immune process. Two concepts are key to this approach.
One is that hyperglycemia itself contributes to ongoing [3-cell destruction whether
directly by an unspecified glucose toxicity on the immune system or [3-cells, or
indirectly by increasing the demand on the -cell at a time when its function is
compromised by an abnormal cytokine milieu or by direct T-cell attack. The other
is that insulin resistance either intrinsic to the underlying immuno-inflammatory
process or induced by hyperglycemia increases the need for insulin secretion
to maintain normoglycemia. Since -cell destruction and insulin resistance both
appear to contribute to the rate of onset of disease (60—62) (see chap. 1 for further
information), immediate and aggressive correction of hyperglycemia and insulin
resistance may prevent disease progression. Insulin resistance has implications not
only for alternative preventative approaches directed at improving insulin action
in T1D, but for stratifying autoantibody-positive subjects in prevention trials. The
benefits of aggressive control of glycemia were suggested by the Diabetes Control
and Complications Trial (DCCT) in a study in which subjects in the intensive
insulin therapy group maintained better [3-cell function over time (63) and in a
study in which the “Biostator” insulin delivery pump was used to control blood
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glucose from the time of diagnosis (64). A metabolic intervention trial within
NIH Diabetes TrialNet using more modern closed loop—insulin delivery-glucose
monitoring systems to aggressively control hyperglycemia will begin in 2008.

TRANSLATIONAL CHALLENGES

Investigators perceive that we have entered an era in which the way type 1 dia-
betes is treated will profoundly change. For people with diabetes, this refers to
the introduction of closed loop insulin delivery systems, further improvements
in islet transplantation, and the emergence of stem cell therapy. It is important
to appreciate that all forms of cure for T1D that involve restoring endogenous
-cell function will involve prevention because the immune system has a memory
and the disease is recurrent. Therefore, the requirement is for safe and effective
forms of preventative therapies that can be used in combination with therapies to
restore (3-cell function. The thoughtful researcher must keep in mind the ongoing
challenges in translating these concepts into reality.

Translational Issues: Concept to Clinical Trial

In our modern era, basic scientific information about disease mechanisms and
molecules is used to design drugs against specific therapeutic targets, an approach
which promises improved efficacy and safety. Yet, the maxim that we do not know
what we do not know demands that we approach new therapies with caution. Novel
tools and techniques may allow for identification of new therapeutic targets, yet
the exquisitely complex systems developed over millennia which constitute phys-
iological immune surveillance require us to assume redundancies in any particular
process as well as unpredictable responses to perturbations of the system. Bring-
ing new science to clinical trial therefore creates challenges for any translational
investigator. For those aiming to prevent T1D, specific issues include the inacces-
sibility of the lesion in the pancreas in humans, lack of a large animal model of
autoimmune [3-cell destruction, significant differences in both innate and adaptive
immunity between rodents and humans, and genetic and clinical heterogeneity
in humans compared to inbred rodent models. This may lead to unpredictabil-
ity regarding both efficacy and safety when translating results of rodent studies
to human trials. Further, as discussed below, extrapolation from animal models
regarding dose and timing of an intervention may lead to miscalculations in design
of clinical trials and the possibility of discarding an effective therapy.

The fact that so many therapies alter the disease process in the NOD mouse
while few are able to reverse or stabilize overt disease (65,66) has led to the
assumption that a therapy that works late in the disease process of the NOD has
crossed a higher bar and thus is more likely to be successful in humans. This was
one of the strongest arguments for rapidly bringing anti-CD3 monoclonal anti-
body therapy to trial in individuals with recent-onset T1D; when administered to
euglycemic NOD mice (with insulitis only) there was a limited, short-term effect,
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yet in NOD mice with overt hyperglycemia prolonged remission of the diabetes
was seen (67). Indeed, early studies showed a significant short-term retention of
B-cell function in individuals with recent-onset clinical diabetes, appearing to
validate this assumption (68,69). More controversial is, whether this therapy will
be useful in humans prior to clinical disease onset. Under the supposition that
antibody-positive relatives with abnormal, but not yet diabetic, glucose tolerance
are more akin to the recently-diabetic NOD mice; an NIH Diabetes TrialNet study
testing whether anti-CD3 therapy can prevent the progression from abnormal to
diabetic glucose tolerance is being planned and may provide further insight into
the appropriate timing of this intervention.

The concept underlying antigen-specific immunotherapy is that autoantigen-
specific immunoregulatory mechanisms are physiological and can be boosted or
restored to prevent pathological autoimmunity. Strategies to achieve this include
the delivery of autoantigen by a “tolerogenic” route (e.g., mucosal), cell type
(e.g., resting dendritic cell), mode (e.g., with blockade of costimulation molecules),
or form (e.g., as an “altered peptide ligand’). These can prevent or suppress experi-
mental autoimmune diseases in rodents by several possible mechanisms including
clonal deletion or anergy, or induction of regulatory T cells (70-72). While results
from clinical trials of intranasal (73) and oral (74) insulin in individuals at risk of
T1D are suggestive, the astute reader will also recognize that antigen administra-
tion is a double-edge sword that has also been used to induce cytotoxic immunity
in the setting of cancer. It is likely that the presence or absence of activated effector
cells, the nature of the antigen (e.g., presence of CD4 and CD8 T-cell epitopes),
dose, timing, and route of administration determine the nature of the response.
In contrast to anti-CD3, autoantigen-specific therapy has only been efficacious
prior to overt disease in the NOD mouse (75,76). Consistent with this observa-
tion, oral insulin in newly-diagnosed subjects had no effect (77,78), whereas, a
post hoc analysis indicated benefit in “at risk™ subjects with high levels of insulin
autoantibodies (74) (an observation being tested anew in the NIH Diabetes Trial-
Net Oral Insulin Prevention Trial). In contrast to animal data suggesting efficacy
would only be seen prior to disease onset, in an initial study administration of
SC GAD-65 to subjects with T1D may have been associated with preservation
of C-peptide secretion (79,80). On the other hand, administration of nasal insulin
to antibody-positive, young genetically-at-risk children in the DIPP trial had no
effect on diabetes development (81). Thus far, the available data serve to highlight
that since we do not know whether progression from peri-insulitis to destruc-
tive insulitis to clinical disease characteristic of some mouse models (82,83) also
occurs in humans, looking to rodents to decide timing of intervention is fraught
with untested assumptions.

In addition to timing, antigen therapy may not yet have been effectively
translated to humans because of difficulties in determining an effective dose. For
example, despite compelling animal data, daily administration of 0.25 U/kg of
ultralente insulin had no effect on the progression to clinical disease in high-risk
relatives studied as part of the Diabetes Prevention Trial (84). In this study, the
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decision about the insulin dose used was largely based in concerns about possible
hypoglycemia, and was significantly less than that shown to be efficacious in the
rodent studies (75,85,86). Similarly, the DIPP trial used approximately 1 U/kg/d
of nasal insulin. While this dose did not cause hypoglycemia, in antibody positive
very young children, it was not effective in preventing or delaying onset of disease
as noted above.

New animal models—transgenic, gene targeted, and “humanized” mice
(87-97) help to understand mechanistic pathways, identify (3-cell autoantigens
that influence disease and facilitate direct testing of new immunotherapeutics.
While they yield publishable information, this is not necessarily the knowledge
relevant to human T1D. Manipulation of one or another component of a rodent’s
immune system is unlikely to fully mimic the human condition. Another novel
approach is biosimulation in silico, which incorporates multiple aspects of the
disease process to allow for virtual manipulation (98). While the utility of this
approach is not yet proven, it may be less reductionist than “real” animal models
and thus better predict outcomes in human studies.

Wrestling with these issues, some investigators have suggested that a therapy
should have a plausible hypothesis and be shown to work in more than one animal
model of diabetes before consideration is given to trials in people at risk for or
with T1D. Others, presupposing similarities in human disease mechanisms, have
proposed that more emphasis be given to testing therapies in T1D that have been
shown to be beneficial in other human autoimmune diseases. Results from the
current generation of clinical trials may provide insights as to which approach
best translates into effective therapy for individuals with T1D.

Translational Issues: Clinical Trial Design

The notion that immune-mediated (3-cell destruction should be amenable to treat-
ment led to more than 35 clinical trials in individuals with recently-diagnosed
diabetes between 1985 and 2001 (22). It is important to bring a critical eye to
these reports, as only 14 of these have reported a negative outcome, yet no therapy
is in clinical use today. Aside from the well-known difficulty in getting journals
to accept reports of negative trials, other important factors related to study design
have contributed to the uncertainty as to whether any intervention has worked and
the relative merits of different interventions.

Outcome Measures

A fundamental issue with all trials is the question of endpoint. How will it be
determined whether or not the therapy has worked? The Immunology of Diabetes
Intervention Group grappled with this problem in the early 1980s suggesting
that maintenance of good glucose control without insulin therapy should be a
measurable and clinically relevant endpoint. Yet this idea fell out of favor for
several reasons. First, careful evaluation of subjects not receiving study drug
during the first year after diagnosis revealed that virtually all went through a
“honeymoon” period and many attained good blood glucose control of insulin.
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Thus, the natural history of the disease limited the value of insulin withdrawal as
an endpoint. Second, with the widespread use of home blood glucose monitoring
and newer methods of delivering insulin, the variability in patient and physician
behavior appeared to account for insulin withdrawal at least as much changes in
the underlying pathology. Third, there was accumulating though indirect evidence
that insulin itself may be beneficial to -cell survival and thus many clinicians,
at least in the United States, kept their patients on minimal doses of insulin even
when blood glucose control did not demand this. The suggestion to use insulin
dose as an endpoint under the assumption that as insulin secretion was preserved,
less exogenous insulin would be required, also came up against same problems
as insulin withdrawal. Furthermore, it was compounded by the impact of insulin
sensitivity on insulin requirements. Thus, with no change in (3-cell function,
an increase in insulin dose is necessary to maintain glucose control in children
entering puberty, a time of increasing insulin resistance.

The decision to measure insulin secretion directly appeared to be a better
solution, yet raised new issues. The first was how to determine the clinical rele-
vance of residual insulin secretory function. As discussed below, this remains a
difficult question. The B-cell responds to glucose, amino acids, and other secre-
tagogues administered orally or IV, leading investigators to measure the insulin
response to a meal to reflect a clinically relevant response. Therefore, insulin
secretion was determined before and after consumption of a hearty breakfast
with standard amounts of carbohydrate, fat, and protein. To standardize the time
for consumption, the standard meal was eventually formulated into a measured
liquid preparation consumed within several minutes. This mixed meal tolerance
test (MMTT) demonstrated deficits in insulin secretion in those with T1D, but
it required several hours to perform. Administration of IV glucagon was shown
to elicit a robust C-peptide secretory response within a few minutes in healthy
subjects but not in those with T1D. It was not until 2006, however, that these two
tests were formally compared. The 2-hour MMTT elicited a slightly higher and
more reproducible C-peptide response than IV glucagon, indicating it is a more
sensitive and reliable measure of (3-cell function (submitted for publication Carla
J. Greenbaum, Benaroya Research Institute, Seattle, WA).

Several studies have used the area under the curve response to a 4-hour
(as compared with 2-hour) MMTT (68,99). Recently, the benefit of anti-CD3
monoclonal antibody therapy in recent-onset T1D subjects was demonstrated by
differences in both glucose clamp and glucagon induced—C-peptide secretion (69).
Unfortunately, it is unknown if the clinical trial outcome would have been the same
if either the 2-hour area under the curve (AUC) from the MMTT or peak C-peptide
response from glucagon stimulation was used.

Variations in measurements directly impact the utility of the test. Thus, an
endpoint that is poorly reproducible due to assay or biological variation requires
either more subjects or a large effect to see a treatment difference. A series of
studies examined the impact of antecedent glucose status and insulin dosing on
the acute 3-cell secretory response, leading to guidelines for standardization. Thus,
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subjects were required to have a glucose value between 70 and 200 mg/dL before
testing. Tests were to be conducted before 10 AM. Subjects were instructed to
take their usual long-acting insulin or continue their basal rate if using an insulin
pump, but very short acting insulin and regular insulin was not permitted within
several hours of the test. Under these conditions, both the glucagon stimulation
test and the MMTT were shown to be highly reproducible within a 3 to 10
days period (submitted for publication Carla J. Greenbaum, Benaroya Research
Institute, Seattle, WA).

Standardization allows for improvements in clinical trials in which differ-
ences in secretion are used to determine whether a therapy preserved 3-cell func-
tion. This alone is, however, not sufficient because new therapies must demonstrate
clinical benefit in relation to possible risks and we do not yet know what level
of insulin secretion over what period of time conveys clinical benefit. This is
analogous to our ability to measure the effect of a therapy on blood pressure, yet
without knowing what level of blood pressure reduction results in reduction in
morbidity and mortality.

The most compelling data for a clinical benefit associated with preserva-
tion of B-cell function comes from the DCCT, in which individuals with T1D
were required to have MMTT-stimulated C-peptide < 0.50 pmol/mL. In a post
hoc analysis, 303/855 subjects within 1 to 5 years of diagnosis were found to
have a stimulated C-peptide between 0.2 and 0.5 pmol/mL. Of these “respon-
ders”, 138 had been assigned to the DCCT intensive therapy group. Of the 552
“nonresponders”, 274 were in the intensive therapy group. Among the intensively
treated subjects, responders had a lower HbAlc, a 50% reduced risk for retinopa-
thy progression, and a 65% reduced risk for severe hypoglycemia (63). These
data suggested that 0.2 pmol/mL was a clinically significant level of C-peptide. A
subsequent analysis demonstrated that those who were able to sustain this level
of C-peptide for a year or more had greater clinical benefit (100). Similar conclu-
sions about clinical benefit in relation to C-peptide comes from smaller studies
such as that of Sjoberg et al. (101). However, longitudinal studies are required
to understand the relationship between plasma C-peptide concentrations across a
range of values with clinical outcomes.

A second issue with using C-peptide secretion as a marker of residual
[3-cell function in intervention trials has been the increasing recognition that insulin
secretion persists after diagnosis in a large number of subjects. Observations from
the control arm of some (77,102,103) but not all (68) recent intervention trials
show no change in fasting or glucagon- or MMTT-stimulated C-peptide between
baseline and 1 year after diagnosis. While this may reflect the impact of inten-
sive insulin therapy and better glucose control, it should be noted that eligibility
evaluations for the DCCT found that 48% of adults and 33% of adolescents (aged
between 13—18 years) 1 to 5 years after diagnosis had stimulated C-peptide levels
> 0.2 pmol/L, with 8% of adults and 3% of adolescents above this value even
5 to 15 years after diagnosis (104). Evidence for sustained [3-cell function had
also been reported (and underappreciated) in smaller studies in previous eras. Sev-
eral studies have reported that HLA type, autoantibody status, HbA1C, and most
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importantly age, all impact on the postdiagnosis decline in C-peptide (105). Yet, a
recent cross-sectional population-based study revealed persistent 3-cell function
even among youth with T1D (Carla J. Greenbaum, Benaroya Research Institute,
Seattle, WA unpublished observations: SEARCH study). It has been suggested
that the rate of fall of C-peptide secretion postdiagnosis may be similar across
age groups, but that younger subjects start with less C-peptide and thus reach
undetectable (3-cell function more rapidly. Unfortunately, little information about
C-peptide secretion in normal healthy children is available.

Another key point in interpreting results from intervention studies involves
understanding the analysis plan for the primary outcome. Thus, some studies
directly compare C-peptide responses at 1 or 2 years between treatment and
control groups, whereas others do the same, but adjust for baseline values. In
contrast, some studies compare the proportion of individuals in treatment and
control groups that have a given percent decline in C-peptide from baseline.
Considering the wide variation in baseline C-peptide values, the conclusion from
a particular study may greatly depend upon what analysis plan was employed. To
further complicate interpretation of results and particularly our ability to compare
across studies, the timing of the “baseline” C-peptide may have a great impact. For
example, if the inclusion criteria require individuals to be within 6 to 8 weeks from
diagnosis, few, if any subjects will likely be in the “honeymoon” period. A baseline
value obtained before resolution of hyperglycemia and acidosis or stabilization
of insulin dose may result in an “artificially” low “baseline” value. On the other
hand, if enrollment is allowed to 3 or 6 months, the “baseline” value may be
considerably higher and conclusions regarding outcome significantly different.
These concepts are illustrated in Figure 2. Of course, if studies were large enough,
then randomization and/or adjustment for time from diagnosis may help to resolve
these issues, but this has not yet been the case.

While there is current consensus that some measure of 3-cell function is the
most appropriate primary outcome measure for clinical trials, this requires that a
relatively large number of subjects be followed for several years. A key advance
would be the development of other surrogate markers of either disease progression
or therapeutic effect. Although autoantibodies can be used to accurately predict
risk for diabetes, they have not yet been shown to reflect an effect of therapy (106).
Efforts to standardize measures of cellular immune function akin to autoantibody
standardization (107) have begun (108—114) and may influence future clinical trial
design and outcome assessment.

Subject Selection

To diminish the risk of exposure to unproven therapies in individuals who do not
yet have a clinical disease, new therapies with potentially untoward adverse effects
are usually first tested in individuals with established clinical disease before con-
sideration is given to testing in those at risk. Often overlooked in this paradigm is
the potential benefit of new therapies in the two populations of subjects. Prevention
or delay of clinical disease in those at risk for disease provides an unambiguous
benefit, whereas, we can only surmise about the potential benefit of retarding
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Figure 2 Impact of timing of baseline measure on interpretation of outcome in tertiary
prevention trials. Theoretical illustration of a single subject’s stimulated C-peptide over time
postdiagnosis. (A) If baseline sample is obtained at the time of diagnosis and metabolic
dysregulation, the stimulate C-peptide value will be relatively low. The difference between
this baseline and C-peptide level at one year suggests that C-peptide has been preserved;
if receiving therapy, one might conclude that the drug was beneficial to the subject. (B)
However, if baseline sample is obtained when metabolic dysregulation is resolved, there
will be a fall in C-peptide between baseline and 1 year, suggesting minimal preservation of
C-peptide and lesser/no benefit. (C) If the baseline sample is obtained during the honeymoon
period, when stimulated C-peptide is often high, the difference between baseline and 1-year
value is large, suggesting a marked fall in C-peptide production and failure of therapy.

B-cell destruction in individuals treated after clinical diagnosis. This potential
benefit could become tangible if, at the time of diagnosis, we could identify and
thus target those destined to develop complications regardless of diabetes control.
Preserving (3-cell function could have a profound impact in these individuals and
identifying them is a challenge for translational investigators.

The second problem with the sequential approach to trialing a candidate
intervention therapy, described above, is scientific. If a therapy does not work in
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individuals with disease, is it really appropriate to stop testing it for prevention,
particularly if the hypothesis and animal models suggest increased efficacy earlier
in the disease process? In this regard, it may be more appropriate to consider
interventions first in the population of antibody-positive relatives with abnormal
glucose tolerance that, if left untreated, almost inevitably will progress to clinical
diabetes within 5 years.

Another important unanswered question is whether it is critical for subjects
with diabetes to be entered into a clinical trial as soon as feasible after clinical
diagnosis. Certainly, subjects must have sufficient 3-cell function at the time of
enrollment to potentially benefit from intervention. Yet, since significant insulin
secretion is found in a high percentage of individuals even several years from
diagnosis, this requirement alone would allow enrollment of subjects outside of
the immediate diagnosis period. The critically important and as yet unanswered
question is whether there are immunologic processes occurring around the time of
diagnosis that require intervention at that time to be effective. It is surprising that
how little is understood about the transition from prediabetes to overt disease in
humans. Recent analysis of data from the Diabetes Prevention Trial suggests little
change in stimulated C-peptide just prior to diagnosis, implying but not proving
that an abrupt destructive event does not occur (115). Without such knowledge,
the only evidence in humans that early treatment could be important is from a
post hoc analysis of the cyclosporine (116) and one of the anti-CD3 trials (69),
suggesting increased benefit in those closer to diagnosis or with greater 3-cell
function.

Despite the limited data in humans, given that early treatment seems to make
sense intuitively, why is there controversy about this issue in current clinical trial
design? The most important reason is the difficulty in obtaining true informed
consent for subjects in such a study. Having just been confronted with the news
that they or their child has a life-long disease requiring a complete change in
lifestyle, individuals may expect therapeutic benefit or even cure from a clinical
trial. Although study personnel and consent forms explicitly deny this, families are
often unable to truly comprehend that message. Another consideration relates to
equipoise, the need to extend the potential of benefit of an intervention to the large
number of individuals with persisting B-cell function outside of the immediate
postdiagnosis period.

Translational investigators must also wrestle with the question of subject
age for trial entry. Because primary and secondary prevention studies are not
feasible without the inclusion of children, well-designed trials of therapies with
limited potential for adverse effects are generally uncontroversial in this setting.
On the other hand, because T1D presents throughout adulthood, most clinical
investigators would agree that phase I (safety) tertiary intervention studies should
be carried out in adults. However, it is not clear whether an effect in adults will be
the same in children and therefore phase II and phase III studies (conducted with
prespecified safety parameters and careful monitoring) should include children. It
is also important to consider the upper age limit for inclusion in trials, because
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of the limited information available about the natural history of 3-cell loss after
diagnosis in different age groups. If, after accounting for variables such as HLA
type, antibody status, and baseline C-peptide secretion, the rate of fall of 3-cell
function was similar among various ages, then it would be reasonable to include
individuals who are in their 40s or even older. However, if this is not the case, and
the number of subjects enrolled in a trial is too small to adequately stratify by age,
then including a wide range of ages may limit the ability to detect an effect of
therapy. Pooling data from the control arms of recent trials may provide sufficient
data to better answer this question.

Translational Issues: Clinical Trial to Clinical Use

Moving from clinical trial to clinical use will require vigilance in several
areas. First, endocrinologists will have to learn how to administer and monitor
immunotherapy. Most currently practicing physicians and training programs have
no experience with these forms of therapy. Thus, at some point, additional training
and credentialing may be needed. Second, “postmarketing” surveillance and a
willingness to openly evaluate benefits and risks will be needed particularly in
comparison to advances in “mechanical” treatments for diabetes. For example,
if a closed loop insulin delivery system is developed which allows for minimal
intrusion on the day-to-day life of the person with diabetes and lessens the risk of
complications, there will be limited tolerance for any risk associated with immune
intervention therapies. It is important to acknowledge that very long-term eval-
uation will be required to determine if preservation of 3-cell function reduces
vascular and other complications such as hypoglycemic unawareness.

Future Approaches

Future approaches to prevent immune-mediated diabetes will use new knowl-
edge about the genetic and environmental factors underlying disease progress to
formally stage subjects. Prevention of T1D will no doubt occur incrementally
with different interventions suited to risk level (Fig. 3). Ideally, prevention should
be directed to individuals at-risk, with early, sub-clinical disease, or better still,
to those at genetic risk without any evidence of underlying disease. The case
for intervening early in such asymptomatic individuals rests on the likelihood
of greater efficacy before the disease process is underway, but it is constrained
by the requirement for safety. Autoantigen-based immunotherapy in this popula-
tion is likely to be an important therapeutic component due to its relative safety
compared to conventional immunosuppressive agents and compelling data from
rodent models. In asymptomatic individuals, the majority of whom are likely to be
children unable to give autonomous informed consent, safety is the first consider-
ation. In end-stage autoimmune disease, combinatorial approaches that not only
enhance immune regulation but also suppress pathogenic immunity are likely to
be required. Advances in manipulating gene expression safely in stem cells and
conditioning the recipient immune system could open new avenues for stem cell
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Figure 3  Vision of future therapeutic algorithms for type 1 diabetes prevention.

based—self-antigen vaccination. Prevention of T1D will facilitate the replacement
or regeneration of [3-cells in people with established diabetes or at risk of recur-
rent autoimmune 3-cell destruction. Finally, lessons learned from the prevention
of T1D should apply to other autoimmune diseases.

This vision requires answers to key questions on both sides of the bridge
between basic and clinical research, including:

1. Will genetic markers allow for better selection of subjects for targeted thera-
pies?

2. Can surrogate markers of disease progression or therapeutic effect be

improved/discovered?

Is T1D a disease of remission and relapses?

4. TIs there an abrupt immunologic or metabolic event that precipitates onset of
clinical disease, or is the transition to overt diabetes solely the result of chronic
progression of the underlying process?

5. How are data on timing and/or dose of an intervention optimally translated
from animal studies to a clinical trial?

6. At the time of diagnosis, can subjects be identified who are most likely to
develop complications despite excellent glucose control, as primary targets
for intervention?

7. Are there differences in the natural history of disease after diagnosis in dif-
ferent age groups, or according to other potentially relevant variables such as
HLA, insulin resistance?

8.  What is the most efficient way to bring combination therapies to clinical trial?

O8]
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THE INTEGRATED INSULIN RESPONSE AND GLUCOSE
TOLERANCE IN VIVO

The concentration of glucose in the blood is a highly regulated physiologic param-
eter. The adaptive significance of maintaining glucose levels within narrow bounds
is probably related to minimization of fluid shifts, appropriate allocation of glucose
to storage depots, and retention of calories. The system for glucose regulation is
complex and very effective. For example, nondiabetic humans have the capacity
to eat large carbohydrate meals, with only minor, 30% to 50%, changes in cir-
culating glucose concentrations that are typically returned to basal levels within
1 to 2 hours. Signaling by the islet hormone insulin is the principle means of
shifting glucose from the circulation into cells and the control of insulin secretion
is at the core of normal glucose tolerance. The islet B-cell is regulated by the
interaction of substrate, neural, and hormonal stimuli. An increase in ambient
glucose is the best established stimulus for insulin release, and is essential for
normal secretion in vivo since the response to other physiologic 3-cell stimuli are
substantially reduced at basal glucose levels. However, it is clear from the pattern
of B-cell secretory rates after meals that other factors also have important roles
in this process. Insulin secretion is most pronounced in the early part of meals,
before a peak in blood glucose (1) suggesting that other factors, in addition to
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hyperglycemia, stimulate the 3-cell after meals. For effective homeostasis it is
important that insulin secretion should not change as a strictly linear function of
plasma glycemia but rather preempt major changes in blood glucose. In other
words, the B-cells should anticipate an increase in glycemia rather than simply
chasing the rising glucose levels. This system has at its core inputs from the
gastrointestinal (GI) tract that act as a feed forward mechanism to link nutrient
absorption with insulin secretion in order to promote efficient nutrient assimi-
lation (2—4). In addition, there are neural stimuli to the (3-cell that play a role
in physiologic insulin secretion (5). Signals carried by parasympathetic nerves
contribute to anticipatory insulin secretion, termed cephalic insulin release, and
also to the postprandial insulin response. Thus, the model that has emerged from
a large body of research over the last three decades is that the insulin response to
eating is controlled by a system that integrates circulating glucose levels, neural
inputs, and stimulation by hormones released from the GI tract to allow glycemia
to be restored rapidly, and without hypoglycemia.

THE INCRETIN EFFECT AND ROLE OF GI HORMONES
IN GLUCOSE METABOLISM

It has long been known that the GI tract plays an important role in the disposition
of carbohydrate meals. That this must be the case was deduced from a number of
studies demonstrating that circulating insulin levels are significantly higher after
glucose is ingested than when it is administered intravenously (IV) (Fig. 1). Based
on these observations it was postulated that the GI tract released substances during
carbohydrate absorption that could stimulate insulin secretion. These substances
were called incretins, a term first used in the early 20th century to refer to stimuli
of internal secretions. The augmentation of glucose-stimulated insulin secretion
that occurs when carbohydrate is absorbed through the gut is called the incretin
effect (2,4). Subsequently it has become clear that in healthy humans stimulation
by incretins accounts for 30% to 70% of postprandial insulin secretion (6).

The glycemic excursion in healthy humans following the ingestion of liquid
glucose is nearly identical across ranges of intake from 25 to 100 g. However, there
is a progressive increase of insulin secretion and the incretin effect with the amount
of carbohydrate ingested (6). This set of observations demonstrates two important
points, namely that the postprandial (3-cell response is not quantitatively dependent
on the glycemic level, and that signals from the gut increase in proportion to
nutrients presented for digestion. Based on these observations, the insulin response
to meals fits a model whereby glucose activates (3-cell secretion, while the incretin
effect controls the gain on insulin output.

There are two known hormones that act as incretins, glucose-dependent
insulinotropic polypeptide (GIP) and glucagon-like peptide 1 (GLP-1). These
peptides are produced by specialized cells in the intestinal mucosa, and secreted
in response to carbohydrate and lipid containing meals. There are specific GIP
and GLP-1 receptors that are expressed on islet cells, as well as in other tissues,
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Figure 1 Schematic representation of the incretin effect. The left panel shows plasma
glucose following ingestion of a glucose solution (upper) and plasma glucose during an
intravenous infusion of glucose to match the glycemia during the oral glucose administration
(bottom). The right panel shows the insulin response to oral glucose (upper) and the response
to IV glucose relative to oral glucose (bottom). Despite nearly indentical levels of plasma
glucose, insulin secretion is substantially higer with oral compared to IV glucose (the
incretin effect-shaded area right bottom panel).

and deletion of these receptors in mouse models leads to glucose intolerance (3).
These data and corroborating studies using GIP and GLP-1 receptor antagonists
have demonstrated that enteroinsular signaling is a physiologic process that is
necessary for normal glucose homeostasis.

The incretin effect has been demonstrated to be defective in several disease
states. Patients with type 2 diabetes have only minimal augmentation by oral
compared to IV glucose stimulus (7,8). Similarly, first-degree relatives of type
1 diabetic patients with normal fasting glucose but diabetic responses to an oral
glucose tolerance test (OGTT) have a significant reduction of the incretin effect
(9). But even nondiabetic individuals can have a reduction in the incretin effect,
since this has been demonstrated in persons with impaired glucose tolerance (10)
and in heart and liver transplant recipients taking immunosuppressive drugs known
to affect the B-cell (11). While the mechanism of the abnormal incretin effect in
these conditions is not clear, these subject groups have in common abnormal 3-cell
function, and one reasonable supposition is that a defective response of the islet
to gut stimulus is an early and fundamental aspect of impaired insulin secretion.
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GLUCOSE-DEPENDENT INSULINOTROPIC POLYPEPTIDE:
PHYSIOLOGY AND PATHOPHYSIOLOGY

GIP (originally referred to as gastric inhibitory polypeptide) is a 42 amino-
acid peptide that is highly conserved across mammalian species suggesting an
important physiologic role (12). GIP augments glucose-stimulated insulin secre-
tion, and is secreted into the circulation after meal consumption, an important
criteria for an incretin. GIP is synthesized by endocrine K-cells that are most
prevalent in the mucosa of the duodenum and upper jejunum, and these cells
are the only known source of GIP in humans. The GIP gene is located on chro-
mosome 17q and encodes preproGIP, a prohormone that is processed into the
bioactive molecule.

Ingestion of either carbohydrate or lipid containing meals stimulates
K-cells, and intravenous delivery of glucose, amino acids, or lipids does not
cause GIP release, indicating that luminal interaction of substrates with the gut
mucosa is critical for this process (12). GIP secretion in response to enteral glu-
cose is proportional to the amount of glucose administered and is dependent on
the absorption of glucose by the intestinal mucosa (13). Following ingestion of a
glucose containing drink, GIP is released throughout the entire period of delivery
to the intestine and diminishes only after delivery of glucose to the duodenum is
complete (13). Consistent with this, glucose-stimulated GIP release is inhibited
by factors that reduce carbohydrate digestion and uptake (2). The addition of fat
to a glucose meal greatly accentuates the GIP response. Taken as a whole, the
available data indicate that GIP secretion is regulated directly by the products of
meal digestion in a dose-dependent manner, consistent with a role as a quantitative
signal of nutrient absorption to the endocrine pancreas (14).

Following release into the circulation, GIP is rapidly metabolized by the
enzyme dipeptidyl peptidase IV (DPP-1V), a ubiquitous protease located on capil-
lary endothelium as well as in the circulation. DPP-IV cleaves specifically between
residues 2 and 3 leaving GIP3_42) (12,15). This conversion occurs rapidly, so that
the circulating half-life of full-length GIP is only 5 to 7 minutes in mammals, and
is inactivating since GIP(3_4;) does not stimulate insulin secretion.

A single GIP receptor (GIPr) has been identified and is currently believed
to mediate all of the physiologic effects of the peptide. The GIPr has seven-
transmembrane domains and substantial homology with receptors in the secretin-
VIP receptor family, particularly the glucagon and GLP-1 receptors. The GIPr
is expressed in pancreatic islet cells, the upper gastrointestinal tract, adipocytes,
adrenal cortex, pituitary, and a variety of brain regions (3). Binding by GIP to its
receptor activates adenylyl cyclase and increases intracellular cAMP, but also acts
through PI3 kinase and growth factor pathways.

GIP is insulinotropic only when ambient glucose concentrations are ele-
vated, typically to greater than 5 to 6 mM (16). This action has been demon-
strated uniformly in a wide range of experimental settings including cultured 3-
cells, animal models, and humans. In humans both porcine and synthetic human
GIP stimulate insulin secretion when infused to concentrations mimicking those
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occurring after meals as long as some degree of hyperglycemia is present. The glu-
cose dependence of GIP-stimulated insulin secretion is also a feature of the actions
of GLP-1 and other GI peptides that activate the 3-cell, and probably represents
an adaptation to prevent hypoglycemia during normal postprandial metabolism.

The incretin role of GIP has been demonstrated by several experimental
techniques such as immunoneutralization of circulating GIP and by administration
of competitive antagonists of the GIP receptor, both of which cause glucose
intolerance (17,18). Similarly, targeted gene deletion of the GIP receptor in a line
of mice resulted in animals with normal fasting glucose levels and responses to
intraperitoneal glucose loads (19). However, in response to oral glucose loading
the GIP receptor knockout mice had significant glucose intolerance and impaired
insulin secretory responses. Taken together these studies in rodents indicate that
the incretin action of GIP is necessary for normal glucose tolerance.

Beyond arole as an incretin, GIP has several other actions that may be impor-
tant for normal metabolic function. GIP stimulates the proliferation of B-cell lines,
and seems to protect them from toxic exposures that increase apoptosis (20,21).
In addition, the GIP receptor is expressed in adipose tissue and evidence exists to
suggest that GIP promotes triglyceride accumulation in adipocytes. GIP receptor
knock-out mice (GIPr -/-) are resistant to obesity when chronically fed a high-rat
diet, and a cross of the GIPr -/- line with ob/ob mice mutes the striking obesity of
the latter (19,22). Interestingly, the effects of GIP on 3-cells and adipocytes may
combine for distinct effects in different settings. Administration of a GIPr antag-
onist to normal mice causes glucose intolerance (17). However, the same agent
improves glucose metabolism and insulin sensitivity in diabetic ob/ob mice (23).

Because GIP plays an important role in the normal physiology of insulin
secretion after ingested nutrients it has been widely studied as a factor contributing
to diabetes. The best evidence is that GIP is not deficient in diabetic patients,
and in fact meal-stimulated levels may in fact be greater in these individuals.
However, a number of studies have demonstrated that GIP has greatly reduced
effectiveness to stimulate insulin secretion in persons with type 2 diabetes (24). The
pathophysiology of reduced GIP action in diabetes is unclear. It has been suggested
that the GIPr is downregulated by hyperglycemia or expressed in reduced amounts
in the diabetic state (25). Alternatively the results of several recent studies have
suggested that the reduction of GIP signaling is proportional to the reduction in
overall 3-cell function in diabetic patients (26). Regardless, it seems likely that one
explanation for the impaired incretin effect in diabetes is a reduced effect of GIP.

GLUCAGON-LIKE PEPTIDE 1: PHYSIOLOGY AND PATHOPHYSIOLOGY

GLP-1 is cleaved from proglucagon in specific intestinal mucosal cells termed
L-cells, and secreted primarily as an amidated 30 amino acid peptide GLP-1
(7-36)NH; (4). The distribution of the L-cells that produce GLP-1 is greatest in
the distal small intestine and colon. Despite the fact that nutrients do not reach this
region of the GI tract until 30 to 60 minutes after eating, GLP-1 is released in the
early phases of meal absorption, similar to GIP. It has generally been presumed
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that the bulk of secreted GLP-1 is from the distal gut, rather than from the smaller
numbers of cells in the jejunum. Therefore, a variety of mechanisms have been
proposed to explain how nutrients in the upper GI tract activate L-cells in the
distal intestine to release GLP-1. In rats meal-induced GLP-1 release appears to
be mediated by neural signals (27). However, studies seeking to demonstrate a
role for the parasympathetic nervous system in the secretion of GLP-1 in humans
have been negative (5).

Upon reaching the bloodstream GLP-1, like GIP, is metabolized by DPP-IV,
which cleaves the N-terminal dipeptide His-Ala leaving the circulating congener
GLP-1(9-36)NH; (15,28). Because of this rapid metabolism bioactive GLP-1 has a
plasma half-life of 1 to 2 minutes (29). There is currently no known physiologic role
for GLP-1(9-36). Although in vitro studies have suggested that this peptide acts as
a GLP-1 antagonist, this does not occur in humans at physiologic concentrations
(30). Furthermore at concentrations achieved following meals, GLP-1(9-36) does
not stimulate insulin secretion. While some studies have demonstrated effects of
GLP-1(9-36) to lower blood glucose (31), others have not (30).

GLP-1 binds to a specific GLP-1 receptor (GLP-1 r) that was cloned from
an islet cell library (32) and is expressed on 3-cells. In addition, the GLP-1r is
made by cells in the gastric and small intestinal mucosa, cardiac and endothelial
cells, and neurons in the hypothalamus, hindbrain, and other brain regions, and
vagal afferent nerves (33,34). In 3-cells activation of the GLP-1r by ligand binding
stimulates the generation of cCAMP and the activation of protein kinase A (PKA) or
guanine nucleotide exchange factors as proximal steps in the stimulation of insulin
exocytosis (35). However, it is now clear that some aspects of GLP-1 mediated
actions in the B-cell involve the PI 3-kinase pathway (36). Little is known about
the intracellular signaling through the GLP-1r in cell types other than (3-cells.

In B-cells the classic action of GLP-1 is to augment glucose-stimulated
insulin secretion (35,36). Like GIP, GLP-1 stimulates insulin release in cultured
B-cells, animals, and humans in a glucose-dependent manner. However, beyond
acting as an acute insulin secretagogue, GLP-1 increases the biosynthesis of
important (3-cell products including insulin, glucokinase, and the GLUT 2 glucose
transporter (37). More recently it has been shown that GLP-1 signaling plays a
role in pancreatic islet growth and development. In cultured cells and rodent
models, GLP-1 and its analogues directly stimulate 3-cell growth and replication
to promote an increase in islet mass (38,39). GLP-1 signaling also promotes the
differentiation of pancreatic duct cells into insulin-producing cells (40). Moreover,
it appears that GLP-1 inhibits 3-cell apoptosis, another action that would promote
expansion of (3-cell mass (38). These findings point to important possibilities for
GLP-1 in normal islet development and have therapeutic implications as well.

The important effects of GLP-1 signaling on -cell function have been
elegantly demonstrated in studies of mice with a targeted deletion of the GLP-1r
gene. These mice have glucose intolerance and delayed and diminished insulin
secretion (41). When the islets from GLP-1r -/- mice was examined there was a
slight reduction in islet size with a relative increase in the proportion of a-cells
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(42). In addition, the islets of these mice are more susceptible to the toxic effects
of streptozotocin than control mice (43). Finally, absence of the GLP-1r blunts the
compensatory growth following partial pancreatectomy (44). In sum, studies with
GLP-1r -/- mice demonstrates broad effects of GLP-1 signaling on (3-cell function.

GLP-1 has other important effects on islet hormones in addition to stim-
ulating insulin secretion from (3-cells. Importantly, GLP-1 lowers fasting and
postprandial glucagon concentrations in humans, animals, and cultured islets (2—
4,38). The degree of glucagon lowering induced by GLP-1 is sufficient to reduce
fasting blood glucose concentrations in diabetic and nondiabetic subjects (45,46).
In fact recent work suggests that GLP-1 is responsible for the majority of glucagon
suppression following glucose meals (46).

In addition to these important effects on the islet hormones, the other estab-
lished action of GLP-1 that limits blood glucose excursions is delayed gastric
emptying (47). This effect is complex, involving both reduced antral motility and
increased fundic capacity (48,49), and is likely mediated through the autonomic
nervous system since the effect of GLP-1 is abolished by vagotomy (50). The
effects of GLP-1 to delay gastric emptying can be profound at high doses, and has
been associated with nausea.

GLP-1 is produced by a discrete set of neurons in the hindbrain and the
GLP-1 receptor is expressed on cells in the hypothalamus. Administration of
GLP-1 into the central nervous system (CNS) of rats acutely reduces food intake,
and chronic administration reduces body weight (51). This raises the possibility
that GLP-1 contributes to the regulation of satiety and/or energy balance. Since
short-term intravenous administration of GLP-1 to humans suppresses consump-
tion of a subsequent lunch (52) it appears that at least some of the satiety effects
of GLP-1 are mediated by peripherally, rather than centrally, derived peptide. It is
possible that effects of GLP-1 on food intake are mediated through the same vis-
ceral neural circuits that regulate gastric emptying. One hypothesis that has been
advanced by several groups is that GLP-1 interacts with neural sensors located in
the hepato-portal bed and mediates effects on the islet, stomach, and potentially
other organs involved with glucose tolerance such as the islet and liver (30,53) via
CNS mediation (54-57). Such a pathway would be available to signal satiety as
well.

Expression of the GLP-1r in the heart has effects on cardiac performance and
other metabolism. GLP-1 signaling seems to play a role in cardiac development
since mice with a targeted gene deletion of the GLP-1r have enlarged hearts (58).
In addition, GLP-1 improves cardiac output in humans and animals with cardiomy-
opathy (59,60) suggesting acute functional effects as well. It appears that GLP-1
promotes glucose metabolism in cardiac myocytes and this is correlated with
improved myocardial function (59). Beyond affecting myocardial performance,
there is recent evidence that GLP-1r signaling protects against ischemic damage
(61,62). Taken together recent studies indicate that GLP-1 has direct effects on
the heart, and that signaling through cardiac GLP-1r may have important effects
on myocardial function and health. This promises to become a very active area of
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research because of the novelty of the mechanism and the substantial potential to
have clinical impact.

APPLICATION OF THE INCRETINS TO THERAPEUTICS

Because of the wide spectrum of GLP-1 actions that combine to lower blood
glucose there has been a concerted effort to develop diabetes treatments around
this hormone. Lesser efforts have been made to specifically apply the GIP system
for this purpose since it does not appear to have significant insulinotropic effects
in diabetic individuals. The use of either incretin directly for chronic treatment of
diabetes is impractical because of their rapid metabolism by DPP-1V, and the fact
that small peptides are subject to digestion and so generally not available as oral
preparations. However, two basic strategies have been employed to circumvent
these limitations. The first is the development of metabolism-resistant, long-acting
GLP-1 receptor agonists; the second is inhibition of DPP-IV by a number of orally
available small molecules. Both approaches have yielded successful agents that
are now in use in the clinic.

GLP-1 Receptor Agonists

There is currently one long-acting GLP-1 receptor agonist that has been approved
for treatment and several others in advanced phases of development. Exendin-
4 is a naturally occurring reptilian peptide of 39 amino acids with considerable
homology to GLP-1 (63). Exendin-4 is a potent GLP-1 receptor agonist that shares
many of the physiologic and pharmacologic effects of GLP-1, but is not metab-
olized by DPP-IV and so has a plasma half-life of 4 hours in humans following
subcutaneous injection. Importantly exendin-4 causes glucose-dependent insulin
secretion, delayed gastric emptying and lower glucagon levels. In a short-term
study of diabetic subjects with a broad range of pre-existing glycemic control,
subcutaneous injections of exenatide reduced both fasting and postprandial glu-
cose levels and were effective over a 5-day course of treatment (64). In random-
ized controlled trials comparing subcutaneous exenatide with placebo added to
sulfonylurea, metformin, metformin and sulfonylurea, or thiazolidenedione exe-
natide caused a dose-dependent decrease in hemoglobin Alc of 0.8% to 0.9%
over 30-week time. Importantly exenatide also caused significant weight loss of
~2.5 kg in these trials, indicating that the effects of chronic activation of the
GLP-1 receptor can affect energy balance in humans. Nausea has been the most
common side effect of exenatide treatment, affecting nearly half of subjects taking
it, but is rarely a cause for patients to stop the drug. Hypoglycemia associated with
exenatide treatment in the absence of other diabetes drugs that cause low blood
glucose is rare. Exenatide has been available for use in diabetic patients since
mid-2005 and estimated use to date is between 500,000 and one million patients.

There are a number of other GLP-1 mimetics in development. The most
advanced of these is liraglutide, a modified GLP-1 molecule that includes a C-16
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fatty acyl derivative that promotes binding to albumin. Liraglutide is resistant to
metabolism by DPP-1V, is absorbed gradually from the subcutaneous space after
injection and reaches peak levels 9 to 12 hours after administration (65). Like
exenatide the actions of liraglutide are predictable from what is known about the
physiology of GLP-1. The trend for development of GLP-1 analogues is to create
compounds with longer durations of action and that require a reduced number of
injections.

DPP-1V Inhibitors

DPP-1V is especially critical for the inactivation of GLP-1. Several compounds
are currently available that provide nearly complete, and long-lasting inhibition of
DPP-1V, which increases the proportion of active GLP-1 from 10 to 20% of total
circulating GLP-1 immunoreactivity to nearly 100% (63). A DPP-IV inhibitor
named sitagliptin is now available for use, with a second one, vildagliptin, likely
to be approved soon.

Sitagliptin is an orally available, highly specific inhibitor of DPP-IV, and
in doses used for therapy can lower the measurable activity of the enzyme by
up to 96% for 12 hours (66). Sitagliptin treatment causes a greater than twofold
elevation of active GIP and GLP-1 and these are associated with increased insulin
secretion, reduced glucagon levels and improvements in both fasting and post-
prandial hyperglycemia. In a randomized, placebo-controlled study of sitagliptin
monotherapy in type 2 diabetic patients, active treatment reduced hemoglobin Alc
levels by an average of > 1% (67). Sitagliptin also caused significant improve-
ments in chronic glucose control when added to the treatment of diabetic patients
receiving pioglitazone or metformin (68,69). In these clinical trials sitagliptin was
very well tolerated with no increase in side effects compared to placebo. In con-
trast to exenatide there was no increase in gastrointestinal side effects in treated
subjects. However, treatment with sitagliptin does not affect body weight.

Vildagliptin is another DPP-IV inhibitor that has been studied extensively.
The effectiveness of vildagliptin for inhibiting DPP-IV seems to be equivalent to
sitagliptin. In a 4-week study of vildagliptin in moderate to well-controlled type
2 diabetic subjects, once daily administration reduced DPP-IV activity by 90%
to 95% for up to 12 hours and by nearly 50% 24 hours after dosing (63,70,71).
In this study fasting GLP-1 levels were double than those seen in placebo-treated
subjects, and fasting, prandial, and average 24 hr glucose levels were significantly
decreased, as was hemoglobin Alc. Vildagliptin increased (3-cell function and
reduced plasma glucagon. Body weight did not change over the course of the
study and there was no difference in adverse events between the vildagliptin
and placebo groups. In a larger trial, 107 diabetic subjects taking metformin
were randomized to receive vildagliptin or placebo for 12 weeks (63,70,71). The
addition of vildagliptin caused a significant reduction in HbAlc compared to
placebo with rare occurrences of hypoglycemia and no increase in adverse events.
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DPP-1V is expressed on lymphocytes; in the immunology literature the
enzyme is referred to as CD26 (3). While there is some evidence of minor effects
on in vitro lymphocyte function with DPP-IV inhibitors, there is no evidence from
clinical studies of any adverse effects in humans. This area bears scrutiny as more
patients are treated with these compounds.

Based on current clinical and pharmacologic studies it appears that the
effects of GLP-1r agonists and DPP-IV inhibitors are consistent with what is
known about the incretin system. GLP-1r agonists can be given in pharmacologic
amounts and result in the equivalence of very high levels of GLP-1r signaling.
It may be that this causes the nausea and weight loss seen with these agents
but not DPP-IV inhibitors. Interestingly, even though DPP-IV inhibitors only
increase plasma GLP-1 into the high normal or supraphysiologic range, they seem
to be as effective as exenatide for lowering HbAlc. Both classes of drugs have
unique properties—in particular weight loss with exenatide and related drugs,
and safety/tolerability with DPP-IV inhibitors—that add to the current choices
for diabetes therapy. In addition, since both classes of drug act through novel
mechanisms there are potential synergies with other agents used to treat diabetes.

One potential benefit of drugs that work through the incretin signaling
systems that could determine the overall impact of DPP-1V inhibitors and GLP-1
mimetics is any effect to protect or enhance 3-cell mass. Both GIP and GLP-1
have been shown to activate signaling pathways related to cell growth and death,
and to stimulate replication and inhibit apoptosis in vitro. Importantly some of the
effects of both GLP-1 agonists and DPP-IV inhibitors to increase islet mass have
also been demonstrated in rodent models. There are currently no known diabetes
drugs that affect (3-cell mass, and this would add a very attractive mechanism
to the spectrum through which these drugs work. Currently available treatments,
including diet, metformin, sulfonylureas, thiazolidenediones, and insulin tend to
lose effectiveness and over the course of 2 to 3 years most patients must have
treatment amplified (72). It is important to realize that (i) there is no scientific
evidence yet that GLP-1r agonists or DPP-IV inhibitors affect 3-cell mass in
humans, (i7) determination of 3-cell mass in living humans can only be inferred
from functional studies that are inexact, and (iii) trials to determine whether
incretin based drugs provide a durable effect on HbAlc relative to other trials are
probably the most direct way to determine effects on [3-cell growth and apoptosis.

UNRESOLVED QUESTIONS AND FUTURE DIRECTIONS

Because of the recent application of the incretins to pharmacotherapy there has
been a surge in research in this area and much new information has been obtained
only recently. Nonetheless there are several fundamental questions that are still
unanswered. It is still not clear how GLP-1 secretion is mediated; the conundrum
of rapid stimulation by nutrients of a peptide that is predominantly made in the
lower gut is still unresolved. Likewise the regulation of GLP-1 secretion in the
brain has not been fully explained. There is increasing evidence that many of
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the actions attributed to GLP-1 are mediated not by traditional endocrine action
but through neuro-endocrine pathways, and the architecture of this system still
needs to be determined. The biology of GLP-1 in the heart has important clinical
implications but research in this area is still in a nascent stage. Finally, the role
of the incretins in diabetes is an area that bears continued attention. It is not clear
whether the defect in the incretin effect reported in persons with type 2 diabetes
is an essential component of the disease, or if it might be reversible. In addition,
the difference between GLP-1 and GIP action in the type 2 diabetic islet has the
potential to provide key insights into the pathogenesis of insulin secretion in this
condition.

There are many unanswered questions that will go a long way toward deter-
mining the ultimate role of GLP-1 mimetics and DPP-IV inhibitors in therapeutics.
While both classes of drugs appear to be safe and tolerable from the clinical tri-
als reported, this impression is based on exposure of a relatively small numbers
of subjects. The ultimate safety, efficacy and therapeutic role of incretin based
therapies are issues that will play out in the clinic in the coming years.
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INTRODUCTION

Obesity is a disorder of energy imbalance, wherein energy input exceeds output.
Excess energy is stored in the form of triglycerides in the adipose tissue. Increased
adipose cell size causes hypertrophic obesity and increased cell number causes
hyperplastic obesity characteristic of a more severe condition. The key causes
of obesity are the increased consumption of energy-rich but nutrient-poor diets
(like saturated fats and sugars) and reduced physical activity. 65% of the U.S.A.
population is overweight, defined as body mass index (BMI) greater than 25,
and approximately 25% of the population is obese, defined as BMI >30 (1).
The prevalence of obesity has increased dramatically over the last decade (2), a
trend seen in many industrialized countries (3). According to the World Health
Organization, there are more than one billion overweight adults in the world, of
which at least 300 million are clinically obese. The health care burden of obesity
is significant due to associated secondary chronic diseases such as type 2 diabetes,
hypertension, stroke, cardiovascular diseases, respiratory disorders, gallbladder
disease, osteoarthritis, and certain cancers (4). The increasing evidence that severe
obesity has a genetic basis, resulting in the maintenance and defence of elevated
weight (5) may explain why long-term weight loss is very difficult to achieve.
This has strengthened the argument that severe obesity should be treated with
pharmacological agents along with conventional diet and exercise regimes. To
date, approved therapeutics have met with only moderate success and have had
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side effects, leaving an unmet need for effective and safe pharmacotherapy that
poses a challenge to the pharmaceutical industry.

Energy homeostasis is a complex process involving multiple interacting
mechanisms primarily coordinated by the brain, which receives feedback signals
from the periphery through hormones and neurons and sends efferent signals
to higher brain centers and the autonomic nervous system. Classic examples of
hypothalamic targets include the leptin receptor, melanocortin-4 receptor and
neuropeptide Y (NPY) receptors, which have been reviewed extensively (6,7).

Multiple CNS and peripheral pathways interact with each other to achieve
a delicate homeostatic balance in energy intake and expenditure, exemplified by
pharmacological perturbation. Thus, nonselective opioid antagonists (e.g., nalox-
one) inhibit agouti-related protein-induced hyperphagia (8), chronic treatment
with morphine down-regulates melanocortin-4 receptor mRNA (9) and agents that
act on the 5-hydroxytryptamine (5-HT) pathway, modify NPY and melanocortin
systems (10,11).

Nonhomeostatic mechanisms also play an important role in controlling feed-
ing behavior, especially in humans. Such mechanisms may initiate food intake,
but because they are nonresponsive to feedback control from the body’s fuel store,
food intake is uncontrolled. Food as a reward is a nonhomeostatic over-ride with
substantial impact on human feeding behavior. Although eating for reward is a
social behavior, it nevertheless has a neurochemical template in the dopamine and
the endocannabinoid systems (12).

Total energy expenditure is the sum of basal metabolism, the constant oblig-
atory energy expenditure required for survival, and a variable portion needed for
physical activity and adaptive thermogenesis. Adaptive thermogenesis means the
ability of body to adapt to prolonged cold exposure or overfeeling. Biogenesis of
mitochondria and the induction of specific mitochondrial proteins that control the
efficiency of oxidative phosphorylation are the key cellular processes of adaptive
thermogenesis (13). Thus treatments of obesity should target both homeostatic
and nonhomeostatic mechanisms.

APPROVED DRUGS

The major antiobesity drugs in the market today are orlistat and sibutramine. Orli-
stat works by inhibiting the action of lipase enzymes in the stomach and small
intestine to prevent the breakdown of fat and thereby reducing the amount of fat
absorbed. Adverse effects are therefore related to fat malabsorption and include
oily fecal spoting, flatus with discharge, fecal urgency, and oily/fatty stool (14).
Sibutramine is a selective serotonin and noradrenaline re-uptake inhibitor, which
induces considerable weight loss by increasing satiety as well as energy expen-
diture in a dose-dependent manner (15). Chronic administration in ob/ob mice
not only reduces weight gain but serum free fatty acid concentrations, hyper-
insulinemia, and insulin resistance (16). One interesting feature of sibutramine
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is that patients who do not respond can be easily identified during the first
weeks of treatment, avoiding unnecessary long-term treatment of nonrespon-
ders. In the STORM (Sibutramine Trial of Obesity Reduction and Maintenance)
trial, the group randomized to sibutramine after weight loss maintained their
reduced weight for up to 18 months, whereas the placebo group regained weight.
Sibutramine use is associated with a predictable small increase in blood pres-
sure and pulse and some patients may be very sensitive to this cardiostimulatory
effect (17).

The cannabinoid (CB1) receptor and its endogenous ligands, the endo-
cannabinoids (18-20), have been shown to be involved in the control of weight
and energy balance via a dual mechanism of food intake modification and the reg-
ulation of energy expenditure (21). The first-in-class CB1 receptor inverse agonist
is rimonabant, which has been approved in Europe as an adjunct to diet and exer-
cise for the treatment of obese (BMI >30) or overweight (BMI >27) patients with
associated risk factors such as type 2 diabetes and dyslipidemia. Rimonabant is
a "multi-impact" drug, acting on both the central nervous system to reduce food
intake, as well as on adipocytes to increase adiponectin secretion, glucose toler-
ance, and high-density lipoprotein (HDL) levels, and reduce insulin resistance and
triglyceride levels. The RIO (Rimonabant In Obesity) trial concluded that 20 mg
of rimonabant reduced waist circumference by 7.5 cm (3.4 cm for placebo) and
body weight by 7.2 kg (2.5 kg for placebo). More importantly, 39% of the patients
taking 20 mg of rimonabant were able to lose 10% of body weight in one year
and 32% maintained that loss for 2 years. HDL-cholesterol increased by 24.5%
(16.8% for placebo) and triglycerides decreased by 8.8% (6.3% for placebo). The
number of patients who met metabolic syndrome criteria was reduced by 50% in
the rimonabant 20 mg arm, compared to 20% in the placebo arm. In the RIO Dia-
betes trials the average body weight loss was around 5.6 kg for the 20 mg arm and
the average glycosylated hemoglobin level decreased 0.6% from a baseline value
of 7.3%. Thus rimonabant may have a beneficial effect on some of the cardiovas-
cular, diabetic, and dyslipidemic comorbidities associated with obesity. However,
given its pharmacology, there is growing concern regarding its neuropsychiatric
effects of anxiety and depression. Some CB1 antagonists currently under devel-
opment are claimed to be safer than rimonabant, based on their high degree of
specificity relative to a panel of brain receptors and enzymes and high selectivity
for CB1 versus CB2 class receptors. Additionally, in an effort to alleviate some
of the safety concerns related to the central action of rimonabant, drugs currently
in early stages of discovery and development are targeted more on rimonabant’s
action on peripheral tissues. There is also a shift towards identification of neutral
CB1 antagonists rather than the classical CB1 inverse agonists, as the former are
likely to have a less complex pharmacology. Thus, when administered by them-
selves, such compounds would only have effects in regions of the cannabinoid
system in which there is ongoing release of endogenous cannabinoids but would
leave the constitutive activity of the system unchanged.
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EMERGING THERAPEUTIC TARGETS

The challenge in developing drugs for obesity is the sheer complexity of the
mechanisms for regulating body weight. Better understanding of these will identify
new targets as a basis of drug development (Fig. 1).

Potential antiobesity drugs being investigated by different companies can
be classified into four broad categories.

1. Agents that primarily decrease appetite through central nervous system action,
e. g., cannabinoid receptor antagonists, selective 5S-HT2c agonists, MC4 recep-
tor agonists, melanin concentrating hormone (MCH) antagonists and NPY
antagonists,.

2. Agents that primarily increase metabolic rate or affect metabolism through
peripheral action, e.g., selective P3-adrenergic receptor agonists, lipase
inhibitors, and inhibitors of lipid metabolizing enzymes (diacyl glycerol acyl-
transferase, fatty acid synthase, acetyl-CoA carboxylase, stearoyl-CoA desat-
urase).

3. Agents that act on gastrointestinal tract, e.g., glucagon-like peptide-1 receptor
agonists, CCK-A agonists and ghrelin antagonists.

4. Agents that not only affect obesity but also overall metabolic syn-
drome, e.g., peroxisome proliferator-activated receptor (PPAR) modulators,

Energy balance

Central targets Peripheral targets
} I

Leptin CCKA Pancreatic Lipase Perilipin
CNTF 5HT2c FATP4 11-B-HSD
SOCS3 GLP-1 ACRP30 SCD1
MCH1/2  Ghrelin B3-Adrenergic Receptor AMPK
MC4 NPY Thyroid Hormone PPARo/d
CBl1 PYY ACC2 DGAT1

Figure 1 Targets for development of anti-obesity therapeutics.
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carboxypeptidase inhibitors, protein tyrosine phosphatase inhibitors and AMP
kinase modulators.

Agents That Primarily Decrease Appetite Through Central Nervous
System Action

Selective 5-HT,. Agonists

There is a consensus that serotonergic neurotransmission modulates appetite. In
particular, selective 5-HT receptor subtype 2¢ (5-HT,.) agonists may induce sati-
ety. Previously approved and clinically used nonselective 5-HT receptor agonists
such as fenfluramine and related compounds were effective in reducing body
weight. However, these drugs were withdrawn from the market following heart
valve abnormalities possibly related to nonselectivity for 5-HT,, receptors in
peripheral tissues (22,23). 5-HT,. receptors are low in density or absent in periph-
eral tissues but are expressed at high density in the hypothalamus. Thus, develop-
ment of 5-HT,. agonists devoid of 5-HT,, actions could represent a novel class
of anorectic agents without undesirable side effects. Recently, mice with targeted
disruption of the selective 5-HT,. receptor, were found to develop hyperphagia,
mild obesity, and reduced sensitivity to insulin and leptin (24,25). Based on these
findings, 5-HT,. receptor agonists are expected to be useful antiobesity drugs.
Lorcaserin (compound APD-356) from Arena Pharmaceuticals is presently in
Phase III clinical trials. In a phase Ib trial, the drug was well tolerated and dis-
played predictable pharmacokinetics. This randomized, double blind, placebo-
controlled, multiple ascending dose study enrolled 27 subjects (15 males and 12
females) with BMIs in the range 25 to 58. Participants were administered 3, 10,
and 20 mg doses of APD-356 or placebo in successive cohorts of 9 subjects
(6 APD-356, 6 placebo). Most common side effects reported were headache,
nausea, and vomiting, all of which were generally mild.

Melanocortin-4 (MC4) Receptor Agonists

The MC4 receptor is another CNS target that has received much attention for
the treatment of obesity because of human genetic validation (26). Hypothalamic
corticotropin-releasing hormone stimulates production of pro-opimelanocortin in
the anterior pituitary, where it undergoes proteolytic cleavage to produce adreno-
corticotropin hormone (ACTH) and a-melanocyte-stimulating hormone (a-MSH),
which binds to MC receptors. To date, MC receptors have been classified into five
classes, MC1 to MCS5. In contrast to other MC receptors, the MC4 receptor is
found only in brain (27). Food intake is inhibited when a-MSH binds to the
MC4 receptor. It was reported that a targeted mutation of MC4 receptor caused
hyperphagia and adult-onset obesity with, hyperinsulinemia and hyperglycemia,
similar to the agouti—obesity syndrome (28). Many companies are making efforts
to develop low-molecular weight MC4 receptor agonists.
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Melanin-Concentrating Hormone (MCH) Antagonist

MCH is a cyclic 19-amino acid peptide that regulates feeding behavior and energy
homeostasis via interaction with the central melanocortin system (29). Two MCH
receptors, both members of the G-protein—coupled receptor (GPCR) family, have
so far been identified. The MCH-1 receptor is expressed in several brain regions in
rodents and higher mammals (30-34). Transgenic mice overexpressing MCH are
susceptible to insulin resistance and obesity (35), while mice lacking the gene are
hypophagic and lean with elevated metabolic rates (36). MCH-1 receptor antago-
nists with oral activity have been described. For example, T-226296 from Takeda
exhibited >90% suppression of MCH-stimulated—food intake in lean rats (37).
Preclinical evidence describing hypophagia and weight loss with small molecular
weight and peptidal antagonists in rodents is limited but suggests that MCH-1
receptor antagonism may be a valid approach for the treatment of human obesity
and metabolic syndrome.

NPY Receptor Antagonists

NPY is the most abundant neuropeptide yet identified in the brain, and its diffuse
localization suggests that it has a diverse range of actions. The orexigenic effects
of NPY are probably the most spectacular, since it is the most powerful stimulator
of food intake so far identified (38). Chronic intracerebral administration of NPY
results in a glucocorticoid-dependent obesity in animals with many characteristics
of metabolic syndrome (39). Six NPY receptor subtypes (Y1-Y6) have so far
been identified, of which five (Y1, Y2, Y4, Y5, Y6) have been cloned and belong
to the superfamily of GPCRs with seven transmembrane spanning domains (40).
Several NPY1 and NPY5 antagonists have been synthesized but their effects in
humans are unknown, and it is not clear whether antagonists can be synthesized
with sufficient selectivity. NPY receptors are expressed in other areas of the body,
and so the side-effect profile of antagonists is likely to be an issue.

Agents That Primarily Increase Metabolic Rate or Affect Metabolism
Through Peripheral Action

Selective B3-Adrenergic Receptor Agonists

Bs-adrenergic receptors have been shown to mediate thermogenesis and have
therapeutic potential for obesity. 33-adrenoreceptors are present and functional
in the human heart (41), and expression has been reported in skeletal muscle
and adipose tissue (42). They mediate both catecholamine-stimulated lipolysis in
white and brown adipose tissue (BAT) and theromogenesis in BAT. It appears
that BAT thermogenesis is primarily responsible for the removal of stored fat in
animal models (43). There are significant differences between human and animal
[3-receptor isoforms. Because of the lack of selectivity, most agonists shown to
be effective in rodents have modest effects in humans and are not always free from
side effects (44).
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Lipid Metabolizing Enzyme Inhibitors

Lipase inhibitors

Lipases (acylglycerol acylhydrolases) initiate the catabolism of fats and oils by
hydrolyzing the fatty ester bonds of acylglycerols. Lipases differ from one another
in their biochemical features and are selective in respect of the length and the level
of saturation of the fatty acid chains (45). At present the only lipase inhibitor in the
market is Orlistat. Alizyme, in collaboration with Takeda in Japan, is developing
cetilistat (ATL-962)—an oral, nonabsorbed synthetic lipase inhibitor, derived from
Alizyme’s pancreatic lipase inhibitor research program, which has been in phase II
clinical trials (46). All dose levels of cetilistat (60, 120, and 240 mg) demonstrated
a significant reduction in weight, compared to placebo. The frequency of severe
adverse events was comparable with placebo, although gastrointestinal adverse
events were increased.

Diacylglycerol acyltransferase (DGAT)

DGAT catalyses the final step in mammalian triacylglycerol synthesis that merges
the monoGAT and glycerol-3-phosphate pathways (47). In contrast to MGAT
enzymes, which are predominantly expressed in tissues involved in dietary fat
absorption, both DGAT1 and DGAT?2 are widely expressed in range of tissues
(48,49). Several natural products from various microorganisms have been reported
to inhibit DGAT activity (50), although the specificity of these compounds has not
yet been confirmed against cloned DGAT enzymes.

Fatty acid synthase (FAS)

Mammalian FAS catalyses the de novo synthesis of saturated fatty acids, such as
myristate, plamitate, and stearate, using acetyl- and malonyl-CoA. It functions as
a homodimer of a multifunctional protein that contains seven catalytic domains
and a site for the prosthetic group 4'-phosphopantetheine (51). The enzyme is
abundantly expressed in lipogenic tissues such as liver, adipose, and lactating
breast (52). In coordination with carnitine palmitoyl transferase (CPT) and acetyl
CoA carboxylase (ACC), FAS is believed to play an important role in maintaining
energy homeostasis by converting excess food into lipids for storage and providing
energy by upregulating the rate of [3-oxidation (53).

An understanding of the role of FAS comes from investigations using
two FAS inhibitors: cerulenin and C75. Administration of C75 caused a dose-
dependent decrease in food intake in BALB/c mice and blocked the fasting-induced
upregulation of orexigenic neuropeptides and the downregulation of anorexigenic
neuropeptides in the hypothalamus (54,55). Similar results were observed with
cerulenin, although with much less efficacy (54). Intraventricular injection of C75
resulted in dose-dependent inhibition of feeding, which could be circumvented
by intraventricular injection of NPY (54). The effect of inhibiting FAS on food
intake is so profound that there must be one or several natural counter-regulatory
mechanisms if the pathway is truly operational in vivo (56).



146 Misra and Chakrabarti

Acetyl-CoA carboxylase (ACC)

This enzyme catalyses the carboxylation of acetyl-CoA to malonyl-CoA, which
is a crucial regulator of mitochondrial fatty acid oxidation, through its inhibition
of CPT1. In mammals, ACC exists in two isoforms, ACC1 and ACC2, encoded
by different genes. ACCl1 is the principal isoform in lipogenic tissues like adi-
pose, whereas ACC2 is predominantly expressed in oxidative tissues like heart
and skeletal muscle. Both isoforms are expressed in liver, where fatty acid syn-
thesis and oxidation co-exist (57). ACC1 is believed to regulate fat synthesis in
lipogenic tissues and ACC2 controls the rate of lipid oxidation (58) in oxidative
tissues. Further analysis has also confirmed an important role of ACC2 in the
malonyl-CoA/CPT1 axis, evidenced by an increase in CPT1 activity of hepato-
cytes isolated from ACC2-null mice. Surprisingly, CPT1 activity in skeletal muscle
was not changed significantly by ACC2 deficiency (59). The knockout mice have
anormal life span with no apparent pathophysiological condition caused by ACC2
deficiency.

One of the mammalian ACC inhibitors, CP-640186, has ICsy values of 50
nM for both the isoforms (60). Another compound, CP-610431, has also shown
dual inhibition of both ACC1 and ACC2 with ICsy values of 0.107 and 0.112
nM, respectively. When tested in vivo, several inhibitors reduced triacylglycerol
synthesis and increased fatty acid oxidation in rats, with a concurrent reduction
in malonyl-CoA levels in the liver, muscle, and heart (61,62). In chronic (up to
8 weeks) studies in rats, CP-640186 led to reductions in liver, skeletal muscle,
and adipose tissue triglycerides and subsequently reduced body weight due to
selective reduction of body fat (62,63). A three dimensional structure of the
carboxyltransferase domain of yeast ACC has been reported which shows features
that are likely to be common among eukaryotic ACCs, including dimerization and
conserved residues for substrate binding (64). Hopefully, this three dimensional
structure will aid development of next generation ACC inhibitors for the potential
treatment of obesity.

Steroyl-CoA desaturase (SCD)
SCD catalyses the rate-limiting step in the biosynthesis of mono-unsaturated fatty
acids, particularly oleate and palmitoleate, which are the main mono-unsaturates of
membrane phospholipids, cholesterol esters, waxes, and triglycerol (65), the pre-
ferred substrates being steraroyl-CoA. Mice with the targeted disruption of SCD1
isoform have reduced adiposity, increased energy expenditure and up-regulated
expression of several genes, which encode enzymes of fatty acid 3-oxidation in
the liver (66). The SCD1 mutation also has increased adenosine monophosphate
activated protein kinase (AMPK) phosphorylation and activity, and increased ACC
phosphorylation in leptin-deficient ob/ob mice. Lower malonyl-CoA concentra-
tions are known to de-repress CPT1. In SCD1 null mice, CPT1, and CPT2, activ-
ities were significantly increased thereby stimulating the oxidation of mitochon-
drial palmitoyl-CoA. Mice that lack SCD1 are lean, hypermetabolic and resistant
to diet-induced obesity. Inactivation of SCD1 also improves the lipid metabolic
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profile (65,67) and insulin sensitivity, and attenuates the obese phenotype caused
by leptin deficiency in ob/ob mice (68).

One of the main concerns in the development of SCD1 inhibitors as antiobe-
sity and triacylglycerol lowering agents is the potential for side effects on the skin
and eye, which are observed in SCD1-deficient mice (67). The pathological effect
of the loss of SCD1 on cutaneous function is not compensated for by the other
SCD isoforms, which are abundantly expressed in the skin (69).

Agents That Act on the Gastrointestinal Tract

Targeting appetite mechanisms to reduce food intake is the most popular phar-
macological approach to obesity, but blocking the absorption of nutrients is a
logical alternative. This is one of the mechanisms by which gastric bypass surgery
produces weight loss, but pharmacological approaches would obviously be less
invasive. Many peptides are synthesized and released from the gut, and several are
known to modulate eating behavior. They respond to nutrients within the gastroin-
testinal tract by interacting with specific receptors to regulate appetite. Many of
these circulating peptides have direct access to the hypothalamic region of brain,
which regulates food intake. They may also function peripherally to modulate the
activity of neurons such as, the vagus.

Glucogon-like Peptide-1 (GLP-1) Receptor Agonists

GLP-1, a gut incretin peptide hormone induced by glucose and other nutrients, has
multiple actions which include delaying gastric emptying and stimulating 3-cell—
glucose transporter-2, glucokinase expression, insulin biosynthesis-secretion, and
decreasing a-cell glucagon secretion (70). GLP-1 may mediate its anorectic action
via the GLP-1 receptor in the CNS and is rapidly degraded by dipeptidyl peptidase-
IV (DPP-1V). Exendin, a naturally occurring DPP-IV-resistant GLP-1 analog,
has recently been approved for the treatment of type 2 diabetes. Chronic SC
administration of GLP-1 to obese type 2 diabetes patients for 6 weeks led to an
average 1.9 kg decrease in body weight; twice daily SC injection led to 4.7-kg
weight loss over 2 years (70). Another GLP-1 analog, liraglutide, reduced plasma
glucose for 24 h, lowered HbAlc and controlled body weight by a once daily
injection (70,71). Therefore, although the interest in GLP-1 agonists to date is
focused on the treatment of diabetes, GLP-1 agonists could act as weight reducing
agents in obese diabetic patients. More research is needed however to fully clarify
the role of GLP-1 in feeding.

Cholecystokinin-A (CCK-A) Agonists

CCK is a hormone released from the intestine in response to meals that plays an
important role in termination of feeding (72). Two CCK receptor subtypes are
known, CCK-A and CCK-B, for which selective ligands have been developed
(73). Endogenous CCK acts as a satiety factor to curtail food intake and the devel-
opment of CKK agonists has been disclosed. Using subtype-selective agonists and
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antagonists, it was shown that the effect of CCK on feeding is mostly mediated
through the peripheral CCK-A receptor, confirming it as a target for the treatment
of obesity (74).

Initially, most CCK agonists were peptide derivatives (75). A-71378 was
found to be a potent and selective CCK-A agonist (76). Several additional hexa-
peptide CCK-A agonists have been reported (77), of which, ARL-15849 was found
to be 6600-fold selective over CCK-B with improved stability and longer dura-
tion (78). This compound inhibited food intake at nanomolar potency following
intraperitoneal administration in fasted rats, but so far, no orally active peptides
have been reported.

Ghrelin Antagonists

Ghrelin, the only known circulating appetite stimulant, has generated widespread
scientific interest and antagonists of its receptor are being developed by the phar-
maceutical industry to treat obesity (79). Ghrelin is an acylated 28-amino acid
peptide, considered to be a ligand for the growth hormone secretagogue receptor.
It was isolated from the stomach and is localized to specific subpopulations of
neurons (80). It enhances appetite in humans (81). In the Zucker fa/fa rat model,
it stimulates feeding and increases body weight (82). Ghrelin in energy balance
(83) and in the regulation of appetite and body weight (79) has been reviewed.
Recently, Cytos Biotechnology ended development of an anti-ghrelin vaccine to
treat obesity, as it failed to demonstrate an effect on weight loss in a phase III trial,
raising doubts about this therapeutic strategy.

Agents That Not Only Affect Obesity but Overall Metabolic Syndrome

Obesity is associated with other disorders, such as insulin resistance, diabetes,
dyslipidemia, and hypertension (84). This clustering in an individual has been
termed the "metabolic syndrome" (also called syndrome X, insulin resistance syn-
drome, Reaven syndrome, and metabolic cardiovascular syndrome). It is prudent
to emphasize that the ultimate therapeutic goal in the treatment of obesity is not
only weight loss, but also a reduction in morbidity and mortality from associated
disorders. This consideration favors new antiobesity agents that not only affect
weight control, but also improve metabolic and cardiovascular disorders.

Peroxisome Proliferator Activated Receptor (PPAR) Modulators

PPARs, members of super family of nuclear hormone receptors, are major tar-
gets of drug discovery for treating obesity and associated disorders. PPAR-y
agonists, thiazolidinedione (TZD) drugs, are effective for diabetes and PPAR-a
agonists, fibrates, for type IV/V dyslipidemia. Surprisingly, while controversial,
recent reports suggest increased cardiovascular risk among subjects taking at least
one of the commonly prescribed TZDs (Rosiglitazone). (REF: Nissen SE, Wol-
ski KN, Engl J Med. 2007 Jun 14;356(24)2457-71.) Three PPAR isoforms, «,
v, and §, are known. PPAR-y antagonism has been considered as a strategy for
obesity treatment, although the concept is relatively new (85). SR-202, a PPAR-y
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antagonist, inhibits adipocyte differentiation (86). Wild-type mice, fed at weaning
for 10 weeks with SR-202 in a standard diet or high-fat diet had lesser weight gain,
and lesser accumulation of both white adipose tissue accumulation and BAT than
untreated mice. SR-202-treated mice on the standard diet had smaller adipocytes,
whereas those on the high-fat diet had less adipocyte hypertrophy than in untreated
mice (86). Several other PPAR-y antagonists have recently been reported. GW-
0072 and LG-100641 are among several that antagonize TZD-induced adipocyte
differentiation (87,88), suggesting potential for the treatment of obesity.

PPAR-a agonists induce lipid catabolism through (-oxidation—a well-
known pathway for energy expenditure (85). PPAR-a agonists decrease body
weight in both leptin receptor-deficient fa/fa rats and high-fat fed rodents (89,90).
The concept that a PPAR-a, y dual activator with a significant PPAR-a com-
ponent can induce body weight loss is supported by recent evidence with the
compound DRF-2655 (91). This showed euglycemic and hypolipidemic activities
in the insulin-resistant, hyperlipidemic genetic rodent models, db/db mice, and
zucker fa/fa rats, and in fat-fed hyperlipidemic rats and hamsters. It reduced body
weight in db/db mice, fat-fed hamsters, and also monosodium glutamate-induced
obesity in Swiss albino mice (85). Body weight lowering might be mediated by the
induction of target enzymes involved in lipid catabolism, through PPAR-a mod-
ulation. The concept of PPAR-a modulation for obesity has been strengthened
by a study of oleylethanolamide (OEA), a naturally occurring lipid that regulates
satiety and body weight (92). Mice lacking PPAR-a do not respond to OEA.
The authors further hypothesized that the ability of OEA to reduce endothelial
nitric oxide synthase expression through PPAR-a may contribute to the persis-
tent satiety-inducing actions of this lipid modulator. Potent and specific PPAR-a
activation is therefore a potential therapy for obesity and associated disorders.

PPAR-9, less explored so far, has a potential role in several disease conditions
including obesity. Animal studies have shown that activation of PPAR-8 induces
fatty acid oxidation and energy dissipation, which in turn leads to an improved
lipid profile and less obesity (93). Studies with a PPAR-3 agonist also showed
insulin sensitization in monkeys (94). These data suggest that PPAR-3 activation
may improve several features of the metabolic syndrome.

Carboxypeptidase Inhibitors

Carboxypeptidase has an important role in regulating metabolism. Knockout of
this enzyme in mice protects against diet-induced obesity and enhances insulin sen-
sitivity. MLN-4760, synthesized by Millennium, potently and selectively inhibits
the enzyme and entered clinical development with completion of a phase I trial in
2003. The compound was found to be safe and well tolerated but further develop-
ment in collaboration with Abbott was terminated.

Protein Tyrosine Phosphatase Inhibitors

Protein tyrosine phosphatase 1B (PTP1B) is an enzyme that removes phosphates
from active insulin receptors thereby reducing the effects of insulin and possibly
contributing to insulin resistance. Reduction in PTP1B activity could increase
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insulin sensitivity, reduce the “obesity metabolic cycle” of hyperinsulinemia
followed by insulin resistance and perhaps increase energy expenditure. Merck
Frost Canada and McGill University made a PTP1B knockout mouse model that is
resistant to weight gain, when fed a high-fat diet and high-carbohydrate diet (95).
Several companies have claimed novel PTP1B inhibitors as antidiabetic agents,
and an antisense inhibitor of the RNA encoding for PTP1B is being developed as
an antiobesity drug (96).

AMP-Activated Protein Kinase (AMPK) Modulators

AMP activated protein kinase (AMPK) is a phylogenetically conserved intracel-
lular energy sensor that has been implicated as a major regulator of glucose and
lipid metabolism in mammals. It is widely expressed and comprises catalytic
o-subunits. It can be activated by phosphorylation at Thr 172 of the catalytic sub-
unit by AMPK kinase, a protein that has so far eluded molecular characterization.
In addition, the allosteric binding of AMP to AMPK enhances both its activity as
well the stability of its phosphorylated state (97). AMPK was initially described as
a kinase that phosphorylates and inactivates HMG-CoA reductase and acetyl-CoA
carboxylase, thereby decreasing the rates of cholesterol and fatty acid biosynthe-
sis, respectively (97). Subsequent studies have led to the idea that AMPK acts as
an intracellular energy sensor stimulated by the increased intracellular AMP/ATP
ratio, when cells are stressed by conditions such as hypoxia/ischemia in the heart
and excessive contraction in skeletal muscle. Activated AMPK accelerates ATP-
producing pathways, such as fatty acid and glucose oxidation, while reducing ATP
consumption, ultimately leading to the preservation or restoration of adequate
high-energy phosphates (98). Much attention is centered on the role of AMPK in
both short- and long-term response to exercise (—99-101). Two adipocyte-derived
hormones, leptin and adiponectin, which regulate energy homeostasis and glucose
and lipid metabolism, induce the activation of AMPK. Leptin stimulates phospho-
rylation and activation of the a2-subunit of AMPK in skeletal muscle, invoked as
a principal means of stimulating fatty acid oxidation (102). Adiponectin promotes
phosphorylation and activation of AMPK in both liver and skeletal muscle, and
this has also been suggested to account for the stimulatory effect of adiponectin
on glucose utilization and fatty acid oxidation (103,104).

While the importance of AMPK to control lipid metabolism in liver and mus-
cle is well established, its role in regulating lipolysis in adipose tissue has remained
controversial. The B-adrenergic signaling pathway represents a prime regulator of
triglyceride breakdown, acting via the accumulation of cAMP and subsequent pro-
tein kinase A-dependent phosphorylation of hormone sensitive lipase (HSL). The
activity of HSL, the rate-limiting enzyme that catalyzes the hydrolysis of triglyc-
eride to diglyceride and monoglyceride, is regulated by both phosphorylation and
translocation to the lipid droplet (105,106). In 1989, Garton and coworkers (107)
reported that AMPK phosphorylates HSL at Ser 565 in vitro without any direct
effect on HSL activity, but this abolished the further phosphorylation of HSL
by PKA at Ser 563. 5-amino-1,32-3-D-ribofuranosylimidazole-4-carboxamide
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(AICAR), a cell permeable adenosine analog that can be phosphorylated to form
5-aminoimidazole-4-carboxamide- 1-B-D-ribofuranosyl-5’-monophsphate, stimu-
lates AMPK activity and glucose uptake in both muscle and adipose tissues
(—108-111). Preincubation of isolated rat adipocyltes with AICAR reduced the
response of these cells to the lipolytic 3 receptor agonist, isoproterenol (112,113).
These observations led to the hypothesis that AMPK antagonizes lipolysis in
adipocytes, presumably to prevent futile cycling and depletion of ATP. Moule
and Denton (114) reported that isoproterenol stimulated AMPK phosphorylation
and kinase activity in isolated rat epididymal fat cells, an observation seem-
ingly at odds with an antilipolytic role for AMPK. To clarify the role of AMPK
in regulating lipolysis in adipose tissue, Yin and coworkers (115) used 3T3-L1
adipocytes as a model system, measuring AMPK phosphorylation and activity
after the treatment with different activators and/or inhibitors of the components
along the B-adrenergic signaling pathway. Their findings support the idea that
B-adrenergic agents activate AMPK via an intermediary rise in cAMP, which in
turn enhances the lipolytic rate.

Tissue-selective inhibition of AMPK is a potential antiobesity strategy. Lab
Servier reported novel imidazopyridine inhibitor compounds (116). In ob/ob mice
one of these compounds, at 125 mg/kg, reduced serum triglyceride concentration
to the same level as the traditional antidiabetes agent, metformin, administered
at 250 mg/kg. a-Lipoic acid is a naturally occurring short chain fatty acid and
powerful antioxidant that has been shown to have potent antiobesity properties
in animals by suppressing hypothalamic AMPK (117). Added to the standard
chow of Sprague Dawley rats for 2 weeks, a-lipoic acid (0.25%, 0.5%, and 1%
weight/weight) reduced body weight and food intake in a dose-dependent manner.
The reduced food intake was greater during the first few days of treatment. On
cessation of treatment, body weight increased. This finding raises the interesting
option of suppressing AMPK activation in the brain as opposed to peripheral
tissues, for the treatment of obesity.

CLINICAL CONSIDERATIONS

Draft United States Food and Drug Administration (FDA) guidelines for the
approval of weight loss therapies (http://www.fda.gov/cder/guidance/obesity.pdf)
propose that a suitable efficacious drug intended for long-term use will
demonstrate:

1. that the proportion of subjects who reach and maintain a loss of at least 5% of
their initial body weight is significantly greater than placebo; or

2. that the drug effect is significantly better than the placebo effect and the
mean drug-associated weight loss exceeds the mean placebo weight loss by at
least 5%.

Such effects on weight should be maintained for at least 12 months after the
initiation of treatment.
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An important consideration in developing antiobesity drugs that act centrally
is the potential for abuse and/or effect on other behavioral characteristics. The FDA
requires substantial safety data before approving such drugs, which can only be
obtained by long and expensive trials.

Recent apparent failures of several new drugs based on novel targets have
raised questions about the translation to humans of animal studies. Leptin is now a
classic example. The initial discovery that a mutation in the leptin gene resulted in
morbid obesity in ob/ob mice led to the development of leptin protein as a treatment
for obesity. The ability of leptin to induce greater weight loss in leptin-deficient
ob/ob mice than in obese humans is often cited as evidence that rodent models
are unreliable for predicting human response. Nevertheless, careful analysis of
the data reveals that leptin has similar efficacy in leptin-deficient humans. On
the other hand, both obese humans and older diet-induced obese rodents have a
limited response to leptin therapy (118). A further example is the 33 adrenergic
receptor agonists. Current data suggest that the chronic effects of these agonists
on body composition are weaker in humans than in rodents (119). However, the
understanding of this target is still limited, and further studies of selective agonists
in subsets of obese humans are required. The problem with knockout or transgenic
mice is that each reflects a subset of the human obese population. It is advisable
that a new drug be checked in different animal models to help predict the potential
dosing and treatment schedule in different subset of the human population.

CONCLUSION

It is indeed a challenge to understand pathophysiological mechanisms of increas-
ing, epidemic incidence of obesity and develop appropriate new strategies includ-
ing drugs. The development of new drugs lags considerably behind the increased
incidence of obesity, and very few drugs are at a late stage of development. Current
drugs are not optimal and have undesirable side effects. Despite some pessimism,
recent advances in our understanding of the central and peripheral mechanisms
involved in regulating energy homeostasis, and of signal transduction pathways
by which peptides or hormones work, provide key knowledge for a platform of
rational drug design. New targets are being investigated but safe and efficacious
pharmacotherapy remains a promise. Moreover, pharmacotherapy alone is unde-
sirable without changing human behavior through education and environmental
modification, to encourage healthy and regular exercise. Compensatory mecha-
nisms are undoubtedly engaged to counteract weight gain and any drug-induced
weight loss is likely to engage countermeasures in homeostatic loops, maintain-
ing energy balance. Further research is needed to understand these compensatory
mechanisms and their impact on pharmacotherapy. Finally, it should be empha-
sized that the ultimate therapeutic goal in the treatment of obesity is not only
weight loss but also a reduction in morbidity and mortality from associated disor-
ders. This consideration favors antiobesity strategies that not only reduce weight
but also improve metabolic and cardiovascular parameters.
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OVERVIEW

The major burdens of diabetic vascular complications are debilitating morbid-
ity and increased mortality. For people with both type 1 and type 2 diabetes,
reduced quality of life and shortened lifespan are consequences of both the clas-
sical microvascular complications of retinopathy and nephropathy, and acceler-
ated macrovascular disease. Fortunately, the outlook for these complications has
improved over the last 20 years, with more precisely, timed laser photocoagulation
for vision-threatening retinopathy, more rigorous management of blood pressure
in those with or at risk of renal disease, including widespread use of agents which
interrupt the renin—angiotensin system (RAS), and more intensive risk factor
reduction, particularly liberal use of lipid lowering agents in this high-risk pop-
ulation for cardiovascular disease. With increasing elucidation of the underlying
causes of diabetic complications (1) it is predicted that over the next two decades
even better therapeutic strategies will be implemented to not only treat but also to
retard and prevent the development of diabetic vascular complications.

DIABETIC RETINOPATHY

Diabetic retinopathy remains the leading cause of blindness in the working popu-
lation. After 15 years of type 1 diabetes, more than 80% of individuals will have
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evidence of retinal disease and up to 25% are at risk of proliferative retinopathy
(2). Diabetic retinopathy is characterized by progressive alterations in the retinal
microvasculature, including pericyte loss, basement membrane thickening, and
changes in retinal blood flow (3). This is followed by the appearance of microa-
neurysms (4). These microvascular changes lead to areas of retinal nonperfusion,
increased microvascular permeability, and pathologic intraocular proliferation of
retinal vessels. Neovascularization, the hallmark of proliferative diabetic retinopa-
thy , and macular edema secondary to increased permeability, can both result in
severe and permanent visual loss. Macular edema appears to be more prevalent
in type 2 diabetes. Now, with appropriate medical and ophthalmologic care, more
than 90% of visual loss resulting from proliferative diabetic retinopathy can be
prevented. Treatment of macular edema, however, is not yet as efficacious.

DIABETIC NEPHROPATHY

Diabetic nephropathy is characterized by hypertension, proteinuria, and declin-
ing renal function (5). It remains the major cause of end-stage renal failure in
the Western World, accounting in some countries for more than 50% of patients
requiring dialysis and/or renal transplantation. Fortunately, this life-threatening
condition only occurs in a minority of patients and its incidence appears to be on
the decrease. The reason for this apparent reduction in the proportion of diabetic
subjects developing overt renal disease, remains unexplained (6). Injury to the
kidney in diabetes affects not only the glomerulus but also tubules and the inter-
stitium (7). In the glomerulus, all three major cell types, the podocyte (glomerular
epithelial cell), the mesangial cell, and the endothelial cell, appear to be dam-
aged. The classical morphological changes include mesangial matrix expansion,
glomerular basement membrane thickening, and tubulointerstitial fibrosis (8). The
natural history of nephropathy has been particularly well characterized in type 1
diabetes (9). This includes the initial hyperfiltration/hypertrophy phase where
there is an increase in the glomerular filtration rate in association with renal and in
particular glomerular hypertrophy. This is followed by a second phase, in which
renal morphological changes occur without an increase in urinary albumin excre-
tion. This is followed by the incipient nephropathy stage with modest elevations in
urinary albumin excretion, known as “microalbuminuria,” generally with normal
renal function (9). In the majority of patients with microalbuminuria, the nephro-
pathic process progresses to the overt stage with further increases in systemic
blood pressure, increasing proteinuria and a progressively declining glomerular
filtration rate. Finally, often after 20 years of diabetes, the disease progresses to
end-stage renal failure. Fortunately, early and aggressive intensive glycemic con-
trol and early introduction of antihypertensive agents that interrupt the RAS appear
to delay the onset of microalbuminuria and overt renal disease in type 1 diabetes
(10). Similar benefits from optimized glycemic control and blood pressure con-
trol have also been demonstrated in type 2 diabetes. Although aggressive therapy
can double the time until dialysis or kidney transplantation is needed, once on
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dialysis, the survival rate for people with diabetes remains half that of people
without diabetes.

CARDIOVASCULAR DISEASE

Cardiovascular disease represents the major burden of complications in both forms
of diabetes. Indeed, even in type 1 diabetes, the major cause of reduced lifespan
is cardiovascular disease. All type 1 diabetic patients in a recent study had signif-
icant coronary artery atheroma by their early 40s, and the severity was correlated
with HbAlc levels (11). In type 1 patients with persistent proteinuria due to dia-
betic nephropathy, the risk of coronary disease is nearly 15 times higher than in
those without proteinuria (12). Pathologically, atherosclerosis in diabetes resem-
bles macrovascular disease in people without diabetes, but is more extensive and
progresses more rapidly. People with diabetes have more rapidly progressive and
extensive coronary artery disease, with a greater incidence of multivessel disease
and a greater number of diseased vessel segments than do people without dia-
betes. Although dyslipidemia and hypertension occur with greater frequency in
type 2 diabetic populations, there is still excess risk of atherosclerosis after adjust-
ing for these other risk factors. In fact, diabetes itself is now considered a heart
attack equivalent, since the risk of myocardial infarction in this population has
been reported to be the same as that for nondiabetic individuals who have already
suffered a myocardial infarction (13).

The underlying explanations for the earlier onset and more diffuse nature of
atherosclerosis in diabetes remain to be fully delineated. Indeed, it is not known
if atherosclerosis in diabetes represents an accelerated form of the disease or is
a specific form of this disorder. It is already evident that many of the pathways
induced by hyperglycemia, such as increased reactive oxygen species generation,
advanced glycation end-product accumulation, and local activation of the RAS
are implicated in the vascular changes seen in diabetes (14,15).

Mortality from diabetic heart disease is not limited to premature atheroscle-
rosis presenting clinically as ischemic heart disease, but is also due to an increased
risk of heart failure. Although initially the two- to threefold increase in heart
failure seen in diabetes was attributed to the high-atherosclerotic burden, it is
now considered that there may be a diabetes-specific “cardiomyopathy” (16) char-
acterized by abnormalities in mitochondrial function, diastolic dysfunction, and
cardiac fibrosis (17). This area of research has been relatively neglected, but with
increasing understanding of mitochondrial dysfunction and prosclerotic pathways
associated with the hyperglycemic milieu, it is likely that new advances in this
field will be made over the next decade.

PATHOGENESIS OF DIABETIC VASCULAR COMPLICATIONS

It is clearly evident from studies in both type 1 and type 2 diabetes that the two
clinical features most closely linked to the development of diabetic microvascular
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complications are poor glycemic control and elevated blood pressure (18,19), while
lipoprotein abnormalities, as well as elevated blood pressure and poor glycemic
control, are linked to the development of diabetic macrovascular complications.
These clinical clues have greatly assisted in delineating at the biochemical, molec-
ular, and cellular levels, how glucose and increased blood pressure, both systemic
and local, promote the development and progression of end-organ injury. Cells
damaged by diabetes are those that cannot prevent intracellular hyperglycemia
by down-regulating their rate of glucose transport in the face of systemic hyper-
glycemia (20). Intracellular hyperglycemia is a critical stimulus, activating key
signaling pathways to induce expression of cytokines and other mediators, ulti-
mately leading to organ damage (1). Historically, the first pathway to be charac-
terized linking glucose to end-organ injury was the polyol pathway (21). In spite
of its role in diabetic complications being first investigated, almost 40 years ago,
inhibition of polyol accumulation, despite the development of aldose reductase
inhibitors, has not ultimately been clinically efficacious.

Another glucose-dependent pathway is the biochemical process of advanced
glycation (22). Via the generation of early glycated products and intermediates
such as methylglyoxal and 3-deoxyglucosone, a range of long-lived, glucose-
induced modifications of proteins, lipids, and nucleic acids results in a family
of diverse chemical moieties known as advanced glycated end-products (AGEs)
(Fig. 1). Some of AGEs interact with a range of binding proteins, the best charac-
terized being the receptor for AGE (RAGE) (23), while others directly affect the
function of intracellular proteins. The AGE/RAGE interaction activates a range
of intracellular signaling pathways, as well as promoting expression of growth
factors and proinflammatory molecules, leading to end-organ injury. Different
therapeutic approaches have been considered to inhibit the deleterious effects of
these AGEs (24). They include inhibitors of AGE formation such as aminoguani-
dine (25), thiazolium compounds that are postulated to cleave pre-formed AGEs
(26), inhibitors of the AGE/RAGE interaction such as soluble RAGE (14), and
more recently small molecules that act as antagonists to the receptor. Despite a
large body of research as well as clinical trials with several of these putative AGE
inhibitors, none has yet been recommended for routine clinical practice. This is
due to a number of factors including side effects and inadequate clinical efficacy
in clinical trials such as the ACTION-1 trial (27).

High intracellular glucose also increases the formation of diacylglycerol,
which then activates various isoforms of the enzyme, protein kinase C (PKC)(1).
Furthermore, it is likely that other glucose-derived products such as polyols and
AGEs also activate PKC (28,29). Although mammalian cells express at least 12
different isoforms, in the setting of diabetes most interest has focused on the o and
B1/B2 isoforms (30). It remains to be determined which isoforms predominate in
the diabetic context but studies from the Joslin Diabetes Center have emphasized
the role of the B isoform (30). Indeed, this research led to the development of a
relatively specific PKC-f—isoform inhibitor, LY 333531, now known as ruboxis-
taurin (31). Initial experimental studies first on retinopathy and then nephropathy
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Figure 1 Potential sources and fate of advanced glycated endproducts (AGEs).

provided evidence of an end-organ protective role for this compound (31). Subse-
quently, relatively large clinical trials have suggested moderate benefit in diabetic
macular edema but not proliferative retinopathy. (32). A role for ruboxistaurin
in other complications such as nephropathy and neuropathy is even less well
delineated (33).

Other researchers have suggested that other PKC isoforms such as PKC-a
may play a more important role in nonretinal complications. Indeed, in stud-
ies performed in PKC-a knockout mice, induction of diabetes was associated
with less renal injury including less albuminuria, in association with reduced
renal expression of vascular endothelial growth factor (34). Furthermore, there
was a lack of depletion of the slit pore protein, nephrin, which is implicated
in the trans-glomerular permeability of albumin in these PKC-a knockout mice
(39).

Finally, the other major intracellular glucose-dependent pathway considered
to have a role in diabetic complications is the hexosamine pathway (1). Increased
glucose flux through this pathway via the enzyme, glutamine fructose-6-phosphate
aminotransferase, has been shown to enhance renal extracellular matrix accumu-
lation (36). Unfortunately, a lack of specific inhibitors of enzymes involved in
this pathway has made it difficult to determine its relative importance in diabetic
complications.
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A UNIFYING HYPOTHESIS OF HYPERGLYCEMIA-INDUCED INJURY

Over the last few years, it has increasingly been appreciated that the four glucose-
induced pathways referred to above, may have a common upstream element (1).
Studies in endothelial cells suggest that glucose-induced mitochondrial generation
of reactive oxygen species (ROS) may be a common unifying mechanism that acti-
vates these diverse metabolic pathways (Fig. 2). Using a range of molecular and
pharmacological approaches to target mitochondrial ROS generation, Nishikawa
et al. (37) were able to attenuate polyol accumulation, AGE formation, flux via
the hexosamine pathway, and PKC activation (37). Furthermore, the thiamine
derivative, benfotiamine which blocks all these pathways except polyol accumu-
lation, was shown to prevent retinopathy and nephropathy in experimental diabetes
(38,39), strengthening the hypothesis that mitochondrial ROS production plays a
central role in the development and progression of diabetic complications. The
role of other ROSs, generated primarily in the cytosol by enzymes such as NADPH
oxidase, remains to be determined (40). It is likely that mitochondrial ROS pro-
duction may itself influence cytosolic sources of ROS, although the reverse is
unlikely, since high glucose does not induce ROS production in endothelial cells
lacking the mitochondrial electron transport chain (20). Both PKC activation

Hyperglycemia-induced mitochondrial overproduction
of ROS activates four major pathways
of diabetic cellular damage
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Figure 2 A unifying hypothesis proposed and validated by Brownlee and colleagues that
emphasizes the central role of mitochondrial reactive oxygen species generation in the
development of hyperglycemia-induced organ injury. Source: Adapted from Refs. 1, 37.
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and the AGE/RAGE interaction appear to activate NADPH oxidase (41), further
enhancing ROS generation and thus promoting end-organ injury. Over the next
decade diabetes-induced ROS generation will be further characterized and investi-
gators will be in a better position to rationally design new strategies to specifically
inhibit local ROS generation as an approach to prevention of complications.

VASOACTIVE HORMONE PATHWAYS

Although most researchers have focused on glucose-induced pathways in diabetic
complications, it is clear that other pathways, particularly those related to regula-
tion of blood pressure, also play an important role (42). Most interest has been on
the vasoactive hormone pathway known as the renin-angiotensin system (RAS),
which is essentially a cascade of enzymatic reactions leading to the generation of
the powerful vasoconstrictor and trophic hormone, angiotensin II (AIl). Indeed,
more than 20 years ago, Brenner’s group demonstrated in normotensive diabetic
rats that a reduction in intraglomerular pressure by inhibition of angiotensin con-
verting enzyme (ACE) reduced albuminuria and led to less renal structural injury
(43). These beneficial effects, subsequently reproduced by All receptor antagonists
(44), were initially attributed to their hemodynamic effects on both glomerular and
systemic hypertension. However, it is now appreciated that these drugs have many
other effects, including suppression of a range of All-mediated nonhemodynamic
actions. These include a reduction in expression of various growth factors, reduced
signaling by key mediators of injury including PKC, MAP kinase, and NF-«kB, and
effects on other pathways such as the advanced glycation pathway. Indeed, ACE
inhibitors have been shown to not only inhibit AGE formation but to modulate
expression of soluble RAGE, an endogenous antagonist to the AGE/RAGE inter-
action (45). These effects may reflect the ability of agents which interrupt the RAS
to reduce ROS formation (46). It is likely that other vasoactive hormones also play
arole, including vasoconstrictors such as endothelin and urotensin II. This area of
research continues to be actively pursued; with the added benefit various nonpep-
tide antagonists of these vasoactive pathways are already available to be employed.

INTERACTIONS BETWEEN HEMODYNAMIC AND
METABOLIC PATHWAYS

As outlined above, there appear to be important interactions among the various
pathways implicated in diabetic complications. A number of metabolic and hemo-
dynamic pathways have been described (Fig. 3) which appear to confer end-organ
effects via common signaling pathways such as PKC and NF-«kB (42). However,
recent studies suggest that metabolic mediators such as AGEs and hemodynamic
mediators including All directly influence each other (47). For example, infusion
of AII promotes the formation of AGESs, and this effect can be attenuated by AIl
receptor antagonists. Furthermore, AGEs can directly modulate various compo-
nents of the RAS including increasing AT1 receptor and ACE expression. This
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Figure 3 Potential interactions between hemodynamic and metabolic pathways in pro-
moting the development of diabetic complications. Source: From Ref. 42.

bidirectional effect of AIl and AGEs can be considered an important mechanism
whereby hemodynamic and metabolic stimuli directly interact with each other to
perpetuate and amplify end-organ injury. Some of these effects may reflect the
ability of ACE inhibitors to reduce ROS formation. It has also been suggested
that high blood pressure increases the expression of glucose transporters (48),
thereby increasing intracellular glucose concentrations. The clinical observations
that unilateral stenosis of the ophthalmic artery prevents diabetic retinopathy in the
affected eye and that unilateral renal artery stenosis prevents diabetic glomerular
disease in the affected kidney are consistent with this idea. In the future, optimal
organ protection in diabetes may depend on targeting the key upstream mecha-
nism of injury, such as mitochondrial ROS production (1). Currently, however, a
regimen of multiple drugs that inhibits each of the separate pathways is regarded
as the optimal strategy. This has been employed to reduce injury in both normoten-
sive and hypertensive models of diabetic nephropathy. Indeed, both blockade of
the RAS and reduction in tissue AGE accumulation appear to confer superior
renoprotection than monotherapy (49,50).

HYPERGLYCEMIC MEMORY

One of the major unresolved clinical issues in the field of diabetic complications
is “hyperglycemic memory.” Based on a follow-up of the Diabetes Control and
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Complications Trial (DCCT) known as the Epidemiology of Diabetes Interven-
tions and Complications (EDIC) study, it has become apparent that subjects in
the DCCT with long-term exposure to hyperglycemia remained more susceptible
to complications despite subsequent lowering of hyperglycemia (51). In contrast,
lower levels of glycemia made subjects more resistant to damage from subsequent
higher levels. How could a finite period of different degrees of hyperglycemia
result in different susceptibilities to complications? The discovery of the molec-
ular and cellular basis of both types of metabolic memory is urgently needed so
that solutions can be designed to prevent or reverse the damaging “memory” of
prior hyperglycemia, and to mimic or induce the protective “memory” of lower
levels of glucose.

In studies examining the long-term cardiovascular events in the DCCT/EDIC
cohort, it has been postulated that AGEs may represent a biochemical mechanism
whereby cumulative effects of more severe hyperglycemia lead to end-organ injury
years after better control is established (52). This does not explain the protective
type of hyperglycemic memory and likely does not fully explain the damage of
“hyperglycemic memory.” Recent discoveries in molecular biology, particularly
in the fields of genetics and epigenetics, will lead to new advances and a better
understanding of the mechanisms that confer both types of metabolic memory.
Indeed, it has been postulated that glucose-induced superoxide production may
induce mutations in mitochondrial DNA leading to defective encoding of elec-
tron transport complex subunits, which would then result in ongoing enhanced
superoxide production (53). This would promote the pathways described earlier
even in the absence of hyperglycemia. On the other hand, exposure to lower levels
of hyperglycemia and ROS may cause compensatory changes such as increased
antioxidant gene expression, which in response to lower glucose levels may explain
the protective type of hyperglycemic memory.

CLINICAL TRIALS

Diabetic microvascular complications occur only in a minority of subjects and
take many years to appear; and therefore, it has been difficult to design adequately
powered clinical trials to determine if certain treatments confer adequate end-
organ protection. Because of this, most studies have been secondary rather than
primary prevention studies. For example, the RENAAL study, which demonstrated
renoprotection in type 2 diabetes subjects with advanced renal disease, had to
recruit more than 1500 subjects with existing nephropathy and follow them up for
more than 3 years (54). With current treatments for retinopathy and nephropathy,
such as laser photocoagulation and RAS blockade, respectively, now considered
routine and unethical to withhold in clinical trials, the rates of progression of
complications are now even slower, further reducing the power of trials. Over the
last few years, several large studies have been performed to explore the potential
role of the PKC inhibitor, ruboxistaurin (32,33). These trials, both retinal and renal,
have had to be performed with subjects concomitantly receiving state-of-the-art
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medical care. Despite positive findings from some of the studies, the FDA has not
approved this agent for diabetic retinopathy and has requested a further very large
clinical study for more than at least 3 years before further considering registration
of this drug. With respect to nephropathy, the FDA currently only recognizes a
reduction in the development of end-stage renal failure as a reason to register
a drug for renoprotection. This endpoint is particularly difficult to achieve with
the widespread use of RAS blockers, which reduce the rate of decline in renal
function. It is hoped that over the next few years surrogate markers of renal injury
such as albuminuria will be accepted, thus enhancing the power of the clinical
trials and allowing investigators to recruit fewer patients and to follow them for
shorter periods.

The expense of clinical trials in this area limits their conduct to major phar-
maceutical companies. This has resulted in a lack of adequate clinical investigation
of agents, which, although potentially very useful, would not be financially viable
to develop. One example is benfotiamine, which has been shown experimentally
to reduce retinal and renal injury in diabetes (38,39). Indeed, in various small
studies of diabetic neuropathy, this drug appears to show promise (55). Alterna-
tive approaches to traditional clinical trials are needed to evaluate such agents
clinically, to increase the armamentarium of clinicians in treating and preventing
diabetic complications.

FUTURE PERSPECTIVES

It still remains to be determined, if all vascular complications should be treated in a
similar manner. It is possible that renal disease may be best managed by focusing
on interruption of blood pressure-dependent pathways, whereas other compli-
cations may require increased focus on glucose-dependent pathways. Currently,
aggressive glycemic control appears to be effective in slowing down microvascu-
lar complications in both type 1 and type 2 diabetes (18), whereas macrovascular
disease has been more difficult to retard with intensified insulin therapy. The
explanation for this phenomenon remains to be determined. It is possible that
comorbid factors such as dyslipidemia and hypertension may be more important
than glucose, although at this stage this cannot be directly tested because current
strategies to normalize hyperglycemia in type 1 or type 2 diabetes are not partic-
ularly effective. Indeed, it is likely that glucose-induced pathways play a key role
in diabetic macrovascular complications, with the most recent follow-up studies
of the DCCT/EDIC demonstrating a clear-cut reduction in carotid intima-media
thickness, coronary artery calcification, and cardiovascular events with intensive
glycemic control (52,56). Therefore, it is likely that over the next decade, with
improved understanding of how glucose confers its deleterious effects on the
macro as well as the microvasculature, clinicians will be given the tools to reduce
the burden associated with diabetic complications. At present, though, it should
be emphasized that while intensive treatment of hyperglycemia, hypertension,
dyslipidemia, and urinary albumin excretion can reduce the risk of cardiovascular
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disease by up to 50% in type 2 diabetes (57,58), perhaps only 7% of all patients
currently meet goals set by the American Diabetes Association for HbAlc, blood
pressure, and LDL-cholesterol levels (59). Since the majority of people with
diabetes die from coronary heart disease, widespread implementation of these
goals by clinicians would reduce the burden of diabetic vascular complications
substantially.
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DIABETIC RETINOPATHY: WHERE ARE WE NOW?

Retinopathy is one of the most dreaded complications of diabetes because blind-
ness is a greater fear than loss of a limb or death (www.lionsclubs.org/EN/content/
news_news_release58.shtml). Fortunately, advances in the control of blood pres-
sure, hyperglycemia, and hyperlipidemia have reduced the risk of vision-
threatening retinopathy in persons with diabetes in each of the succeeding decades
from the 1960s to the 1990s (1,2). Nevertheless, the number of persons with dia-
betes is expected to double by the year 2030 particularly in the developing world
(3,4), so fundamentally new approaches are urgently needed to prevent more visu-
ally impaired persons, particularly in countries with limited access to medical
care. Diabetic retinopathy has been viewed from a surgical perspective and oph-
thalmologists have employed destructive photocoagulation using halogen light or
laser sources for 50 years (5). Photocoagulation remains the primary treatment for
diabetic retinopathy in the 21st century. It effectively reduces the risk of blindness
but is destructive, expensive, and can be uncomfortable. Its mechanism of action
is similar to that of gamma radiation for tumors; i.e., to destroy diseased tissue.
Photocoagulation does not address the metabolic processes that lead to the devel-
opment retinopathy and vision loss. Many patients are reluctant to undergo the
treatment, and those who have already loss vision often do not fully regain their
sight.
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Vision impairment from diabetes ranges from a difficulty seeing in dim illu-
mination impaired blue or green color sensitivity, or glare, even in patients with
normal visual acuity on a standard Snellen eye chart. These symptoms may be due
to cataracts or dysfunction of the retina in the absence of overt microangiopathy.
When visual acuity drops to the 20/30 to 20/40 range driving, reading, and filling
insulin syringes can be difficult. If the visual acuity drops to 20/60-20/80 driving,
working, and gainful employment are very difficult. Visual acuity 20/200 (the big
“E”) or less is deemed “legal blindness” and is a usually a late manifestation of
diabetic eye disease. Diabetic eye disease can be very asymmetric so patients can
have good vision in one eye and very little or no vision in the other eye. Com-
bined with the added morbidity of peripheral neuropathy, patients with diabetic
retinopathy have trouble with a wide variety of sensory inputs and can be frustrated
with simple tasks. For example, persons with retinopathy often have dysfunction
of the spinal cord posterior columns, and greater risk of falls and fractures (6,7).
Taken together, diabetic eye disease is a crucial part of the overall long-term toll
inflicted by diabetes and it is important to consider the eye in context of other
manifestations.

The original description of diabetic retinopathy by von Graefe in 1856
was based on ophthalmoscopically visible vascular changes in the retina (8), and
for the ensuing 150 years diabetic retinopathy has generally considered to be
a “microvascular” disorder. The other major chronic complications of diabetes,
nephropathy, and peripheral neuropathy, have likewise been considered in this
light to form a triad of manifestations that cause clinical disability. The vascular
lesions in the retina include the well-known features of microaneurysms, intrareti-
nal hemorrhages, lipid exudates, venous beading, and neovascularization. These
vascular features are readily detectable on clinical examination because blood
vessels contain pigmented erythrocytes, and with fluorescein angiography. These
clinical features have corresponding cellular and histological lesions, including
focal areas of endothelial cell perforation in microaneurysms, acellular capillar-
ies, pericyte “ghosts”, hemorrhages, and lipid deposits within the retina, basement
membrane thickening, and new vessels growing through inner retinal surface into
the vitreous gel.

By contrast, the retina (a network) is normally transparent like a window
and invisible to standard clinical evaluation methods. For this reason the involve-
ment of the retina by diabetes has received relatively little attention. The retinal
parenchyma is comprised of five general classes of cells (9). Neurons (photore-
ceptors, bipolar cells, horizontal cells, amacrine cells, and ganglion cells) perform
the sensory functions that enable vision. Glial cells, including astrocytes and
Miiller cells, provide essential metabolic support to maintain nutrient supply and
waste removal from neuronal metabolism and maintain the extracellular ionic
environments needed for action potentials and vision. Microglial cells are resident
macrophages within the central nervous system that sense the local environment
and respond to metabolic stresses, ranging from infections, to trauma, to retinal
detachment. Vascular endothelial cells and pericytes are a fourth class of retinal
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cells that comprise less than 5% of the total mass or volume of the retina. In fact,
the retina has a relative paucity of blood vessels because the hemoglobin would
otherwise interfere with light transmission and visual function. A fifth class of
cells, the retinal pigment epithelium, interdigitates with and supports the function
of photoreceptors. Taken together, even on strictly anatomical basis it is evident
that the vascular cells comprise a minority of the retina. Therefore, it is essential
to recognize how diabetes impacts the entire retina.

The first recognition of retinal involvement in diabetes was published in
the early 1960s (10,11) but these observations received little attention because
the trypsin digest method of histologic analysis and fluorescein angiography that
were developed contemporaneously corresponded more closely with the clini-
cal picture. Early evidence for functional changes in the retina was provided by
Simonsen in 1969 (12), who showed impaired electrical responses to light stimu-
lation (electroretinogram). Bresnick (13,14) provided evidence for the importance
of the neural retina 20 years later when he showed electroretinographic (ERG)
responses predicted the progression of retinopathy better than did ophthalmoscopic
findings. These findings had limited impact on the field because of optimism that
laser photocoagulation could prevent vision loss from diabetes, and the cellular
changes related to impaired ERG alterations were not understood. Ophthalmolo-
gists focused on the needs to save vision in those persons who were at greatest
short-term risk and less on long-term prevention of complications, a matter beyond
their immediate control. Over the last decade it has become increasingly evident
that while laser photocoagulation reduces the risk of blindness, it does not prevent
visual impairment and is unappealing to patients.

THE STATE OF THE ART IN DIABETIC RETINOPATHY RESEARCH
Diabetic Retinopathy Is a Neurovascular Disease

The cellular features of early, preclinical diabetic retinopathy have largely been
investigated by studies in rodents, including streptozotocin- or alloxan-treated
rodents and dogs, genetically altered rodents, and spontaneously diabetic, obese
monkeys. Most studies have emphasized leakage, occlusion, or death of endothe-
lial cells and pericytes (15-19). These findings correlate closely with features
seen on clinical ophthalmoscopy and fluorescein angiography, including microa-
neurysms and nonperfused capillaries. These findings do not however, determine
the temporal sequence of cellular changes, their cause(s), or the means by which
vision is impaired.

By contrast, recent work has revealed involvement of the entire retina and
ushered in a new perspective of how diabetes impacts the retina. Numerous clinical
and laboratory studies now show clearly that diabetic retinopathy is a neurovas-
cular degeneration or retinal neuropathy, and that all retinal cell types are affected
by diabetes. Retinal neurons die by apoptosis (20,21); astrocyte and Miiller cell
functions are impaired as evidenced by impaired interconversion of glutamate to
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glutamine (22), cytokine expression (23-25), and reactive gliosis (26,27).
Microglial cells in the inner retina become activated (28-30) and are a source
of inflammatory cytokines and phagocytose dying neurons, so their involvement
in diabetes is similar to other neurodegenerations, such as multiple sclerosis and
Parkinson’s disease. It is not known currently which of these changes begin first,
how alterations in any cell type affects other cells, or how these changes lead to
the clinical phenotype or impair visual function.

These findings clearly show that the clinically visible retinal microvas-
cular lesions are only the tip of the diabetic retinopathy iceberg. They also
imply the long-held concept of a primary “microvascular” complication incom-
pletely describes the full spectrum of diabetic retinopathy. Diabetes affects the
parenchyma of kidneys, nerves, the heart, brain, and even bone. Hence, nephropa-
thy, neuropathy, cerebral dysfunction, cardiomyopathy, and osteopenia involve the
whole organ, not merely their respective blood vessels. There are, to the best of our
knowledge, no empirical data from animal or human studies that prove the primary
impact of diabetes is on the microcirculation. Therefore, the term “microvascular
disease” is inadequate, misleading, and should be replaced by a more comprehen-
sive definition of “retinopathy,” “nephopathy,” and “neuropathy” that includes the
full spectrum of functional and structural changes, not just those that are visible
to by standard clinical examination. This change in the conceptual framework
is needed because after three decades of research, the “microvascular” approach
has yielded no Food and Drug Administration-approved treatments for diabetes
complications. A protein kinase C beta inhibitor, ruboxistaurin (Arxxant™, Eli
Lilly, Indianapolis, IN) reduces the risk of vision loss in persons with diabetes
(31-33) but has failed to win Food and Drug Administration approval as of this
writing (May, 2007). In fact, protein kinase C 8 is expressed throughout the neu-
ral retina in normal rat retina (Todd Fox, T. Gardner, unpublished data) so in
addition to affecting retinal vascular permeability (34), a PKC B inhibitor may
also directly affect the neural retina. Protein kinase C beta expression increases in
retinas of diabetic rats and PKC beta inhibition reduces VEGF-induced retinal vas-
cular permeability and normalizes retinal blood flow changes in diabetic rats and
humans (33,35). Indeed, ruboxistaurin reduces the risk of vision loss in patients
without thickening of the central macula, as well as those with central macular
thickening (32). This observation suggests that ruboxistaurin may work in part
by nonvascular mechanisms and/or the patients tested had sub-clinical macular
edema.

Taken together, we argue that a more comprehensive view of the impact of
diabetes on multiple tissues is more likely to yield improved means to prevent
and treat complications. For example, a comprehensive definition of “diabetic
retinopathy” would be “functional and structural impairment of the retina due
to diabetes.” This definition does not limit the concept to the changes that are
visible clinically and would allow inclusion of various parameters that might
be determined in the future. Similar approaches could be used for renal and nerve
involvement.
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When Does Diabetic Retinopathy Begin?

In light of the neurovascular concept of diabetic retinopathy we can consider
the onset of the disease when retinal function is impaired, rather than when its
structure is altered. Numerous animal and human studies have shown that indices
of retinal function, including color vision, contrast sensitivity, dark adaptation,
and electrical responses change before clinically evident vascular lesions (36,37)
Diabetic peripheral neuropathy is diagnosed based on reduced nerve conduction
velocities or decreased ability to sense vibrations of a flexible nylon filament. Thus,
itis reasonable to consider at least a tentative diagnosis of retinopathy when retinal
function, as reflected by ERG responses or the ability to see in dim illumination
are impaired, even if the retina appears normal. The clinical implications of this
perspective are discussed below.

What Initiates Diabetic Retinopathy?

Most concepts of diabetic retinopathy employ a linear view of events leading
from initiation to phenotype. However, in spite of extensive work, it remains
unclear which factor(s) in the diabetic milieu actually damage retinal function
and structure. Given the complexity of metabolic derangements in diabetes it is
exceedingly difficult to parse out the role of a specific metabolic pathway. Most
studies have emphasized the roles of excess glucose as the primary metabolic
injury and peptide growth factors, such as vascular endothelial growth factor and
insulin-like growth factor I as mediators of vascular damage (reviewed in Ref. 38).
Recent studies have begun to examine the roles of other key metabolic alterations
of diabetes, such as hyperlipidemia, insulin resistance, or insulin deficiency in
an integrated fashion to yield information on interactions of various parameters.
Indeed, alterations in plasma lipids are closely associated with diabetic macular
edema and the risk of vision loss (39,40). Systemic insulin resistance is also a major
risk factor for the development of retinopathy and other complications in patients
with type 1 and type 2 diabetes (41-44). These findings strongly suggest that
the pathogenesis of retinopathy and other complications involves factors beyond
simple hyperglycemia-induced vascular changes.

The role of tissue-specific contributions to insulin resistance and that brain-
specific insulin resistance leads to neurodegeneration have been revealed with
tissue-specific gene deletion studies (45-48), but similar approaches have not
yet been employed widely in investigations of diabetic retinopathy. Integrative
physiology approaches, such as hyperinsulinemic-euglycemic clamp studies that
are standard for investigations of the role of the liver, muscle, and adipose also
have yet to be applied to study the retina. Hence, there remains an opportunity to
dissect the underlying cause(s) of complications with these techniques.

Recently we suggested a concept of a normal homeostatic equilibrium in
which factors that promote retinal cell survival and function outweigh noxious
influences that would threaten retinal viability (49) (Fig. 1). This concept assumes
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Figure 1 Diabetes disturbs the homeostatic equilibrium of the retina. Under normal con-
ditions there is an equilibrium in which pro-survival and anti-inflammatory stimuli maintain
retinal cell survival and function. In diabetes, pro-survival (neurotrophic) inputs may be
reduced and pro-inflammatory cytokines, chemokines, and cellular responses increase.
Together, these processes accelerate retinal cell death and increase vascular permeability
and occlusion, thus impairing vision. Treatments may be directed at augmenting neu-
rotrophic inputs and decreasing pro-inflammatory responses so that repair processes can
predominate.

that various hormones, including insulin/IGF-1, brain-derived neurotrophic factor
(BDNF), and perhaps VEGF, provide trophic stimuli to maintain retinal neural
and vascular cell survival in the postmitotic state. In diabetes, trophic inputs from
insulin/IGF-1 receptor (50) or BDNF (51) signaling are impaired, and may induce
a physiologic adaptive response to maintain neural cell function and survival when
normal rophic inputs are lost. VEGF-stimulated cell survival (and proliferation)
is mediated via Akt kinase, as is insulin receptor stimulated cell survival (52).
The various “growth factors” up-regulated in the retina in diabetes (38) exert
pro-survival effects (53) but when present in high concentrations or for prolonged
periods, may also have adverse inflammatory effects, including vascular leakage
and proliferation. In this way the normal homeostatic equilibrium shifts to one that
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leads to cell death and dysfunction. This disequilibrium begins shortly after the
onset of diabetes when the retina still appears normal. This concept may be useful
to design therapeutic strategies by increasing neuroprotective and decreasing pro-
inflammatory factors.

The Role of Visual Function Studies in Understanding of
Diabetic Retinopathy

Viewing diabetic retinopathy as a neurovascular disease creates a renewed interest
in visual function studies that can play an important role in elucidating the dis-
ease mechanisms and validating animal models. A careful characterization of the
visual function impairments associated with different diabetic retinopathy stages
may provide inferences to the underlying mechanisms and permit evaluation of
the validity of current mechanistic hypotheses. For example, diabetic retinopathy
is generally thought to predominantly affect the inner retina because the microvas-
cular insults occur to the inner retinal blood supply. However, documented insults
to visual function such as impaired adaptation in dark conditions (dark adapta-
tion) are largely attributable to impaired outer retina function including the retinal
pigment epithelium and choroidal blood supply. This observation implies that dia-
betes and diabetic retinopathy may insult the retina in a more generalized fashion
than currently believed. Regardless of the cause of this impairment, these results
must be reconciled with current mechanistic theories of disease pathogenesis.
Information regarding human disease—related visual dysfunction can be used to
validate animal models. Comprehensive animal models of diabetic retinopathy
and affected patients should exhibit similar visual dysfunction. Models that more
closely resemble the phenotypes of human patients are preferred for mechanis-
tic studies and may provide a better platform to predict drug discovery outcomes.
Models that lack these characteristic visual function impairments may not general-
ize as well to humans. Comparisons of phenotypic changes in animal and human
models should facilitate more rapid understanding of key pathogenic changes
and accelerate discovery and validation of therapeutic targets. A concept of how
clinical and animal studies may be integrated is shown in Figure 2.

CURRENT LIMITATIONS IN THE FIELD
Corroboration of Laboratory and Clinical Research

Comprehensive understanding of disease mechanisms and development of curative
or preventive strategies is greatly facilitated by the availability of human tissue for
biochemical and pathological analysis. Whereas biopsies can be readily obtained
from kidneys, nerves, myocardium, and even brain, the retina is unique in that
biopsy samples of living tissues are never available. Postmortem eyes are useful for
pathological studies and some cellular studies have been reported (23,54,55), but
are not useful for biochemical studies because of the interval between death and
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Figure 2 A strategy to integrate clinical and animal studies of diabetic retinopathy. Animal
models provide vital information regarding biochemical and cellular processes, and of
retinal electroretinographic (ERG) responses but not direct analysis of retinal function.
Human studies provide direct measures of cell-layer—specific changes in retinal function that
will provide unbiased information about retinal changes in animal models. Together, these
complementary approaches can provide an integrated understanding of disease mechanisms
and clinical endpoints and accelerate development and implementation of new treatments.

availability for studies. Therefore retinopathy researchers have relied on rodent
and canine models that appear to reflect most of the recognized abnormalities of
early stage disease. However, they lack maculas and rodents are usually inbred
strains devoid of the genetic heterogeneity of humans. Non-human primates have
been studied to a limited degree (18,56) but the eyes are not usually available for
biopsies. Therefore, while rodent models continue to be used widely it is uncertain
how predictive the results may be in humans.

Over 20 different pharmacologic interventions have been shown to reduce
some aspect of retinal lesions in rodent models, ranging from inhibitors of aldose
reductase, protein kinase C, advanced glycation end-products, VEGF, platelet
aggregation, oxidative or nitrative stress, inflammation (steroids, nonsteroidal anti-
inflammatory agents, ICAM-1 and TNF blockers, minocycline), and angiotensin
2 receptors. In humans, intensive metabolic control, blood pressure, and lipid
lowering are the only interventions with demonstrable efficacy, but at present no
complications-specific therapies are available. Thus, it is imperative that transla-
tional research be conducted in a coordinated fashion to maximize the chance to
achieve benefits for patients.
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What Are the Key Research Questions?

The underlying mechanisms that initiate and perpetuate retinopathy remain
unclear, partly because so many parameters change in response to this complex
metabolic disease. A change in a protein, metabolite, or pathway does not prove
that it is causative for the disease since it may also represent a physiologic adapta-
tion or be part of broad-spectrum response. The most secure information currently
available regarding diabetic retinopathy is provided by the Diabetes Control and
Complications Trial (DCCT) (57), which showed that intensive treatment reduced
the risk of retinopathy development and progression. This study has beeen inter-
preted as demonstrating the role of excess glucose but since the intensive therapy
was achieved by more continuous insulin therapy, it might also reasonably be inter-
preted as an insulin response trial (49). Indeed, the DCCT was not designed or
capable of demonstrating the reason for the response (58). Therefore, the first key
question is to determine the mechanism and the effect of intensive therapy. Is it due
to lowering blood metabolite levels or a direct effect of insulin on target tissues?

The risk of hypoglycemia is rate-limiting for the use of intensive therapy
(59), so another important question is how can the benefits of intensive therapy
be achieved without increasing hypoglycemia? Local delivery of drugs to the eye
is successful for cytomegalovirus retinitis so similar but less-invasive approaches
might be used to deliver drugs to the retina. Local drug delivery to the retina is
under intense investigation and may provide means to provide adjunctive therapies
via minimally invasive procedures with little systemic risk (60,61).

A third question is how to detect and follow retinal changes in diabetes in
order to shorten clinical trials so that new drugs can reach patients in a timely
fashion as discussed below.

Identification and Validation of New Clinical Trial Endpoints

Treatment of the earliest stages of diabetic retinopathy is hampered by the lack
of suitable clinical trial endpoints. Currently, the FDA-accepted primary end-
points are based on progression on a fundus imaging grading scale or a clinically
significant change in vision, and most studies require 2 to 3 years and several
hundred patients to detect a change. The visible lesions associated with diabetic
retinopathy progress slowly in the earliest stages of the disease and may not even
be visible when retinal dysfunction begins early in the disease process. Vision is
defined solely as acuity, the resolving power of the center of the macula, a region
only 100 wm in diameter. Visual acuity has severe limitations as an endpoint in
the evaluation of potential therapies targeted at diabetic retinopathy, especially
in the earliest stages of the disease because disease can progress without change
in acuity or vice versa. Evaluation of early stage interventions with a visual acuity
endpoint requires long study durations and large numbers of patients enrolled
because a sufficient number of patients must demonstrate the visual acuity change
during the trial to allow statistical evaluation of the intervention. For example, in
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the ruboxistaurin diabetic retinopathy studies, the rate of “significant” (3-lines of
acuity) change was only 9.9% in the placebo-treated group vs 6.7% in the drug-
treated group (32) so it is difficult to show a strong therapeutic effect. The burden
imposed by visual acuity as the main clinical endpoint renders impractical clinical
trials aimed at early disease. Therefore, more sensitive clinical trial endpoints are
needed that will shorten the duration and enhance the feasibility of clinical trials
and permit evaluation of treatments aimed at interventions earlier in the disease
process, thereby allowing the identification of treatments that may prevent the
vision loss associated with later stages of the disease.

How do we move forward in the development of new endpoints? It is a
reasonable first step to evaluate visual function tests other than acuity as potential
clinical trial endpoints. This will require that clinicians, industry, and regula-
tory agencies recognize that vision encompasses more than central visual acuity.
Indeed, use of patient self-administered quality of life measures, such as the visual
function index (VF-14), (62) indicate the need for broad measures of vision. The
community’s acceptance of alternative quantitative and validated visual function
measurements is a requisite step to develop outcome measurements that enable the
study of treatments aimed at early treatment and preserving vision. The benefit of
early treatment is that acuity will be preserved as well as other important aspects
of vision, which will provide vastly better patient outcomes than are possible
today.

Potential endpoints are plentiful because a wide variety of visual func-
tions are impaired in diabetes even before the manifestation of clinically apparent
disease. Solid comparative studies examining the diagnostic test characteristics
of these tests are needed to identify the best potential endpoints. The goal is
to identify clinically important endpoints that are sensitive to changes in early
stage disease. Endpoints should be evaluated in well-defined cohorts to allow
direct comparisons between the potential outcome measurements. Unfortunately,
comparing the performance of these tests from previously published literature is
uninformative because of variable definitions of disease severity, lack of stan-
dardization in patient testing, and because the purpose of most studies was not
to evaluate the diagnostic capabilities of the tests. However, the prior literature
is useful in identifying potential tests to evaluate. Dark adaptation (ability to see
in dim light after exposure to a bright light), scotopic (dim-light) sensitivity, and
white stimulus light-on-white background perimetry (visual fields) to name a few
have been shown to be impaired in diabetic patients without retinopathy (63-65),
and in patients with varying levels of diabetic retinopathy severity (63,65-69).
White-on-white perimetry (the standard clinical tool for visual field quantifica-
tion) correlates better to diabetic retinopathy severity than visual acuity (69). In
addition to psychophysical tests (dark adaptation, scotopic sensitivity, perimetry),
electrophysiological tests such as electroretinography may be considered as can-
didate endpoints because humans with diabetes have impaired ERG responses,
most prominently in the oscillatory potential and latency of the b-wave (36,37).
The use of electroretinography as an endpoint would facilitate the decision to
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Figure 3 Retinal regions assessed by retinal functional tests. The circles outline the
regions that the various functional tests evaluate. Circle A: 24° radius from the fovea;
tested by white-on-white perimetry, frequency doubling perimetry and scotopic sensitivity.
Circle B: Perifoveal region (5° around center of fovea) tested by dark adaptometry. Circle
C (arrow) central 1 of the fovea tested by visual acuity and contrast sensitivity. Thus, the
proposed new measures of retinal function (items 3-5 in Table 2) provide much greater
information about the retina than do standard tests such as visual acuity.

move candidate treatments into human studies because electroretinography is also
easily assessed in animals, unlike psychophysical measurements. However, elec-
troretinography is unlikely to be useful as a clinical trial endpoint because it is
difficult to standardize between clinics and diabetes-induced changes are of small
magnitude (<30%). However, other tests shown in Table 1 and Figure 3 may
have effect sizes >100% which would greatly increase sensitivity and reduce the
number of subjects required for sufficiently powered studies. These potential tests
are now under evaluation.

Once promising endpoints have been identified translational research is
needed to adapt these tests for clinical trial usage. Most psychophysical tests
conducted for research purposes are unsuited for clinical trial usage. Often the
equipment is not commercially available and not standardized. In addition the
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protocols are usually of long duration and have high operator and patient burden.
The temptation is to only evaluate tests that are clinically suitable at the outset,
which is a mistake. More elaborate methodology often provides a fuller under-
standing of the disease. Using the information gained from elaborate protocols,
the task is to distill out the essential aspect of the promising test into a device and
protocol that is clinically acceptable, chiefly by developing short duration, simple
protocols, and standardized economical equipment.

Once a clinically useful endpoint is developed, validation as a primary
endpoint can only be achieved by including the endpoints into clinical trials
as secondary or adjunctive endpoints. This is a necessary step to evaluate the
endpoint’s utility as a clinical trial endpoint. Cross-sectional studies can establish
the underlying biological plausibility of the endpoint, reliability, sensitivity, and
other diagnostic test characteristics, but cannot establish the endpoints’ predictive
value or responsiveness to intervention. The validation of an endpoint is not a
clear process, but widespread clinical acceptance and extensive experience with
the endpoint in relevant clinical trials are necessary. Researchers and industry will
have to commit the resources required to evaluate promising endpoints in clinical
trials.

When new treatments for the earliest stages of diabetic retinopathy are
approved based on these novel endpoints, the next challenge is to change clinical
practice. Screening versions of the clinical trial endpoints will be required to
identify patients that would benefit from treatment and monitor the effectiveness
of therapy. Risk factor assessments will have to be conducted to determine which
patients should be screened, and reimbursement issues will have to be resolved.

THE ROLE OF OPHTHALMOLOGY DEPARTMENTS IN THE EFFORT TO
CONQUER DIABETIC RETINOPATHY

As our understanding of the underlying mechanisms of diabetic retinopathy has
expanded, a fundamental theme has emerged: we must improve our diagnostic and
therapeutic capabilities to detect and treat diabetic retinopathy at a much earlier
stage in the disease process. The current paradigm of waiting for visible retinopa-
thy to become severe enough to warrant surgery is no longer acceptable. Academic
departments of ophthalmology must lead this transformation by prioritizing clin-
ical and translational research along with the more traditional missions of patient
care, basic science research, and education. This broad approach is fairly straight-
forward for eye-specific diseases such as glaucoma or macular degeneration,
whereas diabetic retinopathy is but one component of a multifactorial systemic
metabolic disease with genetic components.

Diabetic retinopathy research is evolving rapidly and becoming increas-
ingly complex; as a result, it is impossible to conduct meaningful basic science
and clinical research in isolation. Departments of ophthalmology must cultivate
communities of eye and vision researchers within their organizations by remov-
ing the arbitrary barriers that exist between ophthalmology and other clinical
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and basic science departments. Two of the most important initiatives in medical
science research, the NIH Roadmap for Medical Research and the Clinical and
Translational Science Awards, emphasize the importance of interdisciplinary,
team-oriented research (70,71). This same principle applies to facilitating col-
laborative relationships between clinicians and basic scientists. The success of
future clinical research initiatives depends on our ability to effectively link clin-
icians and basic scientists to facilitate the translation of basic science discovery
into better eye care; i.e., significantly reduced risk of vision impairment in persons
with diabetes.

General aspects of this transformational approach are discussed in
Chapter 1 by Drs. Greenbaum and Harrison. Here we consider challenges specific
to ophthalmology where the many of its practitioners are interested in surgery
rather than in disease prevention or treatment by nonsurgical means.

First, we must recall that the patient is the most important component of any
clinical research endeavor. Ultimately, the goal of an effective clinical research
program is to enable patients to reduce their risk of impairment by receiving the
most advanced care possible in a controlled setting that minimizes potential risks.
Patient schedulers, ophthalmic technicians, and faculty must be knowledgeable
about the clinical research initiatives in order to promote awareness about the
available clinical trials and direct appropriate patients to those trials. We must fully
integrate the clinical research program into the patient care arena; clinical research
is patient care, not an adjunct. Facilitating patient scheduling, ancillary testing,
and therapeutic interventions are necessary to ensure clinical research functions
as an integral part of the mission of an ophthalmology department. Recruitment
and retention of faculty with clinical research expertise, study coordinators, and
support personnel are essential components to a successful program. Clinical trial
coordinators play a particularly important role in the process, serving as the critical
link between the patient and the physician, the clinic, the regulatory bodies, the
governmental and industry sponsors, and others.

Clinical research enables academic departments of ophthalmology to distin-
guish themselves within the communities they serve. Aggressively communicating
clinical research opportunities to referring physicians and developing a simple pro-
cess to enable referring physicians and their patients to access the clinical research
system are essential. Regional clinical research networks provide an opportunity
to expand the scope of the clinical research program beyond the walls of the aca-
demic health center and increase the number of patients available to participate in
clinical trials.

Educational programs can be used to facilitate the exchange of ideas and
skills sets among faculty members (72). In addition to the standard Grand Rounds
and Visiting Professor Rounds offered at most academic centers, innovative forums
designed to promote interaction between clinicians and basic scientists from mul-
tiple departments are essential. For example, regular interdisciplinary research
conferences and research meetings are important to disseminate new informa-
tion and stimulate discussions and collaborations among faculty members with
different—and potentially complementary—perspectives.
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These ambitious but vital initiatives require long-term financial investments
that are difficult to support from clinical revenues so collaboration with foundations
committed to public health are required.

Who Will Make the Discoveries?

The current and future implications of diabetic eye disease for patients and societies
are enormous as diabetes becomes a pandemic even in developing countries (4).
Currently, the number of researchers who devote their energies primarily to finding
new treatments is small compared to the magnitude of the problem. In the United
States fewer than 20 physicians have NIH grants focused on diabetic retinopathy
and only one KO8 training grant and two R43 grants for young physician —and
scientists are listed on the NIH CRISP database under the search term, “diabetic
retinopathy.” Diabetic retinopathy is not currently a business line for most major
pharmaceutical firms because of the high cost of investment and risk of failure.
Young clinician and discovery investigators should be encouraged to enter the field
by medical school department chairs and research administrators by encouraging
interdisciplinary research and providing protected time required for long-term
commitment to solving a complex problem.

Opportunities for the Future

Peptic ulcer disease was once the domain of abdominal surgeons who treated
late-stage bleeding ulcers, but fundamental research has now led to specific
treatments based on understanding of the disease etiology of Helicobacter pylori
infection and acid overproduction. Dental cavities once assured that tooth loss
and dentures was an inevitable part of aging but use of simple hygienic measures
and fluoride supplementation now provide a high likelihood of healthy teeth
for a lifetime. Diabetic retinopathy is the only major eye disease for which a
disease-specific systemic intervention (intensive insulin therapy) has been shown
to be effective to slow its onset and progression. These findings and the explosion
of new information and potential therapies provides the real possibility that the
management of diabetic retinopathy will shift from surgical intervention for
late-stage disease to focus on prevention and early intervention prior to loss of
vision. The potential for this outcome is demonstrated by the reduced risk of
retinopathy in patients who were diagnosed in subsequent decades (2) and is due
to improved control of diabetes, hypertension, and hyperlipidemia.

CONCLUSIONS

Future progress toward prevention of vision impairment from diabetes requires
conceptual, organizational, and technological advances (Table 2). The conceptual
advances include an understanding that “retinopathy” includes the entire retina,
and that involvement of organs as “complications” may be but a continuum of
the impact diabetes exerts on all tissues, rather than from distinct complications-
specific mechanisms (49). Organizational advances will include improved means
to fund and conduct bidirectional translational research designed to solve the needs
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Table 2 Categories of Advances for a Curative Approach to Diabetic Retinopathy

Category Examples

Conceptual 1. Diabetic retinopathy involves the entire retina.
2. Complications are part of a continuum of diabetes-induced
metabolic injury
Organizational Fund and conduct bidirectional translational research based on
patient needs
Technological 1. Define the pathophysiology of retinopathy and mechanism of
intensive control
2. Characterize retinal function across disease spectrum and develop
new clinical endpoints
3. Develop minimally invasive ocular drug delivery

of patients and their families. Technological progress would include (i) defining
the cellular and molecular pathophysiology underlying retinopathy initiation and
progression, which will be related to understanding the mechanisms by which
intensive control has its effects; (if) unbiased characterization of retinal function
over the spectrum of disease severity to reveal the topological sequence of cellu-
lar dysfunction and permit development of robust, quantitative, clinically useful
tests that can also serve as clinical trial endpoints; and (iii) development of safe,
effective, minimally invasive, long-term ocular drug delivery methods.

In many ways, diabetic retinopathy is an optimal disease target for an ambi-
tious curative strategy because the population at risk is easily defined and generally
motivated and knowledgeable about the potential for adverse outcomes; substan-
tial private and public investment is available (NIH, Juvenile Diabetes Research
Foundation, American Diabetes Association); and public health infrastructure is
already involved in the problem (Centers for Disease Control and Prevention,
World Health Organization, Prevent Blindness America). The key technological
advances likely will be incremental because systemic and ocular therapies must
develop in concert, and require the conceptual and organizational progress for the
breakthroughs patients seek to relieve their fear of losing vision.
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TYPE 1 DIABETES MELLITUS AND AUTOIMMUNITY

Type 1 diabetes (T1D) is an autoimmune disease thought to result from the acti-
vation of T lymphocytes specific for autoantigens in insulin-producing pancre-
atic beta cells. The T cell response leads to decreasing endogenous insulin pro-
duction which becomes clinically manifest when the remaining beta cell mass
can no longer produce sufficient insulin to maintain glucose homeostasis. This
immunopathologic basis of T1D is supported by several complementary lines of

evidence including the following:

The presence of circulating antibodies to beta cell antigens that predict disease
development (1).
Genome-wide association studies have identified 10 genetic loci most strongly
associated with T1D susceptibility, six of which either influence immune func-
tion (MHC, CTLA4, CD25, PTPN2, MDAS) or the insulin-specific T-cell
repertoire (insulin VNTR) (2).
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e The pathognomonic pancreatic islet lesion known as “insulitis,” i.e., infiltrating
macrophages and lymphocytes, predominantly T-cells, seen at postmortem
examination of individuals with T1D.

e Recurrence within several weeks of both diabetes and islet autoimmunity
(rising islet antibody titer and typical insulitis on biopsy) in the diabetic twin
recipient of a segmental pancreas graft from the nondiabetic identical twin (3).

The relevance of islet autoimmunity to a discussion of transplantation as a
treatment for T1D, as opposed to other end organ diseases treated with transplants,
is that the immunological barrier may well be greater for T1D, for at least three
reasons. First, there is an established and persistent islet autoimmune response
against the very tissue being transplanted. In contrast, for the typical heart, kid-
ney, or liver allograft recipient, there is no anti-cardiomyocyte, anti-nephron, or
anti-hepatocyte autoimmune T-cell response. Second, the relevant cellular mass
being transplanted is quite small. That is, while a transplanted heart, kidney, or
liver weighs approximately 250 g, 150 g, and 1.5 kg, respectively, an islet allograft
recipient receives only 5 to 10 g of tissue. It is not unreasonable to surmise that
the immune system could more easily and quickly destroy 5 grams of tissue than
an organ that weighs orders of magnitude more. Third, most current antirejec-
tion therapies rely on agents, e.g., cyclosporine or tacrolimus, that interfere with
calcineurin phosphatase function, which is also known to interfere with beta-cell
function (4).

T1D PROGNOSIS

Prior to the discovery of insulin in 1922, T1D was rapidly fatal with very few
individuals surviving more than a few months. Over the years, however, and
especially over the past 20 years, diabetes management has advanced consid-
erably. The resulting dramatic improvement in T1D prognosis is an important
consideration when discussing transplant-based treatments. The Diabetes Control
and Complications Trial (DCCT) clearly demonstrated that tight glycemia control
with intensive insulin therapy prevents or at least delays the onset of diabetic
microvascular complications (5). Subsequently, the DCCT/EDIC found that
intensive insulin therapy also prevented macrovascular complications (6). In
addition to the improved prognosis stemming from better blood glucose control
(achieved with improved insulin delivery capability, facilitated by blood glucose
monitoring), greater emphasis on blood pressure control, lipid lowering with safe
and effective agents, and smoking cessation, have together resulted in gratifyingly
improved survival of people with T1D. For instance, the Pittsburgh Epidemiology
of Diabetes Complications Study (7) recently reported findings based upon
906 individuals diagnosed with T1D between 1950 and 1980, stratified into
five cohorts by year of diagnosis. As shown (Fig. 1), the all-cause 20-year
mortality for individuals with T1D declined in each successive cohort since
1950 such that for the 179 individuals diagnosed between 1975 and 1980, the
20-year mortality was 3.5%. Similar findings have been reported by other groups
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Cumulative survival (%)

Diabetes duration at death

Figure 1 All-cause mortality by diagnosis cohort: the Pittsburgh EDC study. A, 1950—
1959; A, 1960-1964; O, 1965-1969; [J,1970-1974; M, 1975-1980. Source: Adapted from
Ref. 7.

around the world (8-10). In an attempt to place this mortality in perspective,
notwithstanding that good statistics are difficult to come by, the 20-year mortality
for healthy children and young adults in the United States is about 1.5% (see
http://www.cdc.gov/nchs/datawh/statab/unpubd/mortabs/lewk3_10.htm).  Thus,
T1D can be estimated to further increase a young person’s mortality risk over the
subsequent 20 years by approximately 2% or by about 0.1% per year. We know
that individuals with T1D die predominately from premature cardiovascular
disease and that renal failure is a major risk factor for atherosclerosis, so the
reduced incidence of end-stage renal disease documented in the same studies
tracking T1D mortality may underlie the improved survival. Even for patients with
long-standing T1D sufficiently problematic to warrant transplant-based treatment,
provided kidney function is preserved, the annual mortality is 1% or less (11).

TRANSPLANT-BASED APPROACHES

Since Joseph Murray performed the first successful therapeutic kidney transplant
in 1954, transplant physicians and scientists have realized that the most formidable
hurdle facing the field is a safe and effective way to prevent the recipient’s immune
system rejecting the allograft [reviewed in Ref. 12]. The inviolable primum non
nocere principle underlying medical practice dictates that the risk must not out-
weigh the potential benefit gained. Life-preserving transplant procedures such as
those for patients with end-stage heart, liver, or kidney failure have gained wide
acceptance. However, because T1D is treatable in almost all patients, consid-
erable controversy shrouds transplant-based treatments for this disease. Indeed,
Dr. David Sutherland, a leading developer of pancreas transplantation, wrote in
1984 words that remain true today (3): “One of the principal drawbacks to pan-
creas transplantation is the necessity of permanent immunosuppression of the
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recipient. . . . This is of particular concern in a procedure which is not immediately
life-saving, but is intended primarily to improve the quality of life.”

Whole-Organ Pancreas Transplantation

In 2006, a total of 1387 pancreas transplants were performed in the United States;
of these, 924 were simultaneous pancreas—kidney (SPK) allografts and 463 were
solitary pancreas allografts defined as either pancreas transplants alone (PTAs)
or pancreas after kidney transplants (PAKs). The number of SPKs performed
per year has remained essentially stable for over a decade, while the number
of PAKs and PTAs performed per year has increased sixfold since 1994 (see
http://www.unos.org/data). As a result of improved surgical techniques and the
availability of newer immunosuppressive regimens, the one-year patient survival
following a whole pancreas transplant is now >95%, and graft function is main-
tained in >85% of patients.

Pancreas Transplantation: Metabolic Control

Most pancreas allograft recipients achieve insulin-independent normoglycemia. In
fact, the mean glycated hemoglobin levels reported for patients 5 and 10 years after
transplantation were lower (5.3% and 5.5%, respectively) than the DCCT target
value (6.0%), and even within the DCCT less than half of the intensively treated
group achieved that glycemia target (13,14). The obvious explanation for this
observation is that the transplanted pancreas secretes insulin in a more physiologic
manner in response to the prevailing blood glucose level. This could also explain
why, compared to individuals treated with insulin, transplant recipients almost
never suffer serious hypoglycemia and most report a better quality of life.

Pancreas Transplantation: Diabetes Complications and Survival

The goal of pancreas transplantation is to restore normoglycemia and thereby
prevent the long-term complications of diabetes, so as to preserve life quality
and duration. Thus, pancreas transplantation’s success can be measured by its
effect on life quality, diabetes complication rates, and on overall survival. While
perhaps counterintuitive, early experience indicated that pancreas transplant did
not improve proliferative retinopathy (15). One potential explanation is that the
typical transplant recipient’s proliferative retinal disease had progressed too far
to be reversible. Indeed, advanced diabetic retinopathy is present in most patients
at the time of pancreas transplantation. Nevertheless, more recent experience
suggests that diabetic retinopathy stabilizes in the majority of pancreas-kidney
allograft recipients (16,17).

Perhaps, the more important question is whether pancreas transplantation
would prevent or improve the risk of end-stage renal disease in those considering
solitary pancreas allografts (PTA or PKA). While no studies enrolling large patient
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numbers have been performed, the University of Minnesota investigators reported
that histologically graded diabetic nephropathy was alleviated when kidney biop-
sies were studied from eight individuals with functioning pancreas allografts
transplanted at least 10 years earlier (13,18). Even so, the renal function of each
individual was worse than before their transplant 10 years earlier, presumably due
to immunosuppressive-agent—associated nephrotoxicity. In a separate study, these
investigators (18) also compared one group (n = 13) with successful pancreas allo-
grafts to a control group (n = 10), who had either lost graft function early or never
received a transplant. Compared to the controls, the transplant group had worse
kidney function at 5-year follow-up. In fact, the two patients in the study who
subsequently required kidney transplants had both previously received a pancreas
allograft. Although a small study, the outcome certainly questioned the benefit
of solitary pancreas transplantation with regard to preserving kidney function.
On the other hand, yet unanswered is the question whether pancreas transplan-
tation preserves kidney function in patients with diabetes, who have undergone
simultaneous pancreas-kidney (SPK) transplantation versus solitary kidney trans-
plantation. In fact, long-term survival of SPK recipients (up to 8-year follow-up)
was not significantly improved compared to recipients of a kidney only transplant
from a living donor (20-22).

Does pancreas transplantation prolong the diabetic patient’s life? The proper
way to address this question would be a randomized controlled trial, but such a
study is unlikely for practical reasons. Indeed, such a randomized trial has not been
conducted even for the much more common kidney transplantation procedure.
However, studies comparing the outcome of kidney allograft recipients to those
on the waiting list for a kidney transplant have shown a significant survival benefit
starting 8 months following the transplant (19). Using a similar retrospective,
observational, cohort study design for pancreas transplantation, with data from
124 transplant centers across the United States, we found that solitary pancreas
transplantation provided no survival benefit and may have actually have been
associated with excess mortality. We examined the survival of patients after SPK,
PAK, and PTA, compared with that for patients on the waiting list for these
procedures (11). The study’s key findings are as follows (Fig. 2):

e [Increased mortality in the immediate postoperative period. In all groups (SPK,
PAK or PTA), mortality was increased in the first three postoperative months.

* Increased survival in SPK recipients. Beyond the 3-month—postoperative
period, SPK recipients enjoyed a survival advantage (RR of mortality 0.43). As
discussed above, whether the pancreas transplant actually confers additional
survival benefit over kidney transplant alone remains a matter of debate.

e Increased mortality in isolated pancreas transplant groups. Perhaps the most
sobering finding was that for isolated pancreas allograft (PTA or PAK) recip-
ients with preserved kidney function (either because they never lost kidney
function or because they had previously received a kidney transplant), mortal-
ity for subjects who received a pancreas allograft was greater than for those
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Figure2 Relative risk of mortality by transplant types. Days are posttransplant (recipients)
or additional days waiting (patients not transplanted). Relative risk of 1.0 indicates that the
risk of transplantation equals the risk of not being transplanted. Source: Adapted from
Ref. 11.
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who had not had a pancreas transplant (RR of 1.7 1-year posttransplant in the
PTA group). The caveat is that because the analysis was retrospective, ques-
tions can be raised about comparability of treatment and control groups. It is
also possible that a pancreas transplant—associated survival benefit takes more
than 4 years to become evident.

* Even patients with long-standing T1D have good prognosis. As cited above,
as long as kidney function is preserved, individuals with long-standing and
difficult-to-control T1D (on the waiting list for pancreas transplant) have sur-
prisingly good survival, with about a 1% mortality/year.

Pancreas Transplantation: Any Candidates?

Who should be considered as an appropriate whole-organ pancreas transplant can-
didate? The American Diabetes Association (ADA) recommends that “pancreas
transplantation should be considered an acceptable therapeutic alternative to con-
tinued insulin therapy in diabetic patients with imminent or established end-stage
renal disease who have had or plan to have a kidney transplant” (23). The avail-
able clinical data would appear to support this recommendation for patients with
the opportunity to receive an SPK, but are less clear for PAK candidates. How-
ever, as indicated, an ever-diminishing proportion of people with T1D progress to
end-stage kidney disease. Is there a role therefore for pancreas transplantation in
patients with preserved kidney function? The ADA recommends that PTA should
only be considered in patients who have:

1) Frequent, acute, and severe metabolic complications requiring medical atten-
tion,

2) Incapacitating clinical and emotional problems with exogenous insulin ther-
apy, or

3) Experienced consistent failure of insulin-based management to avert acute
complications.

Several caveats need to be considered with regard to these clinical practice
recommendations. First, the most commonly cited reason for categorizing diabetes
as uncontrolled is hypoglycemia unawareness, and we now know that this aware-
ness can often be restored to most subjects by strictly avoiding hypoglycemia
for a period of just 2 to 3 weeks (24). Second, the demands of a chronic disease
and its management can affect the psyche, occasionally leading to clinically overt
psychiatric illness. This impact of T1D cannot be ignored but surgery is not typ-
ically considered as a solution for psychosocial problems. Third, the increasing
popularity and practicality of continuous glucose monitoring systems promises
to markedly decrease hypoglycemia risk for the patient with T1D. Last, existing
evidence indicates that PTA and PKA may not confer a survival benefit. As with
all major surgical procedures then, caution should be exercised before referring
the patient with T1D and preserved renal function for PTA and perhaps even for
PAK procedures.
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AN EMERGING ISSUE: RECURRENT AUTOIMMUNITY AND T1D IN
PANCREAS TRANSPLANT RECIPIENTS

Recent evidence suggests that recurrent islet autoimmunity, despite continued
immunosuppression, may be a common cause for graft failure in pancreas trans-
plant recipients. Burke and associates (25) studied 254 simultaneous pancreas-
kidney (SPK) allograft recipients for recurrence of autoimmunity. While the major-
ity (52%) remained autoantibody negative or had pretransplant islet autoantibody
titers that persisted (30%), 17% converted to autoantibody positivity during follow-
up. Forty patients (16%) reverted to hyperglycemia and their beta-cell failure was
associated with autoantibody conversion, strongly suggesting islet autoimmu-
nity as the cause for the recurrent diabetes. The same investigators have recently
reported that autoantibody prevalence among whole-organ donors is very low (3%)
and even then donors typically have only one detectable antibody and are therefore
at low risk for T1D (26). Hence, the recurrence of diabetes after SPK transplanta-
tion appears to be due to recurrent islet autoimmunity. Since SPK recipients with
recurrent diabetes typically receive multiagent immunosuppression that maintains
kidney allograft function (i.e., the recipient’s pancreas allograft function is lost
but the same donor’s kidney continues to function), these observations suggest
that the immunosuppression effectively prevents the allo-immune response but is
less effective in controlling the autoimmune response. Further immunosuppressive
regimen modification, including agents that target the humoral immune response,
e.g., anti CD20 antibody and/or plasmapheresis, has been used to salvage graft
function in a few patients.

ISOLATED ISLET TRANSPLANTATION

Isolated islet transplantation is very appealing as it enjoys some distinct advantages
over whole-organ transplantation:

1) By transplanting only isolated islets (and not the greater than 95% of the
pancreas unaffected by T1D), complications associated with whole-organ
transplantation can be avoided.

2) Becauseisolated islets can be infused via a percutaneous catheter, most general
anesthesia-associated and surgical complications can be avoided.

3) Islets can be procured from pancreata deemed unsuitable for organ transplan-
tation.

Even so, the major hurdle limiting organ pancreas transplantation also
applies to isolated islet transplantation, i.e., recipients still require life-long
immunosuppressive therapy. Prior to 2000, isolated islet transplant outcomes
did not compare favorably with whole-organ pancreas transplant outcomes.
This appeared to change when Shapiro and colleagues from the University of
Alberta reported their success with a modified protocol now widely referred to
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as the “Edmonton protocol”(27). The Edmonton investigators modified earlier
approaches in four ways:

1) Infusion of more islets, recipients receiving islets from at least two donors.

2) Use of a novel and steroid-sparing immunosuppressive regimen shown to be
effective in kidney allograft recipients (28).

3) Islet infusion as soon as possible following their isolation.

4) Avoidance of animal proteins, i.e., fetal bovine serum, during islet isolation.

Subsequent studies revealed that the key features of Edmonton’s early success
were the first two modifications, islet dose and steroid-sparing immunosuppres-
sion. Centers around the world soon adopted the Edmonton protocol, but the initial
enthusiasm has dampened considerably (29,30). The format used above to eval-
uate pancreas transplantation will be used to evaluate the current status of islet
transplantation.

Islet Transplantation: Metabolic Control

Even the most experienced centers have reported one-year insulin-independence
rates that are much lower than for pancreas transplantation, and insulin indepen-
dence rates fall off rapidly after the first year. For instance, a follow-up study of
64 Edmonton islet allograft recipients reported that about 65% remained insulin-
independent at 1 year, but this declined to just under 10% at 5 years (31). The
Immune Tolerance Network (ITN) trial, in which nine centers attempted to repli-
cate Edmonton’s early success, was also disappointing with only 44% of recipi-
ents being insulin independent at 1 year and only 14% (5 of the 36 patients) at 2
years (32). Thus, islet transplantation does not yet compare favorably to pancreas
transplantation with regard to metabolic control achieved. On the other hand, the
majority of patients from both the Edmonton (82% at 5 years) and ITN (66%
at 2 years) trials continued to have detectable C-peptide secretion following islet
transplantation. One of the DCCT’s important lessons is that endogenous beta-cell
function correlates directly with the safety and efficacy of insulin-based treatment
regimens (5). It is therefore not surprising that recipients of islet allografts expe-
rience much less-frequent severe hypoglycemia and retain improved glycemia
control even when they resume insulin therapy.

ISLET TRANSPLANTATION: DIABETES COMPLICATIONS

Recent findings indicate that like whole-pancreas transplantation islet transplanta-
tion stabilizes diabetic retinopathy in most patients (33). There is no clear evidence
yet to suggest whether this procedure may reduce diabetes-associate macrovas-
cular complications. The net effect of islet transplantation on recipient kidney
function will be discussed below.
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Islet Transplantation: Acute and Long-Term Complications

When compared to whole pancreas transplantation, islet transplantation is unques-
tionably safer in the short term, but the procedure is not free from serious compli-
cations. All centers performing islet transplantation have experienced potentially
serious complications including major bleeding events requiring transfusions or
lapatotomy, portal vein (branch) thrombosis, and gall bladder wall puncture (30—
32). The most experienced centers report that they have overcome the bleeding and
thrombotic complications. Even so, the immunosuppressive agents have resulted
in mouth ulcers requiring debridement, bone marrow suppression leading to ane-
mia and neutropenia, opportunistic infections, diarrhea, edema, nausea, acne,
fatigue, and ovarian cysts in premenopausal women. Furthermore, isolated islets
are infused into the recipient’s portal vein and lodge in the liver, which can lead to
structural changes in the surrounding liver parenchyma (34,35) of as yet unknown
clinical significance.

As with all other transplant therapies, chronic immunosuppressive agent use
(especially calcineurin phosphatase inhibitors) leads to declining renal function
in islet transplant recipients (31,32,36). Among islet recipients in the Edmonton
study followed for 3 years, glomerular filtration rate decreased in 92% of patients
and both albuminuria and microalbuminuria tended to progress; e.g., for micro-
or macroalbuminuria, 7 of 41 met criteria prior to transplant compared to 15 of
41 on follow-up (36). Recipients also more frequently required lipid-lowering
agents and multiple blood pressure medications than prior to transplantation; and
both hyperlipidemia and hypertension are known complications of tacrolimus plus
rapamycin immunotherapy (31).

Recent studies have also raised concerns regarding the islet transplant recip-
ient’s risk of HLA sensitization. Since most islet allograft recipients require islets
from multiple donors to achieve insulin independence, and since islets are allo-
cated based solely on ABO compatibility (HLA matching would not be prac-
tical), recipients can become widely sensitized to multiple HLA antigens (37).
Shapiro and colleagues (38) recently reported that among 98 individuals studied
following islet transplantation, a third developed de novo HLA antibodies, the
majority (52%) having donor-specific antibodies against both class 1 and class
2 HLA molecules. A greater risk of sensitization was documented with discon-
tinuation of immunosuppression following graft failure. For example, although
the anti-HLA antibodies appeared in most patients while they were on mainte-
nance immunosuppression, the incidence of broad HLA-sensitization (defined as
panel reactive activity >50%) rose abruptly following the complete cessation of
immunosuppression. Of particular concern, younger patients were more likely
to develop anti-donor HLA antibodies. Since this group is projected to have a
long life expectancy, and thus may go on to develop renal failure arising from
diabetic nephropathy or immunosuppression-related nephrotoxicity, such broad
HLA-sensitization could severely restrict the kidney donor pool for their future
renal replacement therapy.



Transplant-Based Treatments 203

Islet Transplantation: Cost

To achieve insulin independence, most islet recipients require islets from two or
more donor organs. Further, the isolation procedure is imperfect such that islets
suitable for clinical use are obtained from only about half the attempts. In the
ITN trial, for example, islets suitable for transplant were isolated from 45% of
donated organs, and recipients received islets from an average of 2.1 donors (32).
Thus, a typical recipient would require four pancreata to obtain sufficient islets for
a transplant designed to achieve insulin independence. To the cost of those four
pancreata, one needs to add costs associated with the equipment, supplies, and
personnel required to harvest organs and isolate islets, interventional radiology
expenses for the portal vein cannulation, immunosuppressive agents and assays
for monitoring their blood levels, prophylactic antibiotics, and clinic visits. In the
United States then, the average estimated cost for each islet allograft recipient to
be rendered insulin-independent for 1-year posttransplant is estimated to exceed
$150,000.

Islet Transplantation: Any Candidates?

Identifying the suitable islet transplant candidate can be difficult. The clin-
iclan must weigh the potential short-term gain against procedure- and
immunosuppression-related risks. The current ADA guidelines consider islet
transplantation to be a “rapidly evolving technology that also requires immuno-
suppression and should be performed only within the setting of controlled research
studies” (23).

New Directions for Islet Transplantation and Replacement Therapy

The insulin secretory capacity of insulin-independent islet allograft recipients is
estimated to be only 20% to 40% normal (39). Starting from this low baseline, they
then gradually lose islet function such that within a few years insulin therapy is
required to maintain euglycemia. Thus, investigators are working to improve islet
engraftment efficiency and to preserve islet function post-transplant. Since current
estimates suggest that improved islet isolation procedures can only marginally
increase isolated islet volume, efforts are focused on improving isolated islet
quality. A recent review has estimated that only 10% to 20% of transplanted islets
actually survive the infusion process (40), but others have suggested higher survival
of 25% to 50% (41). For instance, Korsgren and associates (42) from Uppsala,
Sweden labeled isolated porcine islets with 2-deoxy-2[F]fluoro-D-glucose (FDG),
infused the islets into the recipient pig portal vein and then obtained serial PET/CT
images. By measuring radioactivity loss, they surmised that almost 50% of the
transplanted islets were destroyed within minutes after they were infused. The
Uppsala group has also described a thrombotic reaction they call the instant blood-
mediated inflammatory reaction (IBMIR), which occurs when purified human
islets are incubated in ABO-compatible blood. They propose that IBMIR damages
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islets and leads to clot formation and leukocyte infiltration into the islets (43), and
data from human islet recipients suggest that this process occurs in vivo (44).
The group has initiated efforts to test, using their pig islet transplantation model,
whether IBMIR can be overcome by conjugating preformed heparin complexes to
the islet surface (45).

Several groups are also testing alternative islet implantation sites, including
the omental pouch and skeletal muscle. For example, analogous to autotransplanta-
tion of parathyroid tissue into an intramuscular site following parathyroidectomy,
isolated islets have been successfully transplanted into the forearm of a patient
who underwent total pancreatectomy due to recurrent pancreatitis (42). Still many
other groups are working to protect islets following their transplantation by encap-
sulating them. Islet encapsulation, if successful, would have two main benefits:
(i) avoidance of toxic immunosuppression and (i) the possibility that non-human
islets could be used thus overcoming the limited supply of human cadaveric islets.
A Phase I trial is currently underway in Italy using islets encapuslated with sodium
alginate (AG) and poly-L-ornithine (PLO) (46).

Other efforts are focused on developing newer, safer, and more effective
immunosuppressive agents, as well other means to stimulate beta-cell growth in
vivo. While many agents have been shown to promote beta-cell replication and/or
regeneration in vitro and in animal models, no data exist to suggest that this
approach works in humans. For instance, Thompson and colleagues (47) from the
University of British Columbia treated 11 islet allograft recipients with deterio-
rating glycemia control with the GLP-1 receptor agonist exenatide for 3 months.
They reported that three patients either avoided insulin therapy or discontinued
its usage; two were not on insulin at the start of the trial but would have been
required to initiate it due to hyperglycemia and another was able to discontinue
insulin while on exenatide. While on exenatide, most patients had decreased insulin
requirements and most also lost weight, but their insulin requirements returned
to baseline soon after exenatide was discontinued. Taken together, these findings
suggest that exenatide did not have a trophic effect on the transplanted islets, but
rather decreased insulin requirements by promoting weight loss.

CONCLUSIONS

Compared to a similar individual diagnosed just one generation ago, an indi-
vidual diagnosed with T1D today has a dramatically better prognosis. Even so,
people with T1D continue to develop disease complications and struggle with
the rigorous treatment schedule that requires nearly constant attention to diet,
exercise, weight, insulin administration, and frequent blood glucose monitoring.
Simultaneous pancreas-kidney transplantation clearly benefits patients with T1D
and kidney failure, although most of the survival benefit appears to derive from
the transplanted kidney. Isolated pancreas transplantation on the other hand most
likely increases mortality risk, although if successful it can also improve quality
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of life. Recurrent islet autoimmunity in the pancreas transplant recipient has now
surfaced and represents a clinical challenge.

Enthusiasm surrounding isolated islet transplantation has dampened over
time due to the procedure’s rather limited clinical success, expense and immuno-
suppressive agent-induced toxicity. Research focused on improving the islet iso-
lation technique, islet engraftment, and on developing more effective, les-toxic
immunosuppressive agents or perhaps protecting islets from immune destruction,
e.g., via encapsulation or gene therapy, will be required to move islet transplanta-
tion beyond its present status as a promising experimental therapy.

Perhaps the greatest potential for a T1D treatment breakthrough lies in the
detailed knowledge required to specifically abrogate the pathogenic anti-beta cell
immune response. Quoting from an editorial written by Edwin Gale in 2002, . ..
a mature immune response is characterized by redundancy; raising concern that
selective blockade of one potential pathway to disease may simply prompt others
to take its place. The induction of tolerance seems to be the most promising way
forward: we are more likely to win this particular war by gaining the insight needed
to negotiate with the immune system than by seeking to bomb it into submission.”
(48).
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Creating an Artificial Pancreas—The
Marriage of Insulin Pumps and
Glucose Sensors

Bruce Buckingham and Tandy Aye
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BACKGROUND

Diabetes is a chronic disease, which currently can be controlled only by constant
vigilance. Chronic elevations, and likely fluctuations, of the blood glucose are
associated with long-term complications (blindness, kidney failure, heart disease,
and lower extremity amputations). Perversely, tight glucose control increases the
risk of serious hypoglycemia. Despite insulin infusion pumps and programs that
promote intensive diabetes management, the average Alc at major diabetes treat-
ment centers remains higher than 8% (1), which is well above the recommended
goal of 7% for adults and for age-adjusted pediatric goals (Table 1). Many factors
contribute to this failure: (/) the difficulties in correctly estimating the amount of
carbohydrates in a meal, (ii) missed meal boluses, and (/i) anxiety about hypo-
glycemia resulting in undertreatment, especially overnight. It has always been
difficult to achieve compliance with complicated medical regimes, whether it is
taking pills three or four times a day or administration of insulin three or more
times a day. As long as diabetes treatment demands constant direct intervention,
the vast majority of people with diabetes will not meet treatment goals. By taking
the patient out of the loop or closing the loop, an “artificial pancreas” would allow
the person with diabetes to go about their daily activities without the need to
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Table 1 Hemoglobin Alc Goals by Age

Target range

Age (yr) (mg/dL) HbAlc

0-5 80-200 7.5-8.5%
6-11 70-180 Less than 8%
1220+ 70-150 Less than 7%

constantly remember to check their blood glucose, count carbohydrates, and take
insulin multiple times each day.

An artificial pancreas consists of three components: an insulin infusion
pump, a continuous glucose sensor, and an algorithm that translates data from
the glucose sensor and determines insulin delivery (Fig. 1). The most likely first
closed-loop system would use a SQ sensor and insulin infusion pump. However,
an implantable system is also feasible. The main difficulties in optimizing a SQ
system are (i) accuracy of the SQ continuous glucose sensors, (if) lags in interstitial
SQ glucose measurements when the glucose is changing rapidly, (iii) delays in
the onset of insulin action after a SQ injection, (iv) prolonged insulin action of
4 to 6 hours following a SQ injection, and (v) the lack of algorithm models that
exactly mimic islet physiology. Thus, with current technology, a SQ sensor—SQ
insulin delivery system does not fully mimic normal beta cell function; however,
initial studies indicate that excellent diabetes control can be achieved using such
a system on a short-term basis (2).

Before a functional artificial pancreas (AP) will receive FDA approval, clin-
ical safety in an outpatient setting must be demonstrated. The most important
safety issue in the short term will be the avoidance of severe hypoglycemic events.
Fortunately, when SQ glucose sensors fail, they generally indicate falsely low
glucose readings. A falsely low glucose would cause underdelivery of insulin in
a closed-loop system, resulting in hyperglycemia and not hypoglycemia. Hypo-
glycemia can also be avoided by aiming for a slightly higher glucose target. As an
example, if the target is set to 120 mg/dL, and the sensor was inaccurate by 50%,
glucose values would still be above 60 mg/dL. Current glucose sensors are more
accurate above 70 mg/dL (3-5), and since a closed-loop would generally maintain
glucose levels above this level, the system would be functioning in a glucose range
where sensors have greater accuracy, which is another safety feature to prevent
hypoglycemia. As algorithms improve, the amount of time spent above 200 mg/dL
can also be progressively decreased. Currently, children with an average Alc of
6.9% spend an average of 6 hours with glucose readings above 200 mg/dL each
day (6). With a closed-loop system it should be possible to significantly decrease
the time spent in hyperglycemia without increasing hypoglycemia and thereby
decrease glycemic variability. Glycemic variability, independent of HbAlc levels,
has recently been described as an independent risk factor for diabetic complica-
tions (7,8), although this concept is controversial (9).
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Figure 1 Schematic diagram of elements for a closed-loop for insulin delivery.

SENSORS

A number of devices and technologies have been proposed for continuous glucose
monitoring (CGM), including the use of near-infrared and mid-infrared spec-
troscopy, erythrocyte scattering, photoacoustic phenomenon, optical coherence
tomography, thermo-optical techniques, Raman spectroscopy, and fluorescence
measurements (10). The currently available commercially continuous glucose
sensors are based on measuring SQ (interstitial) glucose levels. These are elec-
trochemical sensors that use glucose oxidase and measure an electric current
generated when glucose reacts with oxygen. They are coated with specialized
membranes to make them biocompatible, generating almost no tissue reaction,
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Figure 2 Continuous glucose monitor sensor accuracy.

and providing a barrier to potential cross reactants such as acetaminophen. These
sensors are relatively stable and generally provide a good glucose signal for 3
to 7 days. Interstitial glucose is a distinct physiologic space when compared to
the blood glucose; when blood glucose levels are changing rapidly, interstitial
glucose levels will lag behind blood glucose by about 18 minutes (11). In pigs, the
temporal changes in interstitial blood glucose levels correlate better with changes
in the CNS glucose than do changes in the blood glucose (11). Perhaps interstitial
glucose levels would correlate better with CNS function than do blood glucose
levels, though this remains to be determined in humans. Although real-time cCGM
is not as accurate as discrete blood glucose monitoring (Fig. 2), CGM values are
generally within 15% of the discrete measurement. A discrete blood glucose has
been compared to a snapshot and real-time monitoring to a video, where there
is less information in each frame but the video provides the added dimension of
glucose change over time which the snapshot cannot provide.

The currently available needle-like continuous glucose sensors pass through
the skin, so there is always a potential for an infection at the insertion site. Current
sensors have a transmitter attached to them once they are inserted. The transmitter
provides a source of energy to power the sensor as well as allows transmission of
the glucose signal to a receiver by using a radiofrequency signal. These sensors
often take from 2 to 10 hours to stabilize to the local interstitial environment before
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they generate a reasonably accurate glucose signal. Because of the differences in
interstitial and blood glucose levels when glucose values are changing rapidly, it
is important to calibrate the sensor when blood glucose levels are stable (ideally
when changes are <0.5 mg/dL/min) (12). Unfortunately, when patients enter their
first calibration value, they are “blind” to the data from their continuous glucose
sensor and their glucose rate of change. After their initial calibration, they are
able to “see” their glucose trends and assess their rate of change before entering
subsequent glucose values. The calibration system could be significantly improved
if sensors internally evaluated the stability of their glucose signal and only asked
for calibration values when the glucose signal was stable.

In addition to these safety issues that can be improved upon, there remain
multiple factors that affect a patient’s use of the sensors. For many patients, the
time required for calibration limits their use. Since the tissue reaction to the trauma
of the sensor insertion is one variable affecting calibration time, work to reduce
these effects may significantly enhance the user’s experience. Similarly, because
these sensors require a continuous source of power, the transmitter cannot be
detached from the sensor for any length of time, or the sensor must be recalibrated.
Finally, one of the biggest user issues with these devices has been the adhesive
required to secure the sensor and transmitter to the skin. The adhesives can be
irritating to some wearers and others will develop a true tape allergy. One of
the biggest issues for prolonged sensor wear (greater than 3 days) is maintaining
the adhesive. For those who use continuous SQ insulin infusions (CSII; pump),
there are two insertion sites (one for the pump cannula and one for the sensor), and
two areas for potential tape-related issues. Wearing the tape repeatedly in the same
area can temporarily disrupt the usual skin barriers to infection. Future devices
may be able to combine a continuous glucose sensor with an insulin infusion set
into one platform adhering to the skin.

One way to avoid the topical skin issues associated with adhesives is to
implant the sensor. Implanted sensors are attractive to patients since these are not
visible, they do not have to insert a needle-like sensor under their skin repeatedly,
and these would not interfere with daily activities such as showering, swimming, or
exercising. There is one published report of a long-term implanted SQ continuous
sensors (13). The sensors were surgically implanted into the abdomen under local
anesthesia. Two months after implantation 13 of the 15 implanted sensors were
functioning and had a mean absolute relative difference of 25% when compared to
YSI (Yellow Springs Instrument Glucose Analyzer; Yellow Spring Instruments,
Yellow Springs, OH), glucose levels. As noted above, this difference is consider-
ably higher than the 15% error reported from SQ sensors. For implanted devices
to be acceptable, these will probably need to function for at least 1 year once they
are implanted and ideally the insertion and removal could be performed in a physi-
cian’s office and not require a surgical referral. Another approach would be an
intravascular continuous glucose sensor. This technology was initially developed
by Dr. David Gough (14). A similar technology has been used in clinical trials
conducted by MiniMed, Inc. in France (15) and the United States, but no data
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from these studies have been published. This sensor has about a 20-minute delay
in reported glucose levels, which has created difficulties when trying to integrate
the sensor information into an AP.

PUMPS

Insulin infusion pumps have been commercially available for almost 30 years (16).
Since the initial pumps were developed there have been progressive improvements
in their software features, their size, and the insulin infusion sets. Most pumps are
attached to the patient using an infusion set catheter. A newer pump (a “patch”
or “pod” pump) eliminates the need for infusion set tubing and manual insertion
of the infusion set catheter. One such pump is the OmniPod (Insulet Corporation,
Bedford, Massachusetts). The software features of the current pumps include the
ability to calculate different carbohydrate to insulin ratios and different responses
sensitivities for insulin correction doses at different times of the day. They also
feature a calculation of residual insulin activity following an insulin bolus. Most
pumps can now automatically receive data from a glucose meter (by radiofre-
quency, infrared, or they have a glucose meter built into the pump) and so glucose
values need not be manually entered. Conscientious pump users can often achieve
very good glycemic control if they monitor their blood glucose frequently, adjust
their insulin doses based on the an accurate assessment of the quantity and type of
meals they are eating, and compensate for the effect of physical activity on glu-
cose levels. This may require a prolonged bolus (square wave) for foods, which
are gradually absorbed, and often requires a premeal bolus of insulin prior to
eating, especially in the morning, and temporary changes in basal infusion rates
to account for physical activity. If the user also makes additional adjustments for
activity level even better control can be achieved. However, as with all chronic,
life-long conditions, the problem is the “human factor” with people remembering
to give an insulin bolus before all meals, and knowing the amount of carbohydrate,
protein, and fat in the meal, and how rapidly the food will be absorbed. In a review
on downloaded pump data at the Barbara Davis Center, 65% of adolescents were
missing at least one meal bolus a week and their HbAlc was 0.8% higher than
those not missing a meal bolus (17).

A pump with the ability to store and deliver more than one hormone might
better mimic islet physiology and its mechanism of glucose control. Even the
option of two hormones, for instance the addition of the counterregulatory hormone
such as glucagon would be an added countermeasure to prevent hypoglycemia.
In fact, Dr. Edward Damiano and Firas El-Khatib have conducted studies using
pigs and a dual infusion system and model predictive control (MPC), where small
doses of glucagon are given to prevent impending hypoglycemia. They found that
glucagon was stable in an insulin infusion pump attached to the pig for at least
7 days (18). The onset of action of SQ glucagon was very rapid, allowing for
quick prevention of possible hypoglycemia. This therapy, of course, depends on
the patient having adequate glycogen stores. Epinephrine has also been tried in
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the treatment of hypoglycemia, but was relatively ineffective (19). Amylin, or
islet amyloid polypeptide, can also be added to delay gastric emptying resulting
in a slower rate of glucose change following a meal, since meals with their rapid
rate of change present the greatest challenge to a SQ insulin/SQ sensor closed
loop.

Infusion Sets

Currently, infusion sets are generally used for 3 days, whereas continuous glucose
sensors are generally functional for 5 to 7 days (5,20). Patients would prefer
to have one device attached to their body, which could serve as both the sensor
and insulin infusion pump. For both to be merged onto a common platform it
would require a longer duration of insulin infusion set function or the ability
to insert several infusion sites on or into a common sensor platform. Another
proposal is to use microneedle arrays (21) to deliver intradermal insulin. It has
not been demonstrated, however, that this produces a more rapid rate of insulin
absorption.

Insulin

One of the problems with the current “rapid-acting” insulins is that they are
relatively slow for the purposes of a closed loop. The reach half their maximum
activity in 20 minutes and do not reach full activity for 45 minutes (22). When
this is coupled with a 12- to 30-minute delay in the algorithm detecting the
onset of a meal (based on the rate of change of glucose levels), meal delivery of
insulin becomes very difficult. This can be partially compensated for by having
the patient give a premeal bolus of insulin, but then it is no longer a closed-loop
system. Another approach would be to use an insulin with a more rapid onset of
action. This can be accomplished by keeping the insulin in a monomeric (instead
of hexameric) state. A new insulin developed by Biodel (VIAject™ insulin) keeps
the insulin in a monomeric state by chelating zinc, which allows a more rapid onset
of action thus reaching peak activity about 10 to 15 minutes earlier than current
analog short-acting insulins (23). Other possible solutions would be to change
the insulin delivery so that it is provided to a more vascular area or the insulin
could be delivered into the peritoneal cavity where some of the insulin would
directly be absorbed through the portal circulation. Minimed has developed an
implanted insulin pump using U-400 insulin and intraperitoneal insulin delivery.
The greatest experience with this infusion system has been in France (24), but
there are currently no plans to market this system in the United States.

Algorithms

Control algorithms are, by definition, designed and tuned based on a model of how
a system works, ranging from the simple (knowledge of whether a manipulated
input increases or decreases the output) to the complex (sets of nonlinear partial
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differential equations). This range trades off ease of design and implementation
and possibly robustness to uncertainty with performance and ability to fine-tune
and learn. These trade-offs become increasingly challenging when delays separate
action and effect. Currently available insulin pumps use simple algorithms to
incorporate current glucose levels into suggestions for bolus doses (the “bolus
calculator” or “bolus wizard” features). With the availability of glucose trend
from continuous glucose sensors, more sophisticated algorithms can be developed.
Perhaps the initial step in integrating the sensor data and the insulin pump is the
development of a limited algorithm that would not deliver insulin but could shut
off insulin delivery. For instance, Dr. Peter Chase has proposed that patients
using an insulin infusion pump could have their insulin infusion stopped for 1
to 2 hours if they have a predicted low blood glucose and do not respond to
a hypoglycemic alarm. This would be particularly important overnight, when
patients fail to respond to over 70% of alarms (25). Since the pump would not be
delivering increased insulin doses based on the sensor glucose value, this approach
may have many safety advantages and may be the easiest “partial-closed loop” for
the FDA to initially consider for approval.

Another retrospective approach would be to have a computer program review
3 to 6 days of CGM and pump data looking for patterns. This can be done by
dividing the day into 3-hour windows, with windows beginning when a meal bolus
has been given. Time blocks beyond the meal blocks can be used for adjustment
of basal insulin infusion rates. If a patient is using an insulin infusion pump,
this can be accomplished by downloading both the sensor and pump information
into a common file. If there is a consistent trend seen over multiple days, this
could generate a recommendation to the patient to change either a basal rate or a
carbohydrate to insulin ratio for a particular meal. These suggested doses would be
more accurate than what physicians initially calculate and would allow for testing
of algorithms before fully closing the loop.

Finally, a third partial approach to closing the loop would be to have an
algorithm incorporated into the insulin infusion pump, which includes glucose rate
of change information as well as insulin action profiles into the bolus calculator.
This would allow adjustment of meal bolus doses and basal infusion rates based
on glucose trend analysis as well as glycemic targets, but the final decision on
insulin delivery is done by the user.

To create a fully functional AP there must be an algorithm that determines
insulin delivery. Several algorithms have been proposed, including a proportional—
intergral—derivative (PID) algorithm (26), MPC (27-29), and adaptive neural net-
works (30). The first of these models to be tested in humans has been the PID
algorithm (2). At each point in time, the controller assesses how far the current
glucose is from the desired glucose (proportional), the rate of change in glucose
(derivative), and how long the glucose has remained above or below target (inte-
gral). In these CRC studies on 10 patients with type 1 diabetes who were on the
AP for 30 hours, the PID controller achieved excellent control overnight, but there
was mild hyperglycemia following meals, particularly breakfast,and a tendency
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for hypoglycemia 4 to 6 hours following meal insulin delivery. These issues can
be partly addressed by using a feed-forward algorithm, where a partial meal bolus
is given 5 to 10 minutes before the meal, but this is no longer a full closed-loop
system. The basal rate can also be decreased several hours after a meal to compen-
sate for the insulin onboard from the meal bolus. With extended hyperglycemia,
there is an increase in the integral component of insulin delivery. The only way
the equation can decrease this component is to have the glucose remain below the
target for an equal area “under” the curve as the area of hyperglycemia “over” the
curve. To prevent this from happening, constraints can be placed on the insulin
infusion rates by using techniques such as “reset windup.” Reset windup places
a limit on how much insulin can be added to the integral component by either
limiting the glucose level the controller can adjust to (e.g., cutoff of 250 mg/dL
instead of 400 mg/dL) or by limiting the absolute amount of insulin the integral
component can contribute to the insulin delivery (e.g., no more than 1 U/hr when
the equation might dictate 2 U/hr) (31).

In MPC, the controller has a model of expected glucose values and responses
to insulin, which may vary by time of day (dawn phenomenon), meal events,
and changes in insulin sensitivity. At each point in time, the model compares the
predicted glucose with the actual glucose and the model is then updated with a new
prediction horizon. At each step the model takes into account the previous history
of glucose measurements and insulin delivery and model may be updated to learn
from discrepancies between actual and predicted values, and then the optimization
is repeated. How to best update the model to correct for model mismatch is one
of the major challenges to MPC. MPC has been used in a simulated patient (27)
and there are some short-term studies in humans (32,33).

It should be noted that MPC is a basic strategy or concept, but any number
of model types can be used, with many different methods of performing the
optimization. Classic MPC uses a fixed linear model, but there have been many
formulations using nonlinear models (34). A nice feature of an optimization-
based approach is that different weighting on the control objective can be used
depending on whether the glucose is entering hyperglycemia or hypoglycemia
condition. Also, multiobjective optimization techniques can be used to rank order
the important objective, for example, the highest ranked objective might be to
avoid hypoglycemia.

POTENTIAL FUTURE APPLICATIONS OF A CLOSED-LOOP SYSTEM

One of the most promising uses for CGM and a closed-loop system may be in
the ICU. Tight glycemic control in the ICU has produced dramatic improvements
in morbidity and mortality (35). Sensor that provides glucose information to
the patient every few minutes (real-time CGM) has functioned well in an ICU
setting even with variable changes in the core body temperature, use of inotropes,
and body-wall edema (36). When intravenous glucose infusions are provided at
a steady rate, the blood glucose fluctuations associated with oral absorption of
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meals are absent. In an ICU setting, insulin is delivered intravenously, which
significantly improves the pharmacodynamics of insulin delivery in a closed-loop
system because it has a more rapid onset of action and a shorter duration of action.
The ICU may therefore be one of the initial settings where closed-loop delivery
of insulin by using a continuous glucose sensor will be implemented.

Another use would be to prevent glucotoxicity, which is particularly dele-
terious to the beta cell around the time of clinical onset of type 1 diabetes and
perhaps also at time of islet transplantation. Islet glucotoxicity occurs at the onset
of type 1 diabetes and even with type 2 diabetes. When beta cells are stimulated
by hyperglycemia, they express increased levels of beta cell antigens (37—43) and
are more susceptible to damage by cytokines (44-47). One potential use of a
closed-loop system would be at the onset of diabetes to limit glucotoxicity. The
effectiveness of this therapy was demonstrated in studies by Shah and Malone;
they used a Biostater (Miles Laboratories, Elkhart, IN) for 2 weeks at the onset
of diabetes to preserve c-peptide secretion (48). Prevention of glucotoxicity at the
time of transplantation could also prolong the life of the transplanted islets.

Strict metabolic control of blood glucose levels should be beneficial in many
situations in the future treatment of diabetes. Initial applications will need to be
in a research setting with further expansion into ICUs and other inpatient settings.
Eventually these studies may provide the basis for the FDA to approve the use of
sensor for daily outpatient use.

CONCLUSION

Even with constant vigilance, current diabetes therapy does not prevent the fluc-
tuations in blood glucose values. The most motivated patients find it difficult to
achieve good control with a hemoglobin Alc <7% over multiple years, even with
the currently available insulin infusion pumps and CGM systems. A closed-loop
insulin delivery system could significantly decrease the patient burden of manag-
ing diabetes and should decrease the risks of both hyper- and hypoglycemia.

However, there are multiple factors that will eventually determine the feasi-
bility of an ambulatory, outpatient closed-loop system. The system will have to be
safe and have a very low incidence of significant hypoglycemia. Currently patients
with a HbAlc of 6.8% spend about 15 minutes each day with glucose values
<50 mg/dL and about 5 minutes each day with glucose values <40 mg/dL accord-
ing to FreeStyle Navigator CGM readings. These patients had no seizures or loss
of consciousness (6). A closed-loop system should do better than this, and there
should be no values <50 mg/dL for its use to be considered safe.

An initial closed-loop system ready for clinical use may have only limited
goals; for example, automatically decreasing or stopping insulin delivery to prevent
hypoglycemia rather than aiming for complete normalization of glucose values.
Later models will control nocturnal glucose levels and eventually postprandial
hyperglycemia. Much of the progress will be based on demonstrating safety of
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the proposed algorithms, but additional work is needed in making the devices
unobtrusive, comfortable, and easy to wear and use.
Following are some of the specific areas for future research:

Device insertion sites:

* What is the physical distance that needs to separate a SQ sensor probe from an
insulin infusion catheter?

e Does lipohypertrophy significantly affect sensor performance and insulin
action times?

e What is the best depth to place devices?

e Can insulin infusion sets and sensors be placed onto a common platform, and
if so, how long can the insulin infusion set function (i.e., are the changes that
could be made to the insulin infusion set to prolong infusion set survival)?

e Decreasing the size and weight of sensor and infusion set devices will be
critical.

Insulins:
e (Can a more rapid onset of action be developed?

Function of control system and algorithms:

e Ability to quickly and correctly identify a meal.
e Ability to determine size of the meal.

* Does a measure of exercise need to be included?
e Detection of sensor failure.

* Detection of infusion site failure.

The user interface:

e Combining the sensor receiver, controller, and algorithm with a transmission
system to the pump into one device. Should all transmission be wireless instead
of tethered?

¢ Combining the many devices a patient routinely uses today into one device,
i.e., cell phone, music player, glucose meter (for calibration), and AP into one
platform.

e The goal is a lightweight, unobtrusive, integrated system that requires minimal
input and decisions from the user.
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