


Bioanalysis

For further volumes:
http://www.springer.com/series/8091





David D. Nolte

Optical Interferometry
for Biology and Medicine



David D. Nolte
Department of Physics
Purdue University
West Lafayette, IN, USA

ISBN 978-1-4614-0889-5 e-ISBN 978-1-4614-0890-1
DOI 10.1007/978-1-4614-0890-1
Springer New York Dordrecht Heidelberg London

Library of Congress Control Number: 2011940315

# Springer Science+Business Media, LLC 2012
All rights reserved. This work may not be translated or copied in whole or in part without the written
permission of the publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York,
NY 10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in
connection with any form of information storage and retrieval, electronic adaptation, computer software,
or by similar or dissimilar methodology now known or hereafter developed is forbidden.
The use in this publication of trade names, trademarks, service marks, and similar terms, even if
they are not identified as such, is not to be taken as an expression of opinion as to whether or not they
are subject to proprietary rights.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

Light is at once the most sensitive and the most gentle probe of matter. It is

commonplace to use light to measure a picometer displacement far below the

nanometer scale of atoms, or to capture the emission of a single photon from a

fluorescent dye molecule. Light is easy to generate using light-emitting diodes or

lasers, and to detect using ultrasensitive photodetectors as well as the now ubiquitous

digital camera. Light also has the uncanny ability to penetrate living tissue harm-

lessly and deeply, while capturing valuable information on the health and function of

cells. For these reasons, light has become an indispensible tool for biology and

medicine. We all bear witness to the central role of light in microscopic imaging, in

optical biosensors and in laser therapy and surgery.

Interferometry, applied to biology and medicine, provides unique quantitative

metrology capabilities. The wavelength of light is like a meterstick against which

small changes in length (or phase) are measured. This meterstick analogy is apt,

because one micron is to one meter as one picometer is to one micron – at a dynamic

range of a million to one. Indeed, a picometer is detected routinely using interferom-

etry at wavelengths around one micron. This level of interferometric sensitivity

has great utility in many biological applications, providing molecular sensitivity

for biosensors as well as depth-gating capabilities to optically section living

tissue.

Optical Interferometry for Biology and Medicine presents the physical principles
of optical interferometry and describes their application to biological and medical

problems. It is divided into four sections. The first provides the underlying physics

of interferometry with complete mathematical derivations at the level of a junior

undergraduate student. The basics of interferometry, light scattering and diffraction

are presented first, followed by a chapter on speckle that gives the background for

this important phenomenon in biological optics – virtually any light passing

through tissue or cells becomes “mottled.” Although it presents a challenge to

imaging, speckle provides a way to extract statistical information about the condi-

tions of cells and tissues. Surface optics is given a chapter to itself because of the

central role played by surfaces in many optical biosensors and their applications.
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The next three sections of the book discuss specific applications, beginning with

interferometric biosensors, then interferometric microscopy followed by interfero-

metric techniques for bulk tissues. Interferometric biosensors are comprised of

many different forms, including thin films, waveguides, optical resonators and

diffraction gratings. Microscopy benefits especially from interferometry because

layers of two-dimensional cells on plates can be probed with very high sensitivity to

measure subtle differences in refractive index of cells and their constituents.

Quantitative phase microscopy has become possible recently through application

of interferometric principles to microscopy. As cell layers thicken into tissues,

imaging becomes more challenging, but coherent techniques like optical coherence

tomography (OCT) and digital holography (DH) are able to extract information up

to 1 mm deep inside tissue.

While the principles of interferometry are universal, this book seeks always to

place them in the context of biological problems and systems. A central role is

played by the optical properties of biomolecules, and by the optical properties of the

parts of the cell. The structure and dynamics of the cell are also key players in many

optical experiments. For these reasons, there are chapters devoted explicity to

biological optics, including a chapter on cellular structure and dynamics as well

as a chapter on the optical properties of tissues. Throughout the book, biological

examples give the reader an opportunity to gain an intuitive feel for interference

phenomena and their general magnitudes. It is my hope that this book will be a

valuable resource for student and expert alike as they pursue research in optical

problems in biology and medicine.

I would like to thank my current students Ran An, Karen Hayrapetyan and Hao

Sun for proofreading the final manuscript, and much of this book is based on the

excellent work of my former students Manoj Varma, Kwan Jeong, Leilei Peng,

Ming Zhao and Xuefeng Wang. My colleagues Ken Ritchie, Brian Todd and Anant

Ramdas at Purdue University provided many helpful insights as the book came

together into preliminary form. Finally, I give my heartfelt appreciation to my wife

Laura and son Nicholas for giving me the time, all those Saturday mornings, to do

my “hobby.”

West Lafayette, IN, USA David D. Nolte
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Chapter 1

Interferometry

All optical phenomena experience interference effects at some level. Even light

from an incandescent light bulb has partial coherence that can lead to constructive

or destructive interference when multiple light paths are combined at a detector.

The ubiquitous nature of interference underlies many phenomena and techniques in

biological optics. This chapter lays the foundation for interferometry applied to

biology and medicine. It begins with the simplest form of interference between two

waves, explains common forms of interferometers, and ends with a short overview

of partial coherence and of higher-order interference effects.

1.1 Two-Wave Interference

The simplest interference involves two independent waves that have the same

frequency. This simplest case is also the one most commonly used in applications,

in which one wave carries phase information that is compared against a stable

reference wave. Phase cannot be detected directly by a detector. Two-wave inter-

ference provides a direct way to convert phase to detectable intensity.

1.1.1 Complex-Plane Representation of Plane Waves

Wave phenomena are conveniently represented in the complex plane, shown in

Fig. 1.1, as a real-valued amplitude r and a phase angle y

z ¼ r eiy (1.1)
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The graphical representation of a complex number plots the real part along the

x-axis and the imaginary part along the y-axis using Euler’s formula to separate a

complex exponential into a real and an imaginary part as

r eiy ¼ rðcos yþ i sin yÞ (1.2)

The complex representation of a plane wave propagating along the z-axis is

E ¼ ~A expðiðkz� otÞÞ (1.3)

where

~A ¼ Aj jeif (1.4)

is the complex amplitude with static phase f, and the dynamical phase of the wave

is the dynamic quantity ðkz� otÞ. For a plane wave propagating in the z direction,
the phase of the wave evolves according to the convention

y ¼ kz� otþ f (1.5)

where k ¼ 2p/l is the “wavenumber” with wavelength l, o is the angular fre-

quency of the wave, and f is a fixed (or slowly varying) phase. The wavenumber k
describes the spatial frequency, while o describes the angular frequency of the

wave. These two frequencies are linked to the wave velocity c by

o ¼ ck (1.6)

Fig. 1.1 Representation of a complex number z ¼ x þ iy on the complex plane. The x-axis is the
real part and the y-axis is the imaginary part
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When awave is represented graphically on the complex plane, it is called a “phasor.”

A phasor graphical construction is shown in Fig. 1.2. The phasor, which represents

the state of a wave, rotates counter-clockwise as the wave travels an increasing

distance, and clockwise with increasing time.

When two fields of the same frequency are added, the resultant is a wave with the

same spatial and temporal frequencies

A1 expðiðkz� otþ f1ÞÞ þ A2 expðiðkz� otþ f2ÞÞ
¼ A1 expðif1Þ þ A2 expðif2Þ½ � expðiðkz� otÞÞ
¼ Aj j expðifÞ expðiðkz� otÞÞ (1.7)

where the net amplitude is

Aj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
1 þ A2

2 þ 2A1A2 cosðf1 � f2Þ
q

(1.8)

and the new phase is

f ¼ tan�1
A1 sinf1 þ A2 sinf2

A1 cosf1 þ A2 cosf2

� �
(1.9)

Fig. 1.2 Phasor diagram of the complex amplitude of a plane wave. The phasor rotates counter-

clockwise with increasing distance, and clockwise with increasing time

1.1 Two-Wave Interference 5



Phasor addition is shown graphically in Fig. 1.3 for two waves with the same

frequencies. The net phasor AT rotates at the same rate as the individual phasors.

Intensities in a homogeneous dielectricmediumare related to electric fields through

I ¼ eme0v E2
� � ¼ nmce0 E2

� �
(1.10)

where em is the dielectric constant of the medium, v¼ c/nm is the wave speed of the

medium with a refractive index nm ¼ ffiffiffiffiffi
em
p

, and the brackets denote a time average.

Often in this book the proportionality between intensity and squared field is set

conveniently to unity as I ¼ Aj j2. The detected intensity of the resultant is then

expressed as

I ¼ A1 expðif1Þ þ A2 expðif2Þj j2

¼ A2
1 þ A2

2 þ A1A2 expðiðf1 � f2ÞÞ þ A1A2 expðiðf2 � f1ÞÞ
¼ A2

1 þ A2
2 þ 2A1A2 cosðf1 � f2Þ ¼ I1 þ I2 þ 2

ffiffiffiffiffiffiffiffi
I1I2
p

cosðf1 � f2Þ (1.11)

The resultant intensity is a function of the two intensities and of the relative phase

difference between the fields.

It is common to define an interferometric response function that is normalized by

the total input intensity as

R ¼ 1þ 2

ffiffiffiffiffiffiffiffi
I1I2
p
ðI1 þ I2Þ cosðf1 � f2Þ ¼ 1þ 2

ffiffiffi
b
p
1þ b

cosðf1 � f2Þ (1.12)

Fig. 1.3 Addition of phasors on the complex plane. If the waves have the same frequency, then

the resultant AT also rotates at that frequency
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where the ratio of intensities is b ¼ I1/I2. When I1 ¼ I2, there is perfect

constructive interference and perfect destructive interference for the appropriate

relative phases. The graph of the response function is shown in Fig. 1.4 for several

beam ratios.

Contrast is an important property of interference. The contrast is defined as

Fringe contrast:

CðbÞ ¼ 2

ffiffiffiffiffiffiffiffi
I1I2
p
ðI1 þ I2Þ ¼ 2

ffiffiffi
b
p
1þ b

(1.13)

Contrast is plotted in Fig. 1.5 as a function of beam ratio b on both a linear and a log

scale. Even when the beam intensity ratio is over a thousand to one, there is still a 6%

contrast, because the square-root dependence in the numerator partially compensates

the denominator. The slow dependence of contrast on beam ratio is the reason why

interference effects can be relatively strong even when one of the interfering fields is

very weak. This allows interference effects to persist even in high-background

conditions that are common in biomedical applications that have strong light scatter-

ing backgrounds.

1.1.2 Two-Port Interferometer

The simplest way to combine two waves is with a beam splitter, shown in Fig. 1.6.

Two waves are incident on opposite input ports of a beamsplitter, and each are

Fig. 1.4 The interferometric response curve as a function of relative phase for a selection of beam

intensity ratios. The interference contrast is C ¼ 1, 0.8, 0.47, 0.25, 0.12 and 0.062 for b ¼ 1, 4, 16,

64, 256 and 1,024, respectively
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combined with the other in the two outputs. The output intensities share the total

input energy, but the intensities depend on the relative phase between the two

input beams.

The two electromagnetic waves incident on a beamsplitter are

Es ¼ E s
0 expði kx� iotþ fsÞ

Er ¼ E r
0 expði kx� iotþ frÞ (1.14)

Fig. 1.5 Interference contrast as a function of beam ratio b ¼ I1/I2. The log–log plot shows the

slope of ½ which gives a weak dependence on b
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If each wave is split equally by the beamsplitter (50/50 beamsplitter), the two

output ports have the fields

E1 ¼ E 0
sffiffiffi
2
p expði kx� iotþ fsÞ þ

E 0
rffiffiffi
2
p expði kx� iotþ frÞ

E2 ¼ Er
0ffiffiffi
2
p expði kx� iotþ frÞ �

E 0
rffiffiffi
2
p expði kx� iotþ frÞ (1.15)

The transformation by the beamsplitter can be expressed in matrix form as

Eout ¼ BEin

E1

E2

� �
¼ B11 B12

B21 B22

� �
Es

Er

� �
(1.16)

in which the beamsplitter matrix B is a unitary operator that creates the coherent

superposition of the input waves at the output ports in a way that conserves total

intensity (energy). For a 50/50 beamsplitter

B ¼ B11 B12

B21 B22

� �
¼ 1ffiffiffi

2
p 1 1

1�1
� �

(1.17)

Fig. 1.6 Beam combination by a beamsplitter. A phase-modulated signal wave and a stable

reference wave are incident on opposite input ports. Superposed waves exit the two output

ports. The total energy exiting the beamsplitter equals the total energy incident on the beamsplitter.

However, the relative intensities that exit each port depend on the phase difference between the

two input waves

1.1 Two-Wave Interference 9



The measured intensities at the outputs includes the interfering cross terms

between the fields, and are

I1;2 ¼ E 0
sffiffiffi
2
p
����

����
2

þ E 0
rffiffiffi
2
p
����

����
2

� E 0
r E

0
s

2

�
expðiðfr � fsÞÞ �

E 0
r E

0
s

2
expðiðfs � frÞÞ

¼ 1

2
Is þ Ir � 2

ffiffiffiffiffiffiffi
IsIr
p

cosðfr � fsÞ
� 	

(1.18)

These conserve total intensity, but the intensity switches back and forth between the

two ports as the relative phase ðfr � fsÞ changes. The response curve of a 50/50

beam-combiner is

R ¼ 1� 2
ffiffiffiffiffiffiffi
IsIr
p
Is þ Ir

cosðfr � fsÞ ¼ 1� CðbÞ cosðfr � fsÞ (1.19)

which is shown in Fig. 1.7.

There are two common nomenclatures for interferometry known as homodyne or
heterodyne detection. These terms can mean somewhat different things, depending

on how the interferometry is being performed. In a two-port interferometer,

homodyne relates to a signal and reference waves that both have the same frequency

and have a stable relative phase (but with a small phase modulation). On the

other hand, heterodyne relates to the case where there is a frequency offset between

the waves, or equivalently, if there is a large time-varying phase offset between the

waves. These two terms homodyne or heterodyne are also used for light scattering

Fig. 1.7 Universal interferometric response curve for a two-mode interferometer. The total

energy is shared between the two outputs, with the relative intensities in each channel dependent

on the relative phase between the two waves
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experiments where the meaning is different. When only scattered light is detected,

this is called homodyne detection. But if part of the original wave interferes with the

scattered light, even if it is at the same frequency, this is called heterodyne detection.

The different usages of these terms may lead to some confusion. However, the

context (interferometer vs. light scattering) usually makes it clear.

1.1.3 Homodyne Phase Quadrature

When the signal wave in a two-port interferometer under homodyne detection

carries a small time-dependent phase modulation fsðtÞ ¼ f0 þ DfðtÞ, interferom-

etry converts this phase modulation (which cannot be observed directly) into an

intensity modulation (that can be). The main question is, what relative phase

f0 allows the maximum phase-to-intensity conversion? The most sensitive part of

the response curve in Fig. 1.7 to a small phase modulation is at the condition of

steepest slope. The slope of the response curve is called the interferometric

responsivity. For phase modulation, the responsivity Rf is

Phase responsivity:

Rf ¼ dR

dDf
¼ �CðbÞ sinðfr � f0Þ

(1.20)

For a given small phase modulation amplitude Df, the intensity response to phase

modulation on the signal wave is

DI ¼ RfDfs (1.21)

The phase responsivity is maximum when the phase difference between the signal

and the reference is at 90�, or ðfr � f0Þ ¼ p/2. This is the condition known as

“phase quadrature.” The intensity modulation in phase quadrature is

DI ¼ CðbÞDfs (1.22)

and the largest intensity modulations are obtained in phase quadrature at a contrast

of unity.

The phasor diagram for homodyne quadrature detection of phase modulation on

a signal wave is shown in Fig. 1.8. The reference wave is drawn along the real axis,

and the signal wave is 90� out of phase (in phase quadrature) along the imaginary

axis. In a phasor diagram, phase modulation on a wave is represented as a small

phasor orthogonal to the carrier phasor. In this example, the phase modulation DEs

is parallel to the real axis and hence is in phase with the reference wave Er.

Therefore, the phase modulation adds in-phase with the reference and is detected

as an intensity modulation.

1.1 Two-Wave Interference 11



1.1.4 Heterodyne and Beats

When there is a frequency difference between the two interfering waves, the

combined wave exhibits beats. This is demonstrated by adding two waves with

different frequencies. The relative phase between the waves changes linearly in

time, and the system moves continually in and out of phase. The total wave,

considering only the temporal part, is

ETot ¼ E1 expðið�o1tþ a1ÞÞ þ E2 expðið�o2tþ a2ÞÞ (1.23)

This is best rewritten in terms of the average frequencies and phases as

ETot ¼ expðið�omtþ amÞÞ
� E1 expðið�Dotþ DaÞÞ þ E2 expð�ið�Dotþ DaÞÞ�½ (1.24)

where the average values and differences are

om ¼ 1

2
ðo1 þ o2Þ Do ¼ 1

2
ðo1 � o2Þ

am ¼ 1

2
ða1 þ a2Þ Da ¼ 1

2
ða1 � a2Þ

(1.25)

Fig. 1.8 Complex representation of phase quadrature. The phase modulated field DEs on the

signal wave is parallel to the reference wave Er to produce constructive interference
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The total wave is now characterized by a high-frequency carrier wave that has the

average frequency and phase of the original waves, multiplied by a low-frequency

envelope that has the difference frequency, as shown in Fig. 1.9. The total intensity

varies with time as

ITot ¼ 2I 1þ CðbÞ cosð2Dot� 2DaÞ½ � (1.26)

which, on a spectrum analyzer, has frequency side-lobes at the frequency difference

� o1 � o2j j.

1.1.5 Noise and Detection

All optical systems have noise, and to understand the sensitivity of any optical

measurement requires an understanding of that noise. A challenge to optical

metrology is the many different contributions to noise, for which one or another

may dominate, or several may contribute nearly equally. Pulling apart which noise

mechanisms are participating and dominating an optical measurement is sometimes

difficult, because different noise contributions may behave in similar ways that

makes it difficult to distinguish among them.

There are three generic types of noise that can be distinguished by their intensity

dependence. These are: (1) system noise that is intensity independent, often set by

Fig. 1.9 Beat pattern between two waves with a 10% frequency offset
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electronic noise of the detection and amplification systems; (2) shot noise that is a

fundamental quantum noise source caused by the discreteness of the photon; and (3)

relative intensity noise (RIN) which is noise that increases proportionally to the

light intensity. Signal is conventionally measured as the electrical power dissipated

in a detector circuit, which therefore is proportional to the square of the detector

current. The total noise power is the quadrature sum of the individual contributions

i2N ¼ i2floor þ i2shot þ i2RIN (1.27)

where the first term is the so-called “noise floor” set by the details of the measuring

apparatus.

The second noise contribution is shot noise. Shot noise is simply the discreteness

of light incident upon a detector, much like the sound of raindrops falling upon a

tent or skylight. The discrete arrival times of light, like raindrops, are uncorrelated,

meaning that the probability of any photon detection per unit time is independent

of any previous detection. Under this condition, known as Poisson statistics, and

for moderate to large numbers of photons, the fluctuation in the arrival of the

photons is

DN ¼
ffiffiffiffi
N
p

(1.28)

where N is the mean number of detected photons in some integration time, and DN
is the standard deviation in the mean value. Expressed in terms of photodetector

current, the mean detected current is

id ¼ �qe
P

hn
¼ �qeNphotonBW (1.29)

where �q is the quantum efficiency (number of photogenerated electrons in an

external circuit relative to the number of incident photons), hn is the photon energy,
P is the power captured on the detector area, and BW is the detection bandwidth

(often identified as the inverse of the detector integration time). The noise current is

the variance of the detector current and is

i2shot ¼ e
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Nphoton

p
BW


 �2 ¼ e2
�qPd

hn
BW (1.30)

The linear dependence on detection bandwidth assumes the noise is white noise

(independent of frequency). In this case, the signal-to-noise ratio (S/N) of shot

noise is

S/Nshot ¼ i2d
i2N
¼ �qPd

hnBW
(1.31)
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which is linear in the detected light power. Higher light powers yield higher signal-

to-noise ratios.

Although (1.31) was derived under the assumption of white noise (frequency

independence), virtually all experimental systems exhibit 1/f noise at sufficiently

low frequencies. This 1/f noise is ubiquitous, and is the same thing as long-term drift.

If the detection bandwidth becomes too small (integration time becomes too large),

then long-term drift begins to dominate, and the S/N ratio can begin to degrade.

The third type of noise is relative intensity noise (RIN). This noise is simply a

statement that if there are conventional intensity fluctuations of a light source, then

the noise increases proportionally to the detected signal as

iN ¼ CRINid (1.32)

The signal-to-noise ratio is then

S/NRIN ¼ i2d
i2N
¼ CRIN

2 (1.33)

which is independent of intensity.

The noise power of a generic experiment is shown in Fig. 1.10 as a function of

detected power. The noise starts at the noise floor (dominated by the electrical

system) at low intensity, moves into a shot-noise regime with a linear intensity

dependence, and then into the relative-intensity-noise regime that depends on the

square of the intensity. Not all systems exhibit a shot-noise regime. If the fixed

Fig. 1.10 Noise power as a function of detected power for a system that moves from a fixed noise

floor (set by the detection electronics), through a shot-noise regime into a relative intensity noise

(RIN) regime at high power
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noise floor is too high, then the shot-noise regime never dominates, and the system

moves from the noise floor into the RIN regime with increasing intensity.

1.1.6 Sub-nanometer Noise-Equivalent Displacement

Interferometry is one of the most sensitive metrologies currently known. For

instance, the Laser Interferometric Gravitational Observatory (LIGO) is searching

for displacements caused by gravitational waves (the weakest of all physical

phenomena) using kilometer-long interferometers to detect displacements that are

less than an attometer (1 � 10�18 m). To put this into perspective, the radius of the

proton is only about 1 fm (1� 10�15 m). Therefore, the displacements that a gravity

wave detector is seeking to detect are a thousand times smaller than the radius of the

proton. It is a trillion times (1012) smaller than the wavelength of light, which is the

natural yardstick for interferometric measurements. A basic question is: How is

such sensitivity achievable?

Interferometric measurements are often expressed as equivalent displacement,

either in the displacement of a surface, or a shift of an optical path length. For

instance, in biointerferometric measurements of protein on biosensors, the results

are often expressed as protein height [1]. The sensitivity of interferometric

measurements are naturally expressed in terms of the smallest surface height

displacement that can be detected at a selected signal-to-noise ratio. This leads to

a figure of merit known as the noise-equivalent displacement (NED) of an interfer-

ometric system.

To estimate the smallest surface displacement that can be detected if the system

is dominated by shot noise, we can choose a signal-to-noise ratio of 2:1 as the

detectability limit, such that

S/Nshot ¼ 8Df2
�qPs

hnBW
¼ 2 (1.34)

where the factor of 8 comes from balanced detection with a strong reference

intensity. The phase modulation from a surface displacement (in reflection) is

Df ¼ 4p
l
Dd (1.35)

The shot-noise limited NED is then

Dd ¼ l
8p

ffiffiffiffiffiffiffiffiffiffiffiffiffi
hnBW
�qPs

s
(1.36)
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For a detected power of 1 W, a detection bandwidth of 1 Hz, a photon wavelength of

600 m, and a quantum efficiency of 0.7, the NED is an astonishingly small value of

Dd ¼ 0.016 fm. These parameters are not too far from the anticipated performance

of the LIGO gravity wave detector. For biosensor applications, on the other hand,

detected powers are more typically 10 mW, with detection bandwidths around

100 Hz, which still provides an NED of 1 fm. In practice, many biosensors detect

surface layers with a sensitivity of about 1 pm, limited by aspects of the system noise

other than shot noise. Detection limits for a biochemical assay are usually not even

limited by the system noise, but rather by the performance of the surface chemistry.

It is common for chemical variations to limit surface sensitivity to tens of picometers

in interferometric assays.

1.2 Interferometer Configuration Classes

An interferometer is any optical configuration that causes light of finite coherence

to take more than one path through the system, and where the light paths subse-

quently cross or combine with a path-length difference. Because of the generality of

this definition of an interferometer, there are many ways that interferometers can be

designed and implemented. Despite the open-ended definition, interferometers fall

into distinct classes. These classes are: (1) wavefront-splitting interferometers and

(2) amplitude-splitting interferometers. These two classes are distinguished by

whether distinct optical paths are deflected so that they are no longer parallel and

hence cross (wavefront-splitting), or whether a single optical path splits to take

different paths before crossing or combining (amplitude-splitting). Wavefront-

splitting configurations include Young’s double-slit interference (Fig. 1.11) and

diffraction generally. Amplitude-splitting interferometers include Michelson,

Mach–Zehnder and Fabry–Perot configurations, among many others.

1.2.1 Wavefront-Splitting Interferometers: Young’s Double Slit

Wavefront-splitting interferometers take parallel or diverging optical paths (hence

non-crossing) and cause them to cross. Young’s double-slit interferometer is

perhaps the most famous of all interferometers because it was the first

(1801–1803). It consists of a spatially coherent source (a distant pin hole, or a

laser beam) that is split by two apertures into two partial waves that travel different

path lengths to a distant observation plane where multiple interference intensity

fringes are observed. The Young’s double-slit configuration is shown in Fig. 1.12.

In the figure there is a thin film in the path of one of the slits, for instance a

molecular film accumulating on the functional surface in a biosensor. As the film

increases in thickness d, the optical path length increases by hOPL ¼ ðn� nmÞd,
where n is the refractive index of the film, nm is the surrounding medium and d is the
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Fig. 1.11 Two interferometer classes. A wavefront-splitting interferometer separates different

parts of a common wavefront and causes them to superpose (in this case by diffraction). An

amplitude-splitting interferometer divides the field amplitude into two different paths that cross

(in this case by a combination of a beamsplitter and mirrors). The wavefront-splitting interfero-

meter is in a Young’s double slit configuration. The amplitude-splitting interferometer is in a

Mach–Zehnder configuration

Fig. 1.12 Young’s double slit interference configuration. The slit separation b is much larger than

a slit width. A film of thickness d and refractive index n in a medium of index nm is placed in front

of one of the slits, shifting the position of the interference fringes



thickness of the film. This optical path length adds to the phase offset between the

slits, and hence shifts the far-field fringes.

If the apertures are small (pin holes or narrow slits), and the illumination is even,

then the interference pattern on a distant observation screen is

IðyÞ ¼ I0ðyÞ 1þ CðbÞ cosðk0b sin yþ k0ðn� nmÞdÞ½ � (1.37)

where k0 is the free-space k-vector, I0(y) is an angle-dependent intensity (arising

from the finite width of the slits), and C(b) is the fringe contrast (set by the relative
intensity from each slit).

The extra phase term

f ¼ k0ðn� nmÞd (1.38)

is caused by the dielectric slab in front of the lower slit in Fig. 1.12. If the refractive

index changes, or the thickness, or both, then the phase shift is

Df ¼ k0Dnd þ k0ðn� nmÞDd (1.39)

and the normalized response function is

R ¼ IðyÞ
Ið0Þ (1.40)

The sensitivity of the interference pattern to phase modulation in the path of one

arm is determined by the interferometric phase responsivity Rf, which is defined

through

DI
I
¼ RfDf ¼ dR

df
Df (1.41)

For Young’s double slit, the responsivity is

Rf ¼ I0ðyÞCðbÞ sinðk0b sin yþ f0Þ (1.42)

which is a maximum when

k0b sin yþ f0 ¼ p/2 (1.43)

which sets the phase quadrature condition for this configuration at which the

responsivity is a linear function of either the refractive index or the thickness for

small changes. The diffracted intensity and the responsivity are shown in Fig. 1.13.

The responsivity is equal to unity at the half-intensity angles of the diffraction
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pattern. These half-intensity angles correspond to the conditions of phase quadra-

ture with maximum phase-to-intensity transduction.

Linearity to perturbation is one of the essential signatures of interferometry and

is one reason that it is selected for high-sensitivity detection of very small effects. In

biological applications, such as the detection of molecular films in biosensors, the

chief aim is high sensitivity to small numbers of accumulated molecules. This can

only be accomplished by a detection technique that is linearly responsive to the

thickness of the film. Optical processes such as polarization nulling or diffraction

gratings have a quadratic dependence of signal on the film thickness, which falls to

zero much faster than for a linear dependence. Therefore, small-signal molecular

sensors are usually operated in the linear regime (quadrature) for maximum

responsivity, while large-signal sensors (thick films or particle-based) are usually

operated in the quadratic regime to minimize background.

1.2.2 Amplitude-Splitting Interferometers

Amplitude-splitting interferometers split a single amplitude by partial reflection

into two or several partial waves that are then directed to cross and interfere. This

class includes the Michelson and Mach–Zehnder interferometers. It also includes

the Fabry–Perot interferometer that works in an “in-line” configuration.

Fig. 1.13 Young’s double slit diffracted intensity and the phase responsivity. The slit width

is a ¼ 1.5 mm. The separation b ¼ 5 mm for a wavelength of 0.6 mm
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1.2.2.1 Michelson Interferometer

TheMichelson interferometer was used in the famousMichelson–Morley experiment

that found no ether (1887). It is easy to scan in path length or wavelength and is a

common configuration used for Fourier-transform spectroscopy [2]. The basic config-

uration of a Michelson interferometer is shown in Fig. 1.14.

The phase difference caused by an accumulating film on the compensator is

Df ¼ k02d cos y0½ �Dnþ k0ðn� nmÞ2 cos y0½ �Dd (1.44)

and the phase responsivity of the Michelson interferometer is

Rf ¼ CðbÞ sinf0 (1.45)

where b 	 1 and hence C 	 1 is set by the balance of the beamsplitter, and f0 is the

phase bias. For maximum responsivity, the phase bias should be f0 ¼ p/2.
However, this phase is sensitive to mechanical vibrations and thermal drift, making

it difficult to construct stable biosensors from free-space Michelson interferometers.

The Michelson interferometer has the advantage of being compact, with a single

beamsplitter acting as both a splitter and a combiner. But it has the drawback that

Fig. 1.14 A Michelson interferometer has a beamsplitter that acts both to split the waves and to

recombine them after reflection from the mirrors. The compensator, which equalizes the optical

path lengths in the two arms, can support an accumulating film that shifts the fringes at the

detector. M1, M2 mirrors; BS beamsplitter; C compensator
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there is only one easily accessible output port, with the other quadrature returning

counter to the incoming source. This could be picked off using a beamsplitter, but it

makes the two output ports asymmetric. A symmetric interferometer that has two

symmetric output ports is the Mach–Zehnder interferometer.

1.2.2.2 Mach–Zehnder

A Mach–Zehnder interferometer is shown in Fig. 1.15. A source is split by the first

beamsplitter into two waves, one that passes through a sample arm with a solid

support for a thin film. The other path has the reference wave that passes through a

path-length compensator to match the sample and reference arm path lengths.

A second beamsplitter splits each beam, so that each detector receives a contribu-

tion from each path. The two output ports are in quadratures, such that the sum of

output powers equals the input power. Balanced detectors on both output ports can

subtract relative intensity noise of the light source, leaving only the shot noise of the

reference wave and the phase difference between the two arms. The phase

responsivity of the Mach–Zehnder interferometer is

Rf ¼ CðbÞ sinf0 (1.46)

where C(b) is set by the balance of the beamsplitter, and f0 is the phase bias, as for

the Michelson interferometer.

Fig. 1.15 Mach–Zehnder interferometer. The path is split by the first beam splitter, then directed

through identical waveguides (one with a thin film) and then recombined at the second beam

splitter

22 1 Interferometry



There are many possible implementations of the Mach–Zehnder interferometer.

The drawing in Fig. 1.15 is for a free space setup, but the same principle holds for

integrated on-chip waveguide interferometers, and for fiber-based interferometers.

Integrated optical interferometers have much more stable path differences and

phase bias than free-space optical interferometers.

1.2.2.3 Fabry–Perot

The amplitude-splitting interferometers discussed so far have been two-wave

(two-port) interferometers. These lead to the simplest interference effects, with

sinusoidal interferograms. However, much higher responsivity to phase perturb-

ations are achieved by having many partial waves interfering. This occurs in the

Fabry–Perot interferometer that is composed of two parallel mirrors with high

reflectance. An incident wave reflects back and forth many times in the Fabry–Perot

cavity, shown in Fig. 1.16, increasing the effective interaction length with a thin

dielectric film.

The transmittance and reflectance of a Fabry–Perot cavity are

T ¼ 1

1þ F sin2ðf/2Þ

R ¼ F sin2ðd=2Þ
1þ F sin2ðf/2Þ (1.47)

where F is the coefficient of finesse

F ¼ 2
ffiffiffi
R
p

1� R

� �2

(1.48)

Fig. 1.16 Fabry–Perot interferometer with two high-reflectance mirrors, one of which has an

accumulating film that increases the optical path length inside the optical cavity
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where

R ¼ r1j j r2j j (1.49)

is a composite reflectance of both mirrors for asymmetric mirrors with reflection

coefficients r1 and r2. For R ¼ 90% the finesse is F ¼ 30, while for R ¼ 99% the

finesse is F ¼ 300. The phase f is

f ¼ 4pnc
l

d cos y0 þ 2fr þ 2kDhOPL cos y0f (1.50)

where nc is the index inside the cavity, d is the cavity length, y
0
f is the internal angle in

the film and y0 is the internal angle in the cavity. For standing-wave interferometers it

is important to keep in mind thatDhOPL is not only a function of index and thickness,
but also of where the thin layer is located relative to the electric field nodes and anti-

nodes. The thin biofilm can be virtually invisible if it is located at a field node. For

instance, the biolayer in Fig. 1.17 is placed on amirror that has an anti-nodal (electric

field maximum) at its surface. This important aspect of interferometry will be

discussed in detail in Chap. 4 on surface optics. Conversely, the entire cavity can

be the biosensor in a Fabry–Perot, as in porous silicon sensors [3, 4], when the

average cavity index changes upon volumetric binding of analyte.

A key property of a resonator cavity is the multiple-pass of a photon through the

cavity prior to being lost by transmission through one of the mirrors or by photon

extinction (scattering or absorption). The time for a single round trip of a photon in

the cavity is

tr ¼ 2ncL/c (1.51)

where nc is the cavity index and L is the cavity length. This round trip produces the

characteristic resonance frequency, known as the free spectral range

nF ¼ 1

tr
¼ c

2L
(1.52)

Fig. 1.17 Fabry–Perot structure (with field nodes shown relative to biolayer)
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The Fabry–Perot spectrum as a function of light frequency consists of evenly

spaced transmission peaks (or reflection dips) separated by nF. The width dn of

the resonance is defined by

dn ¼ nF
F
¼ 1

2ptp
(1.53)

where tp is the lifetime of the photon in the cavity, and the cavity finesse is related to

the coefficient of finesse F (defined in (1.48)) by

F ¼ p
2

ffiffiffi
F
p

(1.54)

From this relation, it is clear that the physical interpretation of the cavity finesse is

related to the ratio of the photon lifetime to the round trip time

F ¼ 2p
tp
tr
¼ oFtp (1.55)

The finesse is approximately equal to the average number of round-trips of a photon

before it is lost from the cavity. A quantity closely related to the finesse is the Q-
value of the cavity, defined as the ratio of the resonant frequency to the linewidth

Q ¼ nM
dn
¼ nM

nF
F ¼ MF (1.56)

for the Mth resonance of the cavity. The finesse as a function of composite mirror

reflectance is shown in Fig. 1.18.

Fig. 1.18 Cavity finesse vs. composite mirror reflectance
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The operating principle for the Fabry–Perot biosensor is simple. Upon binding of

an analyte, the round-trip phase of the cavity is changes by Df which changes the

transmitted intensity to

I ¼ Imax

1þ F sin2ðf/2þ Df/2Þ (1.57)

The responsivity of the transmitted and reflected intensity to the film (optical path

length DhOPL) is

RT
h ¼ dT/dDhOPL ¼ �2kF sinðf=2Þ cosðf=2Þ

ð1þ F sin2ðf/2ÞÞ2

RR
h ¼ dR/dDhOPL ¼ 2kF sinðf=2Þ cosðf=2Þ

ð1þ F sin2ðf/2ÞÞ2
(1.58)

where the phase f is

f ¼ 4pnc
l

d cos y0 þ 2fr (1.59)

These responsivities are equal but opposite, with values that scale as the product kF.
For a coefficient of finesse of 80 and a wavelength of 840 nm, the responsivity is 6%

per nm of optical path length near resonance. The reflectance and transmittance and

the corresponding responsivities are shown in Fig. 1.19.

1.2.3 Common-Path Interferometers

The same ultra-high sensitivity to small phase changes that interferometers enjoy

makes them notorious for their mechanical sensitivity. Removing mechanical

instabilities is often expensive, requiring vibration isolation and expensive optical

mounts. Fortunately, there are some interferometer configurations that are called

“common-path” interferometers that are intrinsically stable against mechanical

vibrations or thermal drift. These common-path interferometers rely on a signal

and reference wave that share a common optical path from the sample interaction

volume to the detector. While no interferometer can be strictly common path,

several configurations approach this ideal.

An example of a common-path interferometer is the in-line amplitude-splitting

configuration shown in Fig. 1.20. This uses an eighth-wave dielectric spacer layer to

produce a p/2 phase shift between the top and bottom partial reflections. This

establishes the phase quadrature condition that converts the phase of the thin film

directly into intensity for far-field detection. The partial waves travel common paths

from the surface to the detector, making this a mechanically stable interferometer.
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The lower reflector in this case cannot be a perfect reflector, but must have a finite

reflection coefficient. An example of a thin film detected with an in-line common-

path configuration is shown in Fig. 1.21. The data are for an IgG antibody layer

printed on a thermal oxide on silicon. The spot diameter is 100 mm, but the height is

only about 1.2 nm [5]. The details of this type of common-path interferometer are

described in detail in Chaps. 4 and 5.

Fig. 1.19 (a) Reflectance and transmittance of a Fabry–Perot with a coefficient of finesse equal to

80 (R ¼ 0.8) and L ¼ 2 mm. (b) Height responsivity to a shift in the cavity length
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Fig. 1.20 In-line interferometer for thin film detection. The eighth-wave dielectric spacer

establishes a p/2 phase shift between the top reflection and the bottom reflection. This converts

the phase of the film directly into intensity in the far field. Both partial waves follow the same path

to the far field, making this a common-path configuration with high mechanical stability

Fig. 1.21 Surface profile of a 100 mm diameter antibody spot with an average height of 1.2 nm,

measured using molecular interferometric imaging (MI2). The colorscale is from 0 to 1.4 nm.

From [5]
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1.3 Holography

Holography is a type of wavefront splitting interferometry that is similar in many

ways to Young’s-type interferometers. The basic process of holography is the

formation of quasi-monochromatic interference fringes between a homogeneous

reference wave and a spatially diverse object wave. “Spatially diverse” means that

the object wave consists of many different k-vector directions. These different

k-vectors each write interference fringes with the reference wave. The complex

pattern of interference fringes is called the hologram.

The goal of holography is to encode (record) and extract (play back) image

information, and thus it is primarily an imaging process. However, the holographic

process generally occurs away from image planes. Indeed, many holographic

configurations have no lenses and hence have no image planes. Nevertheless,

image information can be reconstructed using the phase and amplitudes of the

recorded interference fringes of the hologram.

Holographic recording can be performed in two distinct ways. A hologram can

be recorded as a physical hologram recorded in a holographic film, or it can be

recorded as a digital hologram on the surface of a detector array like a charge-

coupled device (CCD) as in a digital video recorder or a digital camera. Physical

holographic films can be static, like photographic film, or dynamic, like

photorefractive films. Static films are recorded once, and then played back by

shining a laser through them to reconstruct the original image. Dynamic films

change in time and follow the changes in the object beam by continuously

diffracting the playback laser beam. To obtain quantitative information from a

physical hologram reconstruction, it is necessary to “view” the hologram with an

imaging system. On the other hand, the physical hologram can be eliminated and a

digital hologram can be recorded directly on the CCD to be reconstructed through

numerical inversion algorithms. Digital reconstruction has the advantage that

quantitative three-dimensional information can be extracted from a single recorded

hologram.

In biomedical applications, rather then being a mere novelty, holography plays

an important role by recording phase and 3D information. The positions and

motions in three dimensions of cells, or the constituents of cells, can be encoded

as holograms and reconstructed physically or digitally. However, coherent light

passing through biological tissue rapidly loses its coherence properties due to the

strong scattering of the light. Even so, a dwindling fraction of light retains coher-

ence and is image-bearing. If this image-bearing light can be separated from the

scattered light, then images from inside the tissue can be extracted from depths far

deeper than the mean scattering length. Furthermore, if the original light source has

short coherence, then the images can be depth-sectioned from targeted depths,

which is the basis of optical coherence imaging (OCI), discussed in Chap. 12.

This section presents the basic physics and mathematics of hologram recording

and readout, which lays the foundations for the later biomedical holography

applications.
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1.3.1 Holographic Gratings

Holography can be viewed as spatial heterodyne detection (in which k-vectors
differ, rather than temporal frequencies). In the simplest possible case, consider a

signal plane wave with a distinct k-vector that intersects a coherent reference plane
wave with a different k-vector. The total field is

ETot ¼ E1 exp ið~k1 
~r � o1tþ a1Þ
� 


þ E2 exp ið~k2 
~r � o2tþ a2Þ
� 


(1.60)

As in the case of interferometry, this is best rewritten in terms of the average

frequencies and phases as

ETot ¼ exp i(~km 
~r � omtþ am)
� 


E1 exp i(D~k 
~r � Dotþ Da)
� 
h

þ E2 exp �i(D~k 
~r � Dotþ Da)
� 
i

(1.61)

where

~km ¼ 1
2

~k1 þ ~k2

� 

D~k ¼ 1

2
~k1 � ~k2

� 

om ¼ 1

2
ðo1 þ o2ÞDo ¼ 1

2
ðo1 þ o2Þ

am ¼ 1
2
ða1 þ a2ÞDa ¼ 1

2
ða1 þ a2Þ

(1.62)

The total intensity is

ITot ¼ E1j j2 þ E2j j2 þ 2E1E2 cos 2D~k 
~r � 2Dotþ 2Da
� 


(1.63)

This total intensity is composed of a spatial fringe pattern of bright and dark fringes.

The fringe pattern has a grating vector

~K ¼ 2D~k (1.64)

The fringe pattern is volumetric in space where the waves overlap. However, it is

common to detect the fringes on a detection plane (a CCD chip surface). As a

simple case, consider a plane perpendicular to k1. Then the intensity on this plane is

ITot ¼ E1j j2 þ E2j j2 þ 2E1E2 cos �~k2 
~r? � Dotþ Da
� 


(1.65)

where~r? is the position vector in the detector plane.

In Fig. 1.22, two monochromatic beams are propagating at equal angles off the

x-axis. This configuration is called off-axis holography. On the y-axis, the intensity is
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ITot ¼ E1j j2 þ E2j j2 þ 2E1E2 cos
2p
L

y� Dotþ Da
� �

(1.66)

where the fringe spacing and grating vector amplitude are

L ¼ l
2
sin y

K ¼ 2p
L

(1.67)

and y is half the crossing angle between the beams. Because the interference fringes

are real-valued (intensity), there are two counter propagating grating vectors along

the vertical direction

~k1 � ~K ¼ ~k2

~k2 þ ~K ¼ ~k1 (1.68)

Of course, the simple sinusoidal interference is because both waves are fully

coherent monochromatic plane waves. Holography becomes much more interesting

when the object wave carries complicated information in the form of multiple

waves. In this case, each partial wave writes a hologram with the reference wave,

and the full hologram is the combination of all of the partial holograms.

Fig. 1.22 Intersecting coherent plane waves produce an interference fringe pattern with a spatial

periodicity that depends on the crossing angle y
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1.3.2 Image Reconstruction

One of the chief uses of holography is when phase information and/or volume

information is required. Holography is a form of interferometry and records the

phase of a signal wave. If the signal wave originates volumetrically, i.e., by

scattering from (or inside) three-dimensional targets, then the information of the

three-dimensional arrangements of the target is present in the phase of the scattered

wave. Holography records this phase, and if the image is reconstructed correctly,

the original three-dimensional information can be retrieved (within constraints

imposed by the 3D transfer function).

A generic lens-free holographic recording and reconstruction arrangement is

shown in Fig. 1.23. The crossing angle between the optic axes of the A (reference)

and B (signal) beams defines the spatial carrier frequency (the interference fringes).

The holographic grating is written by the signal field B interfering with the

reference wave A, which is assumed here to be a plane wave. The holographic

grating is represented as

H ¼ 1

2
mðAB� þ BA�Þ (1.69)

where m is a grating recording efficiency. This hologram contains all of the compli-

cated phase information of the signal wave B, including the phase associated with the
three-dimensional configuration of the target. The spatial carrier frequency of the

holographic grating is modulated by the spatial frequency components of the signal

wave B. These spatial frequencies of the image are now represented as side-bands in

Fig. 1.23 Lens-free holographic recording and reconstruction
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k-space in the hologram, and these spatial frequency side-bands diffract a play-back

wave into multiple angles with different phases that allows the target image to be

reconstructed with three-dimensional properties, such as parallax.

When the hologram is illuminated by field A, the diffracted field is

Recon ¼ �AH ¼ �m
2
ðA2B� þ BAA�Þ ) �m

2
B (1.70)

where � is a diffraction efficiency. The second term in brackets reproduces the

signal field with its phase content and amplitude content (if A represents a plane

wave). Hence, by illuminating the hologram with the reference wave, the signal

wave is reconstructed. The other term, in A2, is non-Bragg matched (does not satisfy

(1.68)) and does not diffract significantly in a volume hologram. But if the holo-

gram is thin, then the B* term may also be observed, which is the phase conjugate of

the signal wave B.

1.3.3 Image-Domain or Fourier-Domain Holography

While holography can create lens-free imaging systems, it is often preferable to

define specific planes in the holographic system. For some applications, it is

convenient to place the holographic plane on the image plane. In this configuration,

the written hologram is an image-domain hologram, as shown in Fig. 1.24. The

read-out process consists of a second imaging system that reconstructs the image-

domain hologram onto a new image. In Fig. 1.24, a point on the object plane is

imaged to a point on the hologram. The reference beam is incident at an angle and

produces interference fringes that are recorded on the hologram. During read-out,

the reference beam diffracts from the holographic gratings. If the holographic film

is thin, then Raman–Nath diffraction occurs with multiple diffraction orders, most

notably the þ1 and �1 orders, in addition to the zeroth-order diffraction. The þ1
order diffraction is isolated by a lens (plus apertures (not shown) to block the zero-

order) and re-imaged onto an image plane that can be a CCD camera. In Fig. 1.24, the

angular bandwidth of the object beam and the crossing angle of the reference beam

are exaggerated. For clear separation of the diffraction orders, the reference crossing

angle y0 should be larger than the angular bandwidth Dy of the light scattered by the

object, giving the condition

y0 � Dy (1.71)

While the reconstruction in this case looks like it accomplishes only the transfer of

an image to itself, it is a useful way to isolate a small coherent wave in the midst of

incoherent waves, as in OCI described in Chap. 12. Some applications require the

holographic plane to be on the Fourier-transform plane of an optical system, as

shown in Fig. 1.25. This has the advantage that small imperfections in the holo-

graphic film are not re-imaged onto the detection plane.
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Fig. 1.24 Image-domain hologram configuration. The reference crossing angle y0 produces an

interference grating superposed on the image field. The first diffraction order of the reference/

readout is isolated and re-imaged onto an image plane. In this figure, the angular bandwidth of the

object wave and the reference crossing angle are exaggerated relative to common experimental

configurations where these angles are usually small

Fig. 1.25 Fourier-domain holography. The hologram plane is the Fourier plane of the lens. The

hologram is reconstructed through a second Fourier-transform lens onto the image plane
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1.4 Coherence

The study of the physics of the coherent properties of light is a fascinating topic with

many surprises and unexpected behavior [6]. In the previous sections of this chapter on

interferometry, we have been considering “perfectly coherent” monochromatic light.

However, coherence is never absolute. There is no such thing as completely coherent

or incoherent light. An incandescent light bulb has residual coherences on short time

and space scales. Even black body radiation, if it is passed through a narrow-band

filter, has coherence properties. Similarly, laser light, though highly coherent, has

space and time scales beyond which its famous coherence properties fade.

All light is partially coherent, which is to say that there are characteristic time

and length scales within which interference effects occur and outside of which they

do not. These scales are called coherence times and coherence lengths. The more

coherent a light source is, the longer the coherence times or lengths (and the easier

interferometric experiments are). What determines the degree of coherence of a

light source is the range of different waves that add through superposition to make

up the light wave. This range of different waves is called “bandwidth.” If light is

made up of waves of different colors, then this bandwidth is called “spectral

bandwidth.” If light is made up of different k-vectors of different directions, then
this bandwidth is called “angular bandwidth” or “spatial bandwidth.” Spectral

bandwidth determines the temporal coherence, while angular bandwidth

determines spatial coherence. Temporal coherence describes the time scale over

which interference effects can be observed, and spatial coherence describes the

length scale over which interference effects can be observed.

Consider a light source that has a complex-valued frequency spectrum s(o). The
field from this source is

EðtÞ ¼
ð1
�1

sðoÞe�iot do (1.72)

which is just a Fourier transform between E(t) and s(o)

EðtÞ ! 
FT�1

FT
sðoÞ (1.73)

The temporal coherence time of a pulse is related to the spectral bandwidth of the

spectrum, and the spatial coherence length is related to the angular distribution of

the field.
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Example: Temporal Coherence of a Transform-Limited Gaussian Pulse

Consider a spectrum that has a Gaussian shape and is real-valued

sðoÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
p

so
p expð�ðo� o0Þ2/2s2oÞ (1.74)

with a power spectrum

SðoÞ ¼ sðoÞj j2 ¼ 1ffiffiffi
p
p

so
expð�ðo� o0Þ2/s2oÞ (1.75)

The field is

EðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
p

so
p ð1

0

expð�ðo� o0Þ2/2s2oÞe�iotdo

¼ p1=4
ffiffiffiffiffiffiffiffi
2so

p
e�io0t e�t

2so2=2 ¼ p1=4
ffiffiffiffiffiffiffiffi
2so

p
e�io0t e�t

22=2t2 (1.76)

which is a Gaussian pulse of center frequency o0 and pulse duration

t ¼ 1

so
(1.77)

This shows how a Gaussian spectral field (of width so and constant phase) produces

a temporal pulse of duration t ¼ 1/so. In this example with a spectrum of constant

phase, the temporal pulse is said to be “transform limited,” and the pulse duration is

equal to the coherence time. An example of a transform-limited pair is shown in

Fig. 1.26. However, we will see that if the spectral phase is not constant, then the

pulse duration is longer than the temporal coherence time, and the field is said to be

“non-transform limited.”

1.5 Spectral Interferometry

Spectral interferometry can be observed at the output of a spectrometer when two

identical pulses of duration t enter the spectrometer with a relative delay of Dt, even
when Dt is much larger than the pulse duration t. At first glance, this would seem to

allow interference between pulses that are spatially separated by more than their

coherence lengths. However, the individual frequency components of the pulses are

interfering, which is observed in the spectral domain (at the output of the spectrom-

eter). This is illustrated in Fig. 1.27 at the top for 25 fs duration pulses at a center
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wavelength of 840 nm, separated by 200 fs. The output of a spectrometer is shown

in Fig. 1.27 at the bottom with an interference fringe period of 12 nm.

The mathematical treatment of spectral interferometry begins with two identical

bandwidth-limited pulses that are separated by a time larger than the coherence time

1

2
ffiffiffiffiffiffi
2p
p

t

ð1
�1

e�ðt�t1Þ
2=2t2 þ e�ðt�t2Þ

2=2t2
h i

e�iot dt

¼ 1

2
e�iot1 þ e�iot2
� 	

e�o
2t2=2 ¼ e�o

2t2=2e�io�t cosðoDt/2Þ (1.78)

Fig. 1.26 Transform-limited pulse–spectrum pair. The pulse in (a) has a duration tp ¼ 12 fs.

The spectrum in (b) has a bandwidth of sl ¼ 31 nm
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where Dt ¼ ðt2 � t1Þ. The spectral intensity is the modulus squared, that gives

SðoÞ ¼ e�o
2t2 1

2
ð1þ cosðoDtÞÞ (1.79)

The period of oscillation in the frequency domain is

Do ¼ 2p/Dt (1.80)

and in terms of wavelength is

Dl ¼ l2Do
2pc

¼ l2

cDt
(1.81)

Fig. 1.27 Two pulses that do not overlap in time (shown at top) can still interfere in the spectral

domain (shown at bottom). This is the principle of spectral interference. The periodicity of the

fringes in the spectrum relates to the time delay between the pulses

38 1 Interferometry



Spectral interferometry is a central feature of spectral-domain optical coherence

tomography, which we will see in Chap. 11. By operating in the spectral domain,

many different time-delayed pulses can be detected simultaneously, significantly

improving the speed of OCT acquisition. The longitudinal range of spectral domain

OCT is set by the resolution of the spectrometer. If the pulse delay gets too long,

then the interference fringe period in the spectrum becomes smaller than the

spectrometer resolution. The maximum range is therefore

range ¼ cDtmax

2
¼ l2

4Dlmin

(1.82)

where the first factor of 2 is for double-pass in a backscattering configuration, and

the second factor of 2 is for Nyquist sampling. As an example, at l ¼ 840 nm and

with Dl ¼ 0.1 nm, the maximum range is 2 mm.

1.5.1 Non-transform-Limited Pulses: Broadening

If the phase is not constant across the spectral amplitude, but varies with frequency,

then the field is

EðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
p

so
p ð1

�1
expð�ðo� o0Þ2/2s2oÞ expð�iotþ fðoÞÞdo (1.83)

which produces, in general, a broader temporal pulse, as shown in Fig. 1.28. With a

varying phase, the pulse is said to be non-transform limited, and there is no set

relationship between the pulse duration and the width of the spectrum. Instead, the

pulse duration is related to the frequency bandwidth over which the phase remains

relatively constant. For instance, if the spectral correlation length is xo then the

temporal pulse duration is

t ¼ 1/xo (1.84)

Clearly, one limiting spectral correlation scale is xo ¼ so, for which the pulse

becomes transform limited. Another limiting value is when xo ¼ 0, and there is no

pulse at all – only a fluctuating field. However – and this is a central concept of

coherence – even a fluctuating field has coherence. To extract this coherence, we

can turn next to the correlations that exist in any fluctuating field.
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1.6 Interferometry and Autocorrelation

In the case of finite coherence (either temporal or spatial), interferograms carry the

information about the coherence times or lengths of the fields. The information appears

as a change in fringe contrast as a relative delay is introduced between two or more

paths. Another (equivalent) way of looking at coherence properties of a field uses

the concept of autocorrelation. The autocorrelation function of a field E(t) is defined as

I1ðtÞ ¼
ð1
�1

EðtÞE�ðtþ tÞdt ¼ EðtÞE�ðtþ tÞh i (1.85)

Fig. 1.28 Non-transform-limited field–spectrum pair. The pulse on the top of (a) is transform

limited, with the associated spectral amplitude at the top in (b). The pulse at the bottom of (a) is

non-transform-limited, with the real-part of the spectral amplitude modulated by the non-constant

phase, at the bottom in (b)
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where t is a relative delay. This measures how much of a signal at time t remains at

time t þ t. Therefore, the autocorrelation function measures how quickly a signal

randomizes (decay of coherence).

Interferometry is a form of correlation. This is seen directly in the self-interference

of a pulse that is split, then recombined with a relative delay

ET ¼ 1ffiffiffi
2
p EðtÞ þ Eðtþ tÞ½ � (1.86)

shown in Fig. 1.29, which is detected on the detector as the time-integrated intensity

IT ¼
ð1
�1

EðtÞj j2dtþ 1

2

ð1
�1

EðtÞE�ðtþ tÞdtþ 1

2

ð1
�1

E�ðtÞEðtþ tÞdt

¼ I þ 1

2
I1ðtÞ þ 1

2
I1
�ðtÞ ¼ I þ Re I1ðtÞf g (1.87)

where the first term is the average, and the second term (the interference term) is the

real part of the field autocorrelation.

Example: Coherence Time of a Transform-Limited Gaussian Pulse

For the field

EðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1

p1=2tp

s
e�io0t e�t

22=2tp2 (1.88)

Fig. 1.29 Autocorrelation measurement. A pulse is split and recombined on a beamsplitter with a

delay t, and then measured as a function of delay
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the time-integrated intensity of the delayed and recombined interference is

IT ¼ 1

p1=2tp

ð1
�1

e�t
2=tp2 dtþ cosðo0tÞ

p1=2tp

ð1
�1

e�t
2=2tp2 e�ðtþtÞ

22=2tp2 dt

¼ 1þ cosðo0tÞ
p1=2tp

e�t
2=2t2p

ð1
�1

expð�ðt2 þ ttÞ/t2pÞdt

¼ 1þ cosðo0tÞ
p1=2tp

e�t
2=2t2p p1=2tp et

2=4t2p
h i

¼ 1þ e�t
2=4t2p cosðo0tÞ

¼ 1þ Re I1ðtÞf g (1.89)

where

I1ðtÞ ¼ e�t
2=4t2pexp(io0t) (1.90)

and

Re I1ðtÞf g ¼ e�t
2=4t2p cosðo0tÞ (1.91)

This has the form of sinusoidal interference fringes periodic in delay t with a

angular frequency o0, modulated by a Gaussian function of width
ffiffiffi
2
p

tp, directly
related to the correlation time of the pulse.

An important question for interferometric applications is the coherence length

over which interference effects are observed for non-transform-limited light

sources (when the spectral phase is not constant across the spectrum). The duration

of a pulse in this case is not sufficient to define its coherence length. This is clear

from the fact that a randomly drifting phase in the spectral amplitude causes the

elongated pulse, but the randomly drifting phase limits the range over which

interference takes effect. Therefore, the coherence length must reside in a different

aspect than the pulse temporal duration.

The autocorrelation function of a pulse is related to the spectral power density

S(o) through the transform relation

Wiener�Khinchin theorem:

Re I1ðtÞf g ¼
ð1
�1

Re EðtÞf gRe Eðtþ tÞf gdt ¼ FT�1ðSðoÞÞ (1.92)

This relation between the correlation function and the spectral power density is

called the Wiener–Khinchin theorem.
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Example: Coherence Length of a Non-transform-Limited

Gaussian Spectral Field

The spectral field is

sðoÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
p

so
p expð�ðo� o0Þ2/2s2oÞ expðifðoÞÞ (1.93)

where the spectral phase is f(o). Using the transform relation, the autocorrelation

is

Re I1ðtÞf g ¼ 1ffiffiffi
p
p

so

ð1
�1

expð�ðo� o0Þ2/s2oÞ expð�iotÞdo

¼ expð�t2s2o /4Þ ¼ expð�t2/4t2pÞ (1.94)

where the spectral phase is conjugated and cancels and hence no longer participates

in the autocorrelation function. The autocorrelation temporal decay is

xt ¼
ffiffiffi
2
p

so
(1.95)

which is the temporal coherence length. Therefore, the coherence length is related

directly to the spectral width of the source spectrum and does not depend on the

duration of the pulse in the time domain or on phase variation in the spectral

domain. Note that this result applies to general non-transform-limited spectra,

because the phase is conjugated in the spectral domain by the autocorrelation

definition. Therefore, even if the pulse has severe phase distortion, the coherence

length depends only on the spectral width of the source. For example, in Fig. 1.30

the fluctuating field in (a) without an identifiable pulse duration has the autocorre-

lation in (b) with a well-defined correlation time.

1.7 Intensity–Intensity Interferometry

It is possible to define and measure an intensity–intensity autocorrelation function

in analogy to the field–field autocorrelation function. This measures second-order

degree of coherence and is a central function in the famous Hanbury Brown–Twiss

experiment [7, 8]. Second-order coherence can be useful when a direct reference

wave is not available, but interferometric information is still desired. Second-order

coherence is often used in the situation of speckle fields and partial spatial coher-

ence. The second-order correlation function is an intensity–intensity correlation

function defined by
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Fig. 1.30 A fluctuating field (a) and its autocorrelation (b). The field has an indefinite duration,

but a finite coherence length
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I2ðtÞ ¼
ð1
�1

IðtÞI�ðtþ tÞdt ¼ IðtÞIxðtþ tÞh i (1.96)

in which t and t can stand either for a time delay or a spatial shift for temporal or

spatial second-order coherence, respectively.

1.7.1 Degree of Coherence

The degree of coherence of a fluctuating field can be defined easily as a generaliza-

tion of the first-order coherence function of the field. The first- and second-order

degrees of coherence are defined as

gð1ÞðtÞ ¼ E�ðtÞEðtþ tÞh i
E�ðtÞEðtÞh i (1.97)

gð2ÞðtÞ ¼ IðtÞI�ðtþ tÞh i
Ih i2 ¼ EðtÞEðtþ tÞE�ðtþ tÞE�ðtÞh i

E�ðtÞEðtÞh i2 (1.98)

From the statistical properties of the field and intensity, there is a direct relationship

between the first and second-order coherence for fluctuating classical light, given

by the Siegert equation

gð2ÞðtÞ ¼ 1þ b gð1ÞðtÞ�� ��2 (1.99)

where b is a factor that depends on the experimental geometry and approaches unity

for single-mode detection (detection within a single speckle). Examples for

fluctuating fields with Lorentzian and Gaussian line shapes are given in Table 1.1.

Table 1.1 Degree of coherence

Spectrum g(1)(t) g(2)(t)

Lorentzian
SðoÞ ¼ 1

pt0
1

ðo0 � oÞ2 þ ð1=t0Þ2

gð1ÞðtÞ ¼ exp � tj j/t0ð Þ gð2ÞðtÞ ¼ 1

þ exp �2 tj j/t0ð Þ

Gaussian
SðoÞ ¼ 1ffiffiffiffiffiffiffiffiffi

pso
p

exp �ðo� o0Þ2=2s2o
� 


gð1ÞðtÞ ¼ exp �s 2
ot

2/2

 �

gð2ÞðtÞ ¼ 1

þ exp �s2ot2Þ
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1.7.2 Hanbury Brown–Twiss Interferometry

One of the first experiments to measure the second-order coherence of light was

performed by Hanbury Brown and Twiss (1956). It has a surprisingly simple

arrangement, shown in Fig. 1.31, consisting only of a beamsplitter and two

detectors with an adjustable position that defines a delay time t ¼ Dz/c. There is

no reference wave – only a fluctuating intensity signal delayed relative to itself.

However, this simple arrangement is capable of extracting both the first-order and

the second-order coherence of the fluctuating light.

The time-varying signals from the two detectors are combined and averaged

according to

I1ðtÞ � I1h ið Þ I2ðtþ tÞ � I2h ið Þh i
I1h i I2h i ¼ gð2ÞðtÞ � 1 (1.100)

In this way, the second-order coherence is retrieved, and from it the first-order

coherence through the relation (1.99). The coherence length of the light is contained

in both the first and second-order coherence, reflecting properties of the light source

such as Doppler broadening or Lorentzian line shapes.

Fig. 1.31 Hanbury Brown–Twiss experiment. A fluctuating field is incident on a beam-splitter

and detected as intensity fluctuations by two identical detectors with a variable delay t and spatial
offset d. The cross-correlation between the two detectors defines the second-order correlation

function
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A similar analysis can be performed with zero delay, but now introducing a

lateral shift of the second detector, to give

I1ðt; 0Þ � I1h ið Þ I2ðt; dÞ � I2h ið Þh i
I1h i I2h i ¼ gð2ÞðdÞ � 1 (1.101)

This form of the second-order coherence provides a measure of the spatial coher-

ence of the light source. It is in this form that the stellar HBT interferometer is used

to detect the radii of nearby stars. The spatial correlation length at the detector is

given approximately by

d0 ¼ 1:22Ll/D (1.102)

where L is the distance to the star (known from parallax measurements) andD is the

star diameter. By spatially shifting the second detector and measuring how the

intensity correlations between the two detectors decreases, the star diameter is

measured. This was first applied to the star Sirius in the constellation Canis Major

(1956) that has L ¼ 8.1 � 1016 m and D ¼ 2.4 � 109 m. The size of the spatial

coherence on the Earth caused by Sirius is about 20 m for this case. Therefore, the

star Sirius casts a speckle field across the face of the Earth with a speckle size that is

well within the range of human experience (even if intensity correlations are not).
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Chapter 2

Diffraction and Light Scattering

Light interacts with matter. This is the foundation for all the rich phenomena and

useful applications associated with light and biological media. The interaction takes

many forms. Light can be absorbed, or transmitted, or reflected, or scattered. All

these processes can participate in interference phenomena in biology and medicine.

The interaction of light with matter (Fig. 2.1) is characterized as a scattering

process that converts an incident (initial) optical mode into an outgoing (final)

optical mode

ð~ki;oi; p̂iÞ ! ð~kf ;of ; p̂fÞ (2.1)

A single mode is an infinite plane wave with a frequency oi, a wave-vector ~ki and a
polarization p̂i. The amplitude of the outgoing mode is related to the amplitude of

the incident mode through the scattering function

EfðofÞ ¼ Sijðy;f;of � oiÞEiðoiÞ (2.2)

where the scattering function Sijðy;f;of � oiÞ is a matrix connecting the input

polarizations with the output polarizations of the light field, and y and f define the

scattering direction relative to the incident direction. When the light scattering is

elastic, the incident and final frequencies are equal. Inelastic light scattering can

also occur, as when scatterers are in motion or when the scattered light is shifted to

new frequencies, for instance through Doppler or Raman effects.

Elastic scattering is a general term that can be divided roughly into two separate

contributions: geometric ray optics and diffraction. Geometric ray optics involves

the reflection or refraction of light. Light rays are reflected or refracted by material

density differences when the spatial scale of the inhomogeneity is larger than the

wavelength of light. The reflection by a surface, or the bending of a light ray by a

change in the index of refraction, is geometric ray optics. The other contribution to

scattering is from diffraction. Diffraction is an essential wave phenomenon in

which each part of an incident wavefront becomes the source for secondary

D.D. Nolte, Optical Interferometry for Biology and Medicine, Bioanalysis 1,
DOI 10.1007/978-1-4614-0890-1_2, # Springer Science+Business Media, LLC 2012
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wavelets through Huygen’s principle (Fig. 2.2). The secondary wavelets all inter-

fere with each other to produce the observed diffracted light intensities. In this

sense, diffraction is the result of wave interference.

2.1 Diffraction

All diffraction is a form of wavefront-splitting interferometry. The interference of

partial waves that travel different paths from different parts of a wavefront leads to

the complex and beautiful phenomena that fall under the topic of diffraction.

Indeed, this summing up of the interference of parts of a wave is the basis for the

diffraction integral, which is the main engine of diffraction applications.

2.1.1 Scalar Diffraction Theory

Although electromagnetic waves are vector waves that must satisfy Maxwell’s

equations at boundaries, a significant simplification is achieved in diffraction theory

by treating the field amplitudes as scalar fields. This simplification is often very

Fig. 2.1 The scattering process converts an incoming optical mode (defined by k-vector,
frequency o and polarization p) to an outgoing mode

Fig. 2.2 Wave diffraction converts an incident wavefront into a diffracted wavefront
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accurate, especially when the diffracting objects are weakly diffracting and produce

small perturbations on an incident wave. This is the case if the diffracting objects

have small variations in optical path length, and if these variations are on length

scales large relative to a wavelength of light. Examples for which scalar diffraction

theory fail include Mie scattering by spheres (discussed later in this chapter)

because a sphere has a large variation of optical path length, and photonic crystals

with photonic bandgaps, because refractive indices vary rapidly on the scale of a

wavelength.

The starting point for scalar diffraction is the Helmholtz–Kirchhoff integral for a

scalar field

CðxÞ ¼ 1

4p

ð
ap

Cr ei kr

r

� �
� ei kr

r
rC

� �
� nda (2.3)

The simple configuration in Fig. 2.3 shows a source point S creating a wave that is

incident on an aperture that diffracts the wave to an observation point P.

The incident field is a spherical wave

Cinc ¼ A
ei krs

rs
(2.4)

and the Helmholtz–Kirchhoff integral becomes

CðxpÞ ¼ 1

4p

ð
ap

Cincr ei kr

r

� �
� ei kr

r
rCinc

� �
� nda (2.5)

Fig. 2.3 Geometry for the Fresnel–Kirchhoff diffraction approximation
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After applying the gradient operator, this is

CðxpÞ ¼ 1

4p

ð
ap

Cinc

ik

r
� 1

r2

� �
ei krep � ei kr

r

ik

rs
� 1

r2s

� �
rsCinceS

� �
� nda (2.6)

In the limit of large distances, only the terms that are linearly inverse to distance

contribute and the equation becomes

Kirchhoff diffraction integral:

CðxPÞ ¼ iAk

4p

ð
ap

1

rrs
eikðrþrsÞðeP � eSÞ � nda (2.7)

Often, the incident wave is a plane wave of constant amplitude across the aperture,

and this integral reduces to

CðxPÞ ¼ �iAk

ð
ap

1

r
ei kr

1

2
ðcos yS þ cos yPÞ

� �
da (2.8)

where the term in square brackets is the Fresnel obliquity factor, which is approxi-

mately unity for small-angle forward diffraction.

One of the most important features of the Kirchhoff diffraction integral for

interferometry is the imaginary number �i in the prefactor. This has the important

consequence that the diffracted wave has a p/2 phase advance relative to the

incident wave. This phase shift plays important roles in many aspects of light

scattering and diffraction. The mathematical source of this phase shift is the

gradient in (2.5) on the dynamic phase of the wave. All extended sources of

radiation experience this phase shift upon diffraction. However, point sources do

not have this phase shift. This phase difference between extended and point sources

is the key element in the origin of refractive index.

A final simplifying step in the development of scalar diffraction integrals takes

the observation point far from a planar aperture, known as the Fraunhofer approxi-

mation. The geometry in this approximation is shown in Fig. 2.4. This leads to the

Fraunhofer diffraction integral

Fraunhofer diffraction integral:

CðxPÞ ¼�i
AeikR

lR

ð
ap

e�ikðx sinyþy sinfÞdxdy (2.9)

where R is the (large) distance from the aperture to the observation point, and

x/R ¼ sin y, y/R ¼ sinf.
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There are an endless number of configurations of sources and apertures that

appear in diffraction problems. Several of the most common will be presented as

examples that can be extended to more complicated cases that may be encountered

in biological applications.

2.1.2 Fraunhofer Diffraction from Apertures and Gratings

Some types of molecular biosensors are based on Fraunhofer diffraction from

apertures and gratings. This section presents several basic examples of diffraction

that are used in later chapters in this book. Some of the examples include the

diffraction effects of thin biolayers, and the molecular responsivities of these

diffraction structures are defined.

Example: Diffraction from a Single Square Slit

The single square slit is the simplest example, and is always the starting point to build

up to more complicated diffraction patterns. The slit has a width equal to a, shown
in Fig. 2.5. The Fraunhofer integral is

EP ¼ �i
E0 e

i kR

lR

ða=2
�a=2

e�i kx sin y dx (2.10)

Fig. 2.4 Fraunhofer diffraction geometry. All rays are parallel and inclined at an angle y. The
reference ray from the origin defines zero phase. The path length difference is x sin y, with x
increasing vertically and y positive in the counter-clockwise direction
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where E0 is the field amplitude in the aperture. The Fraunhofer integral is evaluated

to be

EP ¼ �i
E0 e

i kR

lR

ða=2
�a=2

e�i kx sin y dx

¼ i
E0 e

i kR

lR
2

2ik sin y
e� i ka sin yð Þ=2 � ei ka sin yð Þ=2
h i

¼ �2i
E0 e

i kR

lR
1

k sin y
sin

ka

2
sin y

� �
¼ �ia

E0 e
i kR

lR
sinc

ka

2
sin y

� �
(2.11)

giving the field

EP ¼ �iE0 e
i kR a

lR

� �
sinc(ka sin y/2) (2.12)

and intensity

IP ¼ P0

a

lR

� �2
sinc2ðka sin y/2Þ (2.13)

Fig. 2.5 Fraunhofer diffraction geometry for a single slit. The lens converts a point source to a

plane wave
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Example: Diffraction from a Slit with a Partial Biolayer

Diffraction is one way to detect thin molecular films, such as biomolecules captured

by high-affinity capture molecules (like antibodies on surfaces). As an example,

consider a rectangular aperture that is half covered by a thin film of refractive index

n and thickness d. We want to consider how the presence of the film changes the

diffracted intensity in the far-field. The field (2.12) is the starting point for this

solution. The answer can be written down by inspection as

EP ¼ �iE0 e
ikR a

2lR
sinc

ka

4
sin y

� �
ei ka sin yð Þ=4 þ ei k n�1ð Þd e�iðka sin yÞ=4
h i

(2.14)

which is the sum of fields from two apertures of width a/2, one of which has the

extra phase d ¼ kðn� 1Þd. The diffracted intensity is

IP ¼ 2I0
a

2lR

� �2
sinc2

ka

4
sin y

� �
1þ cos

ka

2
sin y� d

� �� �
(2.15)

which still has the basic sinc2 envelope, with an extra term (the second term in

the square brackets) that causes a small shift in the far-field diffraction. This

small shift provides a measure of the thickness of the film and is one way to use

optical interferometry (in this case diffraction) to detect biolayers in an optical

biosensor.

The performance of diffraction-based optical biosensors is characterized by

the responsivity that is defined as the intensity change per optical path length

difference of the biolayer h ¼ ðn� 1Þd. The responsivity of this diffraction-based

biosensor is

Rd ¼ dIP
dd

¼ � I0
2

a

lR

� �2
sinc2ðka sin y/4Þ sin ka

2
sin y

� �
(2.16)

which continues to have the sinc2 envelope, but now with the extra sine term at the

end. The angular responsivity on the detection x-axis is shown in Fig. 2.6. The shift
in the far-field diffraction caused by the biolayer leads to an asymmetric intensity

change. If only the total intensity is measured, then the biolayer effect would not be

detected. However, by placing a split detector on the detection plane, and

differencing the left and right detected intensities, then the difference signal is

linearly proportional to the thickness of the biolayer. This diffraction-based biosen-

sor configuration is closely related to phase-contrast detection on bio-optical

compact disks (BioCDs) [1].
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Example: Diffraction by a Circular Aperture

One of the most common apertures encountered in experimental optics is the

circular aperture. The Fraunhofer diffraction integral is expressed in polar

coordinates (r, F) on the detection plane

Eðr;FÞ ¼ �i
ffiffiffiffiffi
S0

p ei kR

lR

ða
0

ð2p
0

e�iðkr0r=RÞ cosð’�FÞ d’r0 dr0 (2.17)

integrated over (r0, ’) on the aperture plane, where

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L2 þ r2

p
(2.18)

and L is the distance to the screen (or is the focal length of a Fourier-transform lens).

This integral is re-expressed using Bessel functions

JmðuÞ ¼ i�m

2p

ð2p
0

eiðmvþu cos vÞ dv (2.19)

Fig. 2.6 Rectangular-aperture diffractive biosensor responsivity. A rectangular aperture is half-

covered by a molecular film of thickness d and refractive index n. The interferometric responsivity

is the change in the diffracted intensity per phase shift caused by the film. The film causes an

asymmetric far-field diffraction pattern with a responsivity approaching unity
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The diffraction integral becomes

Eðr;FÞ ¼ �i
ffiffiffiffiffi
S0

p eikR

lL
2p
ða
0

J0ðkr0r/RÞr0 dr0 (2.20)

that is evaluated using

ðu
0

u0J0ðu0Þdu0 ¼ uJ1ðuÞ (2.21)

to yield

EðrÞ ¼ �i
ffiffiffiffiffi
S0

p eikR

lL
2pa2

R

kar

� �
J1

kar

R

� �
¼ �i

ffiffiffiffiffi
S0

p eikR

lL
pa2

2J1
kar
R

	 

kar
R

	 

" #

� �i
ffiffiffiffiffi
S0

p eikR

lL
pa2

2J1ðka sin yÞ
ka sin y

� �
(2.22)

where r/R ¼ sin y, and the value of J1(x)/x ¼ 1/2 as x goes to zero. The angular

intensity is approximately (for small angles y)

IðyÞ ¼ I0
2J1ðka sin yÞ

ka sin y

� �2

(2.23)

that has an oscillatory behavior qualitatively similar to the sinc squared function of

a rectangular aperture.

Example: Diffraction by Multiple Square Slits

Multiple slits form a diffraction grating. The diffraction from each slit is given by

(2.12). This is modulated by a periodic part determined by the periodic spacing L of

the multiple slits. For the periodic part, the total field is

E ¼ EP e
�iot eikr1 1þ eif þ ðeifÞ2 þ ðeifÞ3 þ � � � þ ðeifÞN�1

h i
(2.24)

where f ¼ kL sin y, and where Ep ¼ �iE0e
iKRða=lRÞsincðKa sin y=2Þ is the field

from a single slit located at r1. The term in brackets is a geometric series with the value

ðeiNf � 1Þ
ðeif � 1Þ ¼ eiðN�1Þf=2 sin Nf=2

sin f/2

� �
(2.25)

The total field is then

E ¼ EPe
�iot ei kr1þðN�1Þf=2½ � sin Nf=2

sin f/2

� �
(2.26)
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If the array is referenced to its center, then the periodic factor is

E ¼ EP e
ikR�iot sin Nf=2

sin f/2

� �
(2.27)

with a total field

E ¼ EP e
ikR�iot sin Nf=2

sin f/2

� �
sincðka sin y/2Þ (2.28)

and an intensity

I ¼ I0
sin2 Nf=2
sin2 f/2

� �
sinc2ðka sin y/2Þ (2.29)

Note that this is the product of the rectangular grating diffraction pattern and the

diffraction pattern of N point sources placed in a regular array with a spacing L.
Because diffraction is equivalent to a Fourier transform, the convolution of two

aperture functions on the object plane becomes the product of the diffraction

patterns in the far-field.

Example: Diffraction of a Gaussian Beam by Multiple Slits

A Gaussian beam with radius w0 illuminating a multiple slit grating diffracts as a

Gaussian beam. The field is

EGðyÞ ¼ �iE0 sinc
ka sin y

2

� � XM
m¼�M

exp �2
pw0

L

� �2
sin2ðy� ymÞ

� �
(2.30)

for a periodicityL and a slit width a < L. The conditions on the diffraction orders are

sin ym ¼ ml/L

M ¼ truncðL/lÞ (2.31)

The periodic part can be given its own function definition as

PGðy;w0=LÞ ¼
XM

m¼�M

exp �2
pw0

L

� �2
sin2ðy� ymÞ

� �
(2.32)
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which is encountered any time a Gaussian beam is diffracted from a periodic

grating. It replaces the periodic function in (2.29)

PGðy;w0/LÞ � sin2 NkL sin y=2
sin2 kL sin y/2

� �
(2.33)

where the effective number of slits is

N ¼ pw0/L (2.34)

When there is no overlap between the diffraction orders, the intensity is

IGðyÞ ¼ I0 sinc2
ka sin y

2

� � XM
m¼�M

exp � 2pw0

L

� �2

sin2ðy� ymÞ
 !

¼ I0 sinc2
ka sin y

2

� �
½PGðy;wo/LÞ�2 (2.35)

The term in the summation is a series of Gaussian beams with angular widths

given by

Dy ¼ L
2pw0

(2.36)

Example: Diffraction by a Periodic Biolayer Grating

One class of diffraction-based biosensors uses a periodic grating of capture molecules

on a surface. When exposed to a sample containing the target biomolecules, these

bind in a stripe pattern, shown in Fig. 2.7. The thin nature of the biomolecular stripes

imparts a periodic phase modulation on a reflected optical wave. If we assume a

sinusoidal phase modulation, the transmitted field is

Er ¼ E0 exp½ik0ðn� 1Þdð1� cosðKxþ fÞÞ� (2.37)

Using the Bessel function identity

exp½id cosðKxþ fÞ� ¼
X1

m¼�1
JmðdÞ exp½imðKxþ fþ p/2Þ� (2.38)

the reflected field just after reflection (in the near field) can be written as

Er ¼ E0 e
id0
X1

m¼�1
JmðdÞ exp½im(Kxþ fþ p/2)� (2.39)
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where d ¼ k0ðn� 1Þd. The Fraunhofer diffraction integral for the mth diffraction

order selects out each of the Bessel functions as

Em ¼ E0 e
id0 ei mKxþmfþmp=2ð ÞJmðk0ðn� 1ÞdÞ (2.40)

The Bessel function is expanded as

JmðxÞ ¼ xm

2mm!
(2.41)

and the first-order diffraction is then

E�1 ¼ E0 e
id0 eið�Kx�f�p=2Þk0ðn� 1Þd/2 (2.42)

with a diffraction efficiency given by

� ¼ k20ðn� 1Þ2d2
4

(2.43)

for the sinusoidal grating.

If the grating is a square grating (commonly encountered with protein patterning

using lithography) as shown in Fig. 2.7, then the diffracted intensity is given by

(2.15) modulated with the periodic envelope function of (2.27)

Fig. 2.7 A periodic square

grating of N stripes on a

rectangular aperture
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IP ¼ 2I0
L

2NlR

� �2
sinðNk0L sin y=2Þ
sinðk0L sin y/2Þ

� �2

sinc2 kL sin y/4ð Þ

1þ cosðkL sin y/2� dÞ½ � (2.44)

The diffraction efficiency of the square grating is

� ¼ 2

p

� �2
1� cos d
1þ cos d

� 2

p

� �2 k0
2ðn� 1Þ2d2

4
(2.45)

which can be compared with (2.43).

2.1.3 Linear vs. Quadratic Response and Detectability

An important issue for the detectability of small signals is whether linear sensitivity

(when signal intensity is proportional to the quantity to be detected), or quadratic

sensitivity (when signal intensity is proportional to the squared value of the

quantity) gives the best ability to detect small quantities. The answer to this

question is generally not fundamental, but depends on details of the noise sources,

which in turn usually depend on intensity. For example, diffracted intensity

depends on the square of the phase modulation induced by the biolayer, while

interferometric intensity (in quadrature) is linear in the phase modulation. Because

phase modulation caused by a biolayer is typically less than 1%, linear detection

has a much larger absolute modulation caused by a biolayer than diffraction does.

On the other hand, interferometric linear detection has a much higher background

(lower contrast) that can cause more noise. This is a basic trade-off between the two

types of biosensors: linear detection with high-background and low-contrast vs.

quadratic detection with low-background and high-contrast. As a general rule,

linear detection is more sensitive for detection of very sub-monolayer films in the

weak-signal limit, while quadratic detection can have better signal-to-noise in the

strong-signal limit.

To make these arguments more quantitative, consider three contributions to

the noise

I2N ¼ C2
RINI

2
BBWþ hnIBBWþ C0BW (2.46)

where BW refers to the detection bandwidth, and IB is the background intensity

incident on the detector. The first term is relative intensity noise (RIN), the second

term is shot noise and the third term is a system noise floor (usually electronic

noise). It is important to remember that these noise contributions are frequency

dependent, usually with a 1/f behavior at low detection frequencies, evolving into

white noise at higher detection frequencies. The linear dependence on signal

bandwidth is strictly true only for white noise. The signal is characterized by
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DIS ¼ I0C
ðLÞDfþ I0C

ðQÞDf2 (2.47)

where the first term is the linear dependence and the second term is quadratic, and

the intensity I0 is related to the average intensity on the detector. The signal-

to-noise ratio is then

S/N ¼ ðDISÞ2
I2N

¼ I20ðCðLÞDfþ CðQÞDf2Þ2
C2
RI

2
BBWþ hnIBBWþ C0BW

(2.48)

which can be interpreted in different limits. If RIN is dominant, then the S/N ratio is

independent of intensity. If shot noise is dominant, then the S/N ratio increases

linearly with intensity. If the system noise floor dominates, then the S/N ratio

increases quadratically with intensity. This general behavior of the S/N ratio was

discussed and shown in Fig. 1.10.

The relative importance of linear sensitivity vs. quadratic sensitivity depends on

the intensity dependence of the signal, and the relationship between I0 and IB. To
illustrate this, consider the classic performance of the two-port interferometer. The

background intensity is given by

IB ¼ I0
2
ð1þ m cos fÞ (2.49)

and the signal is obtained as

IB þ DIS ¼ I0
2
ð1þ m cosðfþ DfÞÞ

¼ I0
2
þ I0

m

2
½cos f cosDf� sin f sin Df�

¼ I0
2
þ I0

m

2
cosf 1� 1

2
Df2

� �
� I0

m

2
sin fDf (2.50)

The linear and quadratic coefficients are

CðLÞ ¼ �m

2
sin f

CðQÞ ¼ �m

4
cos f (2.51)

The S/N ratio for the simple interferometer is

S/N ¼ m2 sin fDfþ 1
2
cos fDf2

	 
2
C2
Rð1þ m cos fÞ2BWþ 2hnð1þ m cos fÞBWþ C0BW

(2.52)

When the detection is limited by RIN, then for optimized quadratic sensitivity to

exceed optimized linear sensitivity the condition
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m
2
Df2

CRð1� mÞ ffiffiffiffiffiffiffiffi
BW

p >
mDf

CR

ffiffiffiffiffiffiffiffi
BW

p (2.53)

should hold, which gives

Dfquad>2ð1� mÞ (2.54)

and a quadratic detection would be favored over linear only if the contrast m of the

interferometer can be constructed to be larger than

m>1� kðn� nmÞd
2

(2.55)

or m > 0.998 for 1 nm of protein in a water ambient. Otherwise linear detection in

quadrature is favored.

A different approach to this analysis sets a maximum practical contrast m, and
considers what phase bias f of the interferometer gives the largest S/N ratio. This

yields phase biases that are between p/2 and p, but approaching p as m approaches

unity, because of the suppression of the noise by suppressing the background

intensity. Indeed, most diffraction-based biosensors have a slight structural bias

that introduces a small linear dependence in addition to the quadratic dependence

of diffraction on the magnitude of the grating. This small linear dependence

can dominate the signal for small grating amplitudes, while giving a strong S/N
ratio because of the low background. This is shown in Fig. 2.8 for a two-mode

Fig. 2.8 S/N ratio for Df¼ 0.002 and a 0.01% RIN for a two-wave interferometer as a function of

phase bias for three contrasts of m ¼ 0.5, 0.95 and 0.98. A phase bias near p reduces the

background noise while still allowing a (small) linear response
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interferometer for contrasts of m¼ 0.50, 0.95 and 0.98. A phase bias near p reduces

the background noise while still allowing a (small) linear response. Diffraction-

based biosensors are discussed in Chap. 7.

2.2 Fourier Optics

Fourier optics provides a particularly useful point of view of diffraction.

The foundation of Fourier optics is the recognition that the Fraunhofer integral is

equivalent to a mathematical Fourier transform. Furthermore, a lens can perform

the equivalent of a Fourier transform under appropriate object and screen distances

relative to the focal length of the lens. This allows the far-field Fraunhofer condition

to be realized on focal planes of lenses in compact optical systems. Fourier optics

combines the power of Fourier analysis with the ease of use of lenses, leading to a

fruitful approach to understand image formation as well as diffraction phenomena.

To begin, an object is considered to be composed of a superposition of multiple

spatial frequencies with periodicities L and associated K-vectors. For quasi-planar
objects, the K-vectors lie in the object plane. An example of a single spatial

frequency is shown in Fig. 2.9, in which the object amplitude is

Fig. 2.9 A planar object consisting of a single spatial periodicity. The periodicities in the x and y
directions are Lx and Ly, with the associated spatial frequencies nx and ny
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f ðx; yÞ ¼ A exp i(Kxxþ Kyy)
� �

(2.56)

where the components of the K-vector are

Kx ¼ K � x̂ ¼ K cos f ¼ 2p
L

cos f ¼ 2p
Lx

¼ 2pnx

Ky ¼ K � ŷ ¼ K sin f ¼ 2p
L

sin f ¼ 2p
Ly

¼ 2pny (2.57)

The spatial frequencies that appear in the Fraunhofer integral and the Fourier

integral are

nx ¼ 1

Lx
ny ¼ 1

Ly
(2.58)

To see the connection between spatial periodicities and the Fourier transform,

consider a single harmonic grating

f ðx; yÞ ¼ A exp½i(Kxxþ Kyy)� ¼ A exp½i2pðnxxþ nyyÞ� (2.59)

The diffraction integral is

Edðyx;yyÞ¼
ðð

f ðx;yÞexp �i
2p
l
ðsin yxxþ sin yyyÞ

� �
dxdy

¼
ðð

A exp i2pðnxxþ nyyÞ
� �

exp �i
2p
l
ðsin yxxþ sin yyyÞ

� �
dxdy

¼Ad nx� sin yx
l

� �
; ny� sin yy

l

� �� �
(2.60)

which defines a delta function at the diffraction angles given by

sin yx ¼ lnx
sin yy ¼ lny (2.61)

This can be interpreted physically as a mapping of a unique scattering angle to a

unique point on the observation (Fourier) plane. In other words, all rays leaving the

object with a given angle converge to a single point on the Fourier plane. This

viewpoint becomes especially easy to visualize when a lens performs the Fourier

transform (see Fig. 2.12 below).
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2.2.1 Fresnel Diffraction

If f(x, y) is a combination of harmonics

f ðx; yÞ ¼
ð ð

Fðnx; nyÞ exp½i2pðnxxþ nyyÞ�dnx dny (2.62)

then the transmitted field just after the screen is

Esðx; y; zÞ ¼
ð ð

Fðnx; nyÞ exp½i2pðnxxþ nyyÞ� exp½ikzz�dnx dny (2.63)

where

kz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2x � k2y

q
¼ 2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

l2
� n2x � n2y

r
(2.64)

For small angles this is approximately

kzz ¼ 2pz
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l2n2x � l2n2y

q
� 2pz

l
� plzðn2x þ n2yÞ (2.65)

The transmitted field can then be written as

Esðx; y; zÞ ¼
ð ð

Fðnx; nyÞ exp½i2pðnxxþ nyyÞ� expðikzÞ exp½�iplzðn2x þ n2xÞ�dnx dny

¼
ð ð

Fðnx; nyÞ exp½i2pðnxxþ nyyÞ�Hðnx; nyÞdnx dny
(2.66)

where

Hðnx; nyÞ ¼ expðikzÞ exp½�iplzðn2x þ n2xÞ� (2.67)

is known as the free-space propagator in the Fresnel approximation.

The Green’s function solution (response to a delta function) for an impulse

function on the object plane is the inverse Fourier transform of the free-space

propagator

Gðx; y; zÞ ¼ 1

ilz
expðikzÞ exp ik

x2 þ y2

2z

� �
(2.68)
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so that the general scattered field at z is a convolution of the object function over the
Green’s function

Esðx; y; zÞ ¼
ð ð

f ðx0; y0ÞGðx� x0; y� y0; zÞdx0 dy0

¼ 1

ilz
expðikzÞ

ð ð
f ðx0; y0Þ exp ik

ðx� x0Þ2 þ ðy� y0Þ2
2z

" #
dx0 dy0 (2.69)

This is the Fresnel integral that can be used for general scattering problems,

including holography and lens-free imaging. Holographic reconstruction in digital

holography uses the Fresnel integral explicitly to reconstruct three-dimensional

aspects of an object. The scattering geometry with the object and observation plane

are shown in Fig. 2.10.

2.2.2 Optical Fourier Transforms

The Fresnel regime converts to the Fraunhofer (far-field) regime when the distance

to the observation plane is much larger than the size of the scattering object. The

cross-over condition is captured quantitatively in terms of the Fresnel number

NF ¼ a2

lL
(2.70)

where a is the size of the scattering object and L is the distance to the detection

plane. The scattering is in the Fresnel regime when NF > 1 (but still L � l), and in
the Fraunhofer regime when NF < 1. The cross-over is not a sharp threshold, so it is

Fig. 2.10 Fresnel diffraction geometry. A delta function on the object plane has an associated

Green’s function. Convolution of the object function f(x0, y0) with the Green’s function gives the

field at the observation plane
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best to satisfy NF � 1 to ensure that the scattering is the Fraunhofer regime. As an

example, a 10 mm object illuminated with visible light scatters to the Fraunhofer

regime for an observation distance greater than a millimeter.

In the far-field regime at a large distance L from the object screen the Fresnel

integral becomes

EFðx; yÞ ¼ 1

ilL
expðikLÞ exp ik

x2 þ y2

2L

� � ð ð
f ðx0; y0Þ exp �ik

xx0 þ yy0

L

� �
dx0 dy0

¼ 1

ilL
expðikLÞ exp ik

x2 þ y2

2L

� �
Fðnx; nyÞ

(2.71)

in which Fðnx; nyÞ is the Fourier transform of f(x, y), and where the spatial

frequencies of the object are identified as

nx ¼ x

lL
ny ¼ y

lL
(2.72)

This result has the important consequence that the far-field diffraction pattern is

proportional to the Fourier transform of the object modulation function. It is an easy

way to do a Fourier transform – just diffract to the far-field. However, it is usually

convenient to work with lenses, and these too perform an optical Fourier transform.

A single simple (thin) lens of focal length f can be viewed mathematically as

imposing a quadratic phase profile on an incoming wave by the transmission function

tðx; yÞ ¼ exp �ip
ðx2 þ y2Þ

lf

� �
(2.73)

The geometry of the Fourier lens is shown in Fig. 2.11 with the distance L from the

object to the lens, and with the observation plane a distance f from the lens. The

angle-to-point transformation that is achieved by a Fourier lens is illustrated in

Fig. 2.12. Using (2.73) in (2.71) gives

EFðx; yÞ ¼ 1

ilf
exp½ikðLþ f Þ� exp �ip

ðx2 þ y2ÞðL� f Þ
Llf

� �
F

x

lf
;
y

lf

� �
(2.74)

This is proportional to the Fourier transform of f(x, y), but with a quadratic phase

factor. When the object distance L ¼ f, then

EFðx; yÞ ¼ 1

ilf
expðik2f ÞF x

lf
;
y

lf

� �
(2.75)

which is the desired Fourier transform with a simple phase factor.
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2.2.3 Gaussian Beam Optics

In laser optics, one of the most common intensity distributions is the Gaussian

beam. This is a beam that has the transverse intensity profile given by

Iðx; yÞ ¼ S0 expð�ðx2 þ y2Þ/w2
0Þ (2.76)

Fig. 2.11 Configuration of a Fourier lens. When the object, lens, and observation plane are in a

1f–1f condition (both the object plane and the image plane are a distance f from the lens), then the

field on the observation plane (now called the Fourier plane) is the Fourier transform of the object

amplitude

Fig. 2.12 A Fourier lens in a 1f–1f configuration. All rays emitted from the object at a given angle

are focused by the lens to a point (actually a point spread function) on the Fourier plane
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with an integrated power

P ¼
ð ð

Iðx; yÞdx dy ¼ S0pw2
0 (2.77)

Because a Gaussian beam has a limited lateral extent, it self-diffracts into the far-

field, even without any aperture to diffract off of. This is an important part of the

principle of wave propagation. No matter how a field is spatially modulated,

whether by a physical aperture, or simply because fields are inhomogeneous,

these fields propagate as partial waves with relative phases and relative path lengths

that cause interference and hence diffraction.

For a Gaussian beam at its focal plane, the dimensionless field amplitude is

E ¼
ffiffi
I

p
¼

ffiffiffiffiffi
S0

p
expð�ðx2 þ y2Þ/2w2

0Þ (2.78)

and the diffraction integral is

Ed ¼ �i
ffiffiffiffiffi
S0

p ð1
�1

expð�ðx2 þ y2Þ/2w2
0Þeikx sin y eiky sin c dx dy (2.79)

This has the diffraction field

Eðy;CÞ ¼ �i
ffiffiffiffiffi
S0

p kw2
0

R
exp � k2w2

0

2
ðsin2 yþ sin2 cÞ

� �
(2.80)

which is again a Gaussian, but now expressed as an angular distribution in angles

y and C. When Fourier transformed using a lens of focal distance f, the field at

the Fourier plane is

Eðx0; y0Þ ¼ �i
ffiffiffiffiffi
S0

p 2pw2
0

fl
exp � 2p2w2

0

ðflÞ2 ðx02 þ y02Þ
 !

(2.81)

illustrated in Fig. 2.13 as the focal waist of a Gaussian beam. The intensity at the

Fourier plane is

Iðx0; y0Þ ¼ S0
2p
fl

� �2

w4
0 exp � 2p

fl

� �2

w2
0ðx02 þ y02Þ

 !
(2.82)
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with a beam radius given by

w0
0 ¼

fl
2pw0

(2.83)

This result is of special importance in Fourier optics. It expresses the inverse

relationship between the widths of Fourier-transform pairs of Gaussians. Tightly

focused beams are transformed into broad beams, and vice versa. This inverse

relation also holds generally for smooth non-Gaussian beams, but with different

numerical factors.

2.3 Dipoles and Rayleigh Scattering

The origin of all light-scattering phenomena is the interaction of the electric and

magnetic fields of a light wave with electric and magnetic multipole moments of

electrons in atoms and molecules. For optical interactions, the strongest interactions

are usually through the electric dipole interaction, which tends to be stronger than

the magnetic dipole interaction by the ratio e2=�hc ¼ 1=137. However, in cases in

Fig. 2.13 Profile of a focused Gaussian beam. The beamwaistw0 occurs at the focal plane at z¼ 0.

At distances large relative to the Rayleigh range z0 the beam converges or diverges with angle y0.
The beam evolution is self diffraction
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which the electric dipole interaction is not allowed for symmetry reasons, magnetic

dipole or other multipole moments can dominate. In this book, we consider electric

dipole interaction exclusively.

All molecules have a molecular polarizability, that is, a tensor relation between

the applied field and the structure and symmetry of the molecule

pi ¼ emaijE
j (2.84)

where aij is the molecular polarizability tensor and em is the isotropic dielectric

constant of the surrounding medium. Because protein molecules lack general

symmetry, the tensor polarizability is simplified through configurational averaging

to a scalar property relating the induced dipole moment to the applied electric field.

p ¼ emaE (2.85)

Many protein molecules are globular in structure, such as the immunoglobulins,

and to lowest approximation may be viewed as dielectric spheres. The polarizabil-

ity of a dielectric sphere of radius a is

Polarizability of a dielectric sphere:

a ¼ ðe� emÞ
ðeþ 2emÞ 4pe0a

3
(2.86)

where e is the dielectric function of the sphere. For comparison, the polarizability of

a metallic sphere is

Polarizability of ametallic sphere:

a ¼ 4pe0a3
(2.87)

Given an induced dipole moment p, the resulting dipole field is

Dipole field:

EðrÞ ¼ 3ðp � rÞr� r2p

4peme0r5
(2.88)

which falls off as the inverse cube of the distance from the dipole. The dipole field

of the dipole induced by an incident field is the origin of molecular scattering and

ultimately of the refractive index of a layer of biological molecules.

The first approximation for understanding molecular scattering is scattering in

the Rayleigh limit. The incident electric and magnetic fields in a dielectric medium

with km ¼ nmk0 are

Einc ¼ «0E0 e
ikmn̂0�x

Binc ¼ n̂0
vm

	 Einc (2.89)
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where n0 is the unit vector in the direction of the incident field. The scattered fields

from the induced dipole are

Esc ¼ k2m
eikr

4peme0r
½ðn	 pÞ 	 n�

Bsc ¼ 1

vm
n	 Esc (2.90)

where n is the unit vector in the direction of the scattered wave. The Poynting

vector is

S ¼ 1

m0
E	 B (2.91)

and the differential scattering cross-section is constructed from the Poynting vector

along the scattering direction

ds
dO

ðy;fÞ ¼ r2jS y;fð Þj2
1

2
vee0jE0j2

¼ k4m
ð4pee0Þ2E2

0

jpj2 1
2
ð1þ cos yÞ (2.92)

where y is measured relative to the incident k-vector direction.

Example: Small Dielectric Sphere in Vacuum

In the case of scattering by a small dielectric sphere, the induced dipole is

p ¼ 4pe0
e� 1

eþ 2

� �
a3Einc (2.93)

with a scattering cross-section

ds
dO

¼ k4a6
e� 1

eþ 2











2

je
 � e0j2 (2.94)

The scattering cross-section is decomposed into expressions for each incident

polarization relative to the scattering plane

dsk
dO

¼ k4a6

2

e� 1

eþ 2











2

cos2 y

ds?
dO

¼ k4a6

2

e� 1

eþ 2











2

(2.95)
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When these are averaged over polarization, they become

Rayleigh differential cross-section:

ds
dO

¼ k4a6
e� 1

eþ 2











2
1

2
ð1þ cos2 yÞ

(2.96)

with the familiar angular distribution of scattered light with symmetry between

forward-scattering and back-scattering. The differential cross-section is integrated

over all scattering angles to obtain the total cross-section

s ¼
ð
ds
dO

dO ¼ 8p
3
k4a6

e� 1

eþ 2











2

(2.97)

The scattering cross-section depends on the sixth power of the radius and on the

fourth power of the frequency. The cross-section has units of area, as seen when it is

expressed as

Rayleigh total cross-section:

s ¼ 8

3
ðkaÞ4 e� 1

eþ 2











2

 !
pa2

(2.98)

The effective scattering area of a dielectric sphere is proportional to the cross-

sectional area of the sphere, but reduced by the factor in parentheses in front. For

biological molecules with a radius of 1 nm and a dielectric constant of 2 the

reduction is approximately 2 	 10�10. The effective cross-section for such a

molecule is s ¼ 10�23 cm2.

Example: Small Dielectric Sphere in Water

There are many applications in which the dielectric sphere is in a water environ-

ment. It is important in this case to be clear about the vacuum k-vector k0, and the

medium k-vector, which is km ¼ nmk0. In addition, the dielectric water medium

modifies the polarization as

a ¼ ðe� emÞ
ðeþ 2emÞ 4pe0a

3 (2.99)

Therefore, the differential cross-section in water is

ds
dO

¼ e2mk
4
0a

6 e� em
eþ 2em











2
1

2
ð1þ cos2 yÞ (2.100)
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with the corresponding total cross-section (real dielectric function: no absorption)

s ¼ 8

3
ðkmaÞ4 e� em

eþ 2em











2

 !
pa2 (2.101)

Selected formulas for Rayleigh scattering are given in Table 2.1.

2.4 Refractive Index of a Dilute Molecular Film

Refractive index is a macroscopic property of a material that relates the phase

velocity of a light wave to frequency and wavelength through the expression

vp ¼ o
k
¼ c

nðoÞ (2.102)

In this section, we approach the derivation of the refractive index using concepts

from diffraction theory.

An apparent paradox arises in relation to the phase shifts experienced upon

scattering from a dipole and the phase shifts that are detected in the far-field that are

attributed to, or interpreted as, refractive index. The central paradox is that the

scattered wave from a dipole is in phase with the incident field. If the scattered field

and incident field have the same phase, then why is a phase shift detected in the far-

field? The answer to this paradox comes from diffraction theory (scalar Kirchhoff

diffraction suffices) due to the difference between a continuous field distribution

compared with the discrete scatterer. An outline of the physics is shown in

Fig. 2.14. Two phasor diagrams are shown, one in the near-field and one in the

far-field. In the near-field, the local field and the scattered field are in phase.

However, as the local field propagates to the far-field, it acquires a p/2 phase

shift, while the scattered field does not. Therefore, in the far-field, the scattered

field is in phase quadrature with the continuous field, which is manifested as a phase

shift. Mathematically, integrating the diffraction integral over a finite-size continu-

ous distribution yields a factor of -i, while a discrete delta-function scatterer simply

produces a spherical wave that propagates to the far-field without any phase shift.

Table 2.1 Rayleigh

scattering
In air In medium

a ¼ ðe�1Þ
ðeþ2Þ 4pe0a

3 a ¼ ðe�emÞ
ðeþ2emÞ 4pe0a

3

p ¼ e�1
eþ2

� �
4pe0a3Einc p ¼ e�em

eþ2em

� �
4peme0a3Einc

ds
dO

¼ k4a6 e�1
eþ2



 

2 1
2
ð1þ cos2yÞ ds

dO
¼ e2mk

4
0 a

6 e�em
eþ2em




 


2 1
2
ð1þ cos2yÞ

s ¼ 8
3
ðkaÞ4 e�1

eþ2



 

2� �
pa2 s ¼ 8

3
ðkmaÞ4 e�em

eþ2em




 


2� �
pa2

2.4 Refractive Index of a Dilute Molecular Film 75



2.4.1 Phase Shift of a Single Molecule
in a Focused Gaussian Beam

A single molecule in a tightly focused Gaussian beam will scatter light and impart a

small phase shift on the direct wave in the far-field. This phase shift is a direct

consequence of diffraction and interference. An interesting question is whether this

single-molecule phase shift might be detectable experimentally. The induced dipole

from (2.86) on the optic axis and on the focal plane of the Gaussian beam is

p ¼ e� 1

eþ 2

� �
a3E0 (2.103)

where the field on the optic axis is E0 ¼
ffiffiffiffiffi
S0

p
. The local scattered electric field is

then

Esc ¼ k2
eikr

r

e� 1

eþ 2

� �
a3

ffiffiffiffiffi
S0

p
(2.104)

This field is transformed to the Fourier plane using a lens of focal length f and
diameter D > 1

2p
fl
w0
. The power collected by this lens is

Fig. 2.14 Light scattering from a molecule and the p/2 phase shift. In the near field, the scattered

wave is in-phase with the incident field. In the far-field, a p/2 phase shift has occurred that places

the scattered wave in phase-quadrature with the original wave, representing a phase modulation

related to the refractive index
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Pscat ¼ p
4
D2 k

4

f 2
e� 1

eþ 2

� �2

a6S0 (2.105)

and the field at the Fourier plane is

Escat ¼ k2

f

e� 1

eþ 2

� �
a3

ffiffiffiffiffi
S0

p
(2.106)

The interfering fields (the original field plus the scattered field) at the Fourier

plane are now

E ¼ Escat þ E0

¼ k
ffiffiffiffiffi
S0

p
f

ka3
e� 1

eþ 2

� �
� iw2

0 exp � 2p2w2
0

ðflÞ2 ðx02 þ y02Þ
 !" #

(2.107)

The phase shift on the optic axis of the detected Gaussian field is given by

tan f � ka3

w2
0

e� 1

eþ 2

� �
(2.108)

For a molecule of radius a ¼ 3 nm with e ¼ 1.432 ¼ 2 at a wavelength of 500 nm

and a beam radius of 0.5 mm, this phase shift is about 1 	 10�7 radians.

To estimate how detectable this phase shift is, consider a situation when the p/2
phase shift between the Gaussian field and the scattered field is shifted to zero to

place it in the condition of constructive interference. Then the intensity at the

Fourier plane is

I ¼ k2S0
f 2

w4
0 exp � 4p2w2

0

ðflÞ2 ðx02 þ y02Þ
 !"

þ 2w2
0ka

3 e� 1

eþ 2

� �
exp � 2p2w2

0

ðflÞ2 ðx02 þ y02Þ
 !#

(2.109)

When this is integrated over the Fourier plane, it yieldsð
I da ¼ S0 pw2

0 þ 4pka3
e� 1

eþ 2

� �� �
(2.110)

and the relative modulation is

DI
I
¼ 4ka3

w2
0

e� 1

eþ 2

� �
(2.111)
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which is four times the value of the phase shift along the optic axis. One factor of

two is from the interference cross terms, and the other is from the integration over

the Gaussian profile. Therefore, for typical values of the parameters, the relative

intensity modulation from a single macromolecules is about one part per million.

The approximate shot noise that this corresponds to is a photon number of 1	 1012,

which is about 400 nJ. If this energy is detected in a millisecond detection time,

the power at the detector would be about 400 mW, which is an easy power level to

achieve with conventional photodiodes. Therefore, a single macromolecule could be

detected interferometrically under shot-noise-limited detection conditions.

2.4.2 Phase Shift from a Dilute Collection of Molecules

The effective phase shift of a collection of molecules in a Gaussian beam can be

obtained by extending the single-molecule result. The scattered field for a molecule

off the optic axis is

E0
scat ¼

k2

f

e� 1

eþ 2

� �
a3

ffiffiffiffiffi
S0

p
expð�r2=2w2

0Þ expðikxx0/f Þ expðikyy0/f Þ (2.112)

where the primed coordinates are in the Fourier (detection) plane, and the unprimed

coordinates are in the focal plane. The contribution of a distribution of molecules

is obtained using the integration

ð1
0

2pr e�r2=2w2
0 dr ¼ 2pw2

0 (2.113)

to give, for a surface density NA ¼ N=pw2
0, the effective number of scatterers

N

pw2
0

2pw2
0 ¼ 2N (2.114)

The phase is then

tan f � 2N
ka3

w2
0

e� 1

eþ 2

� �
(2.115)

This is turned into an effective index of refraction for a layer with a thickness

equal to 2a as

f � 2N
ka3

w2
0

e� 1

eþ 2

� �
¼ kðnav � 1Þ2a (2.116)
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or

nav ¼ 1þ N
a2

w2
0

e� 1

eþ 2

� �
¼ 1þ pNAa

2 e� 1

eþ 2

� �
(2.117)

where NA is the area number density (particles per area). This is restated in terms of

the volume fraction fv using

fv ¼ ð4=3Þpa3
2a

NA ¼ 2

3
pa2NA (2.118)

to give

nav ¼ 1þ 3

2
fv

e� 1

eþ 2

� �
(2.119)

which is consistent with the Maxwell Garnett effective medium in the Rayleigh

limit, which is described next.

2.5 Local Fields and Effective Medium Approaches

Effective medium theories seek to convert a distribution of discrete and stochastic

elements into an effective homogeneous medium that behaves with appropriately

averaged properties. For instance, the optical effects of a dilute dispersion of

particles on a surface (such as biomolecules in optical biosensors) can be treated

as if the particles constituted a thin layer having an average refractive index. These

approaches can never capture the “full” physics, especially when fluctuations

dominate the optical behavior, but they give a heuristic approach, usually with

analytic formulas that can be evaluated and compared against experiment.

2.5.1 Local Fields and Depolarization

The scattering from a dilute collection of scatterers as a function of increasing

scatterer density is straightforward until multiple scattering becomes significant. In

the case of discrete scatterers, the scattered field from each is added to the total field

self consistently as a new incident field that is scattered by the collection. To treat

this problem explicitly using self-consistent approaches is numerically exhaustive,

such as through the discrete dipole approximation [2]. A simpler approach, that

works well when the medium is dense, is a mean field approach that uses the mean
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local fields of neighboring induced dipoles as a depolarization field experienced by

an individual scatterer.

In the case of a spherical dielectric particle, the polarizability is the well-known

result

a ¼ 4pe0a3
ðe� emÞ
ðeþ 2emÞ (2.120)

The uniform field inside the particle is reduced from the field nearby as

Ein ¼ Enear þ P

3e0
(2.121)

If the material has high symmetry or is isotropic, then the average near-field is zero,

and the induced dipole moment of a molecule at the center is

p ¼ aemðEþ EinÞ (2.122)

For a collection of dipoles with number density N, the polarizability is

P ¼ Naem Eþ P

3e0

� �
¼ we0E (2.123)

Solving for w yields

w ¼ 1

e0

Naem

1� Naem
3e0

(2.124)

Using the relationship e ¼ 1þ w yields the Clausius–Mossotti relation

e� 1

eþ 2
¼ em

3e0

X
j

Njaj (2.125)

This expression includes the local fields generated by nearby molecules.

The Clausius–Mossotti relationship is most accurate for dilute systems such as gases.

However, it still holds as a heuristic relationship even for denser liquids and solids.

2.5.2 Effective Medium Models

There are many different approaches to effective medium approximations. Each is

equivalent in the dilute Rayleigh limit, but each is slightly different in the case of

mixtures of different materials. Furthermore, different approximations relate to
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different situations. For instance, small spherical inclusions distributed inside a

homogeneous medium are best approximated by Maxwell Garnett formula, while

two uniformly mixed phases are best approximated by the Bruggeman formula.

2.5.2.1 Maxwell Garnett

When the collection of scatterers is no longer dilute, but is not sufficiently dense or

symmetric to follow the Clausius–Mossotti relation, then a working alternative is

the Maxwell Garnett approximation. The Maxwell Garnett model assumes a col-

lection of small particles (inclusions) of material with bulk index n with radius
much smaller than a wavelength embedded in a medium with a thickness much
larger than the diameters of the spheres.

The average field is

Eh i ¼ ð1� f Þ Emh i þ
X
k

fk Ekh i (2.126)

where Emh i is the average field in the medium. The volume fraction of each particle

sums to the total volume fraction

X
k

fk ¼ f (2.127)

The average polarization is

Ph i ¼ ð1� f Þ Pmh i þ
X
k

fk Pkh i (2.128)

which is related to the average susceptibility tensor by

Ph i ¼ e0w
$
av Eh i (2.129)

The total self-consistent field now satisfies

ð1� f Þðe$av � e$mÞ Emh i þ
X
k

fkðe$av � e$Þ Ekh i ¼ 0 (2.130)

The next assumption is the central assumption of the Maxwell Garnett model. It

states that the uniform field inside the kth particle is related to the external uniform

field in the medium through the tensor relation

Ek ¼ l
$
kEm (2.131)
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for the tensor l
$
. The principal components of the l

$
tensor along the principal axes of

the ellipsoid are

lj ¼ em
em þ Ljðe� emÞ (2.132)

and the anisotropy factors Lj for spheroids are given in Table 2.2.

The self-consistent field equation is now

ð1� f Þðe$av � e$mÞ þ
X
k

fkðe$av � e$Þl$k ¼ 0 (2.133)

which is still a tensor expression with a sum over the individual particles in the

medium.

For a collection of randomly distributed spheroids, the tensor equation is

converted to a scalar equation for eav by integrating over all the particle

orientations. This gives

eav ¼ ð1� f Þem þ fbe
1� f þ fb

(2.134)

which is the final Maxwell Garnett equation.

The most important special cases for Maxwell Garnett are for spheres

b ¼ 3em
eþ 2em

(2.135)

eav ¼ em 1þ
3f e�em

eþ2em

� �
1� f e�em

eþ2em

� �
2
4

3
5 ¼ em

eð1þ 2f Þ þ 2ð1� f Þem
eð1� f Þ þ ð2þ f Þem

� �
(2.136)

An alternative expression for the Maxwell Garnett result is

eav � em
eav þ 2em

¼ f
e� em
eþ 2em

(2.137)

which captures the relationship of this model to the Clausius–Mossotti relation.

Table 2.2 Geometric factors

Prolate spheroids Oblate spheroids

b/a L1 L2 ¼ L3 a/b L1 L2 ¼ L3

0 (needle) 0 0.5 0 (disk) 1.0 0.0

0.2 0.056 0.472 0.2 0.750 0.125

0.4 0.134 0.433 0.4 0.588 0.206

0.6 0.210 0.395 0.6 0.478 0.261

0.8 0.276 0.362 0.8 0.396 0.302

1.0 0.333 0.333 1.0 0.333 0.333
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2.5.2.2 Bruggemann

The Maxwell Garnett formula is not symmetric with respect to the inclusions and

the matrix. It specifically applies to spheroids in a homogeneous medium. However,

in many situations, it is difficult to identify which material is the inclusion and

which is the matrix. In such a case, a slightly different effective medium model can

be used that is symmetric between the two phases. This is the Bruggeman model

that applies for a two-phase mixture

f
e� eav
eþ 2eav

¼ ðf � 1Þ em � eav
em þ 2eav

(2.138)

For dilute systems (of either phase) this gives the same result as Maxwell Garnett to

lowest order. This expression is easily extended to multi-component systems by

X
j

fj
ej � eav
ej þ 2eav

¼ 0 (2.139)

where the fj are the individual fractions of the different components.

2.6 Mie Scattering

Many approaches to optical biosensors use nanoparticles and gold and glass beads,

which can be large and outside of the Rayleigh limit. When their size approaches an

appreciable fraction of a wavelength of light, they enter into the Mie, or resonant

scattering, regime. Of special interest are spherical particles and their light-scattering

properties.

2.6.1 Spherical Particles

The relationship between the incident fields and the scattered fields is

Eks
E?s

� �
¼ eikðr�zÞ

�ikr

S2 0

0 S1

� �
Eki
E?i

� �
(2.140)

where parallel k and perpendicular ? relate to the scattering plane. The scattering

matrix elements are

S1 ¼
X
n

2nþ 1

nðnþ 1Þ ðanpn þ bntnÞ (2.141)
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S2 ¼
X
n

2nþ 1

nðnþ 1Þ ðantn þ bnpnÞ (2.142)

and the series are terminated after a sufficient number of terms. In the forward

direction S1(0
�) ¼ S2(0

�) ¼ S(0�).
The angle-dependent functions are

pn ¼ P1
n

sin y
tn ¼ dP1

n

dy
(2.143)

where

P1
n ¼ � dPn

dy
(2.144)

is the derivative of the Legendre polynomials Pn.

The Mie coefficients are

an ¼ mcnðmxÞc0
nðxÞ � cnðxÞc0

nðmxÞ
mcnðmxÞx0nðxÞ � xnðxÞc0

nðmxÞ
(2.145)

bn ¼ cnðmxÞc0
nðxÞ � mcnðxÞc0

nðmxÞ
cnðmxÞx0nðxÞ � mxnðxÞc0

nðmxÞ
(2.146)

where m ¼ n/nm is the relative refractive index of the particle relative to the

surrounding medium, and the functions are defined as

cnðrÞ ¼ rjnðrÞ xnðrÞ ¼ rhð1ÞnðrÞ (2.147)

The spherical Bessel functions are

jnðrÞ ¼
ffiffiffiffiffiffi
p
2r

r
Jnþ1=2ðrÞ ynðrÞ ¼

ffiffiffiffiffiffi
p
2r

r
Ynþ1=2ðrÞ (2.148)

These are combined into the spherical Hankle functions

hð1Þn ðrÞ ¼ jnðrÞ þ iynðrÞ (2.149)

The scattering cross-section is

Csca ¼ 2p
k2

X
n

ð2nþ 1Þðjanj2 þ jbnj2Þ (2.150)
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and the extinction cross-section is

Cext ¼ 2p
k2

X
n

ð2nþ 1ÞReðan þ bnÞ (2.151)

For a particle that is small relative to the wavelength, the scattering matrix

elements are

Rayleigh particle scattering coefficients:

S1 ¼ �ix3 m2�1
m2þ2

S2 ¼ �ix3 m2�1
m2þ2

cos y

(2.152)

where x¼ nmk0a¼ kma. These may also be expressed in terms of polarizability a as

S1 ¼ �ik3ma
4pe0

(2.153)

using the polarizability

a ¼ 4pe0a3
esph � em
esph þ 2em

(2.154)

Note that the scattered far-field of the Rayleigh particle is purely real and positive if

the particle dielectric constant is purely real. The exciting local field (assume a

focused Gaussian beam) is also real, but acquires a p/2 phase shift upon free-space

propagation to the far-field. Therefore, a nonabsorbing Rayleigh particle in a

nonabsorbing medium induces a phase shift on the combined scattered and original

wave in the far-field.

2.6.2 Effective Refractive Index of a Dilute Plane of Particles

The effective refractive index of a dilute collection of Mie scatterers detected in

transmission is obtained by generalizing (2.107) to a collection of particles. This is

a mean scattered field approach, and differs in its predictions from effective

medium models like Maxwell Garnett. The mean scattered field approach is better

suited to describe effective scattering properties of particles on surfaces. The total

field in the far-field of a single particle on the optic axis is

EðyÞ ¼ k
ffiffiffiffiffi
S0

p
f

SðyÞ
�ik2

� iw2
0 expð�k2w2

0y
2/2Þ

� �
(2.155)
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When there is an area density of spherical scatterers, the integral over the particle

density weighted by the Gaussian incident field is

NA

ð1
0

e�r2=2w2
02prdr ¼ 2pNA w2

0 (2.156)

then the total far-field becomes

EðyÞ ¼ k
ffiffiffiffiffi
S0

p
f

2pNAw
2
0

SðyÞ
�ik2

� iw2
0 exp � 2p2w2

0

l2
y2

� �� �
(2.157)

The field on the optic axis (y ¼ 0�) is

Eð0Þ ¼ k
ffiffiffiffiffi
S0

p
f

ð�iw2
0Þ 1� 2pNA

k2
Sð0Þ

� �
(2.158)

If this is compared with the extinction of a wave in a homogeneous medium with

refractive index nav

Eð0Þ ¼ E0 e
ikdðnav�1Þ � E0ð1þ ikdðnav � 1ÞÞ (2.159)

the average refractive index is

nav ¼ 1þ i
2pNV

k3
Sð0Þ (2.160)

where NV ¼ NA/d is the equivalent volume density. The real and imaginary parts of

the effective refractive index n ¼ n0 þ ik are

n0av ¼ 1� 2pNV

k3
ImfSð0Þg

kav ¼ 2pNV

k3
RefSð0Þg (2.161)

In terms of the volume fraction

fV ¼ 4p
3
NVa

3 (2.162)

these are

n0av ¼ 1� 3fV
2k3a3

ImfSð0Þg

kav ¼ 3fV
2k3a3

RefSð0Þg (2.163)

86 2 Diffraction and Light Scattering



In the Rayleigh limit, with

Sð0Þ ¼ �ik3a3
m2 � 1

m2 þ 2
(2.164)

in a medium with index nm and relative index m ¼ n/nm, these are

n0av ¼ nm þ 3

2
fVRe

m2 � 1

m2 þ 2

� �

kav ¼ 3

2
fVIm

m2 � 1

m2 þ 2

� �
(2.165)

The effective index is linear in the volume fraction fV in this limit. For denser

dispersions, local screening modifies these values and more general approaches

must be used, such as generalized Mie theory [3]. Equation (2.165) is consistent

with Maxwell Garnett in the dilute limit.

2.7 Nanoparticle Light-Scattering

Nanoparticles have become essential tools for biomedical research. They are used

in two main applications: (1) light scattering or emitting labels to image molecular

and cellular processes and (2) drug delivery vehicles. In the labeling application,

the distinct signature of the light scattering provides specific identification of the

nanoparticle density and distribution within a biological sample. In the drug

application, light scattering can track the transport and clearing of the drug delivery

vehicles.

There are many varieties of biomedical nanoparticles. The simplest are nano-

beads that are dielectric spheres that scatter light through Rayleigh or Mie scatter-

ing. These beads can be transparent, or dyed with dye molecules (chromophores)

having identifiable absorption spectra. Beads also can be fluorescent emitters that

are detected using fluorescence interference microscopy. Among the brightest

nanoparticle emitters are semiconductor quantum dots. The emission wavelengths

of quantum dots are tuned by controlling the size of the semiconductor particle

using quantum confinement effects to shift the electron quantum states. Gold and

silver nanoparticles scatter light resonantly (and hence strongly) through surface

plasmon oscillations that are excited by the incident light fields. The optical

properties of these nanoparticles are tuned by selecting a wide variety of sizes

and shapes, from nanorods to nanostars.
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2.7.1 Quantum Dots

Quantum dots are semiconductor nanocrystals typically 2–10 nm in diameter.

Semiconductors have distinct and strong optical properties because of the bandgap

between valence states occupied by holes and conduction states occupied by

electrons. When an electron in the conduction band falls across the bandgap to

fill a hole in the valence band, light is emitted with a photon energy equal to the

energy that the electron loses in the process. For large nanocrystals, the energy is

approximately equal to the bandgap between the top of the valence band and the

bottom of the conduction band

�hog ¼ hc

lg
¼ Eg ¼ Ec � Ev (2.166)

One of the important properties of quantum dots is the size dependence of the

emission wavelength. This is caused by quantum confinement effects on the

electrons and holes. In quantum mechanics, when a particle is confined to a finite

volume, there is a quantum energy associated with the confinement. The stronger

the confinement, the larger the confinement energy. Therefore, as the quantum dots

get smaller, the emission wavelength shifts to the blue (higher energy).

The structure of a luminescent quantum dot is illustrated in Fig. 2.15 for a CdSe

nanocrystal encased in a CdS shell. The shell reduces surface recombination that

Fig. 2.15 Luminescent quantum dot structure. A CdSe nanocrystal is encased in a CdS shell to

prevent nonradiative surface recombination. The photon energy of the luminescence is determined

by the bandgap and by quantum confinement of the electrons in the conduction band and the holes

in the valence band
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lowers the luminescence efficiency of the quantum dot. The emitted photon energy

is determined by the bandgap of the nanocrystal plus the quantum confinement.

For a spherical quantum dot of radius R, the emission energy of the photon is

E � Eg þ �h2p2

2R2

1

m

e

þ 1

m

h

� �
� 1:786e2

4pe0eR
� 0:248ERy (2.167)

where the first term is the crystalline bandgap, the second term is the quantum

confinement energy for the electrons and holes, and the third and fourth terms are a

binding energy between the electron and hole caused by the Coulomb interaction

between the particles [4]. The bound state of the electron and the hole is called an

exciton, and the binding energy is the solid-state analog of the hydrogen atom. In

(2.167) m

e is the electron effective mass, m


h is the hole effective mass, e is the

dielectric constant, and ERy is the Rydberg energy of the exciton. The emission

energy of CdSe quantum dots as a function of radius is shown in Fig. 2.16 compared

with the numerical result of (2.167). Examples of absorption and emission for CdSe

quantum dots are shown in Fig. 2.17.

2.7.2 Gold and Silver Nanoparticles

Gold and silver nanoparticles are among the most commonly used particles in

labeling applications of light scattering and interferometry. These particles show

Fig. 2.16 CdSe luminescence energy from assorted experiments as a function of the quantum dot

radius. Reproduced with permission from [5]
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strong plasmonic resonances with plasmonically enhanced absorption and light

scattering. In the Rayleigh limit, the particles contribute to enhanced effective-

medium properties, while in the large Mie-scattering limit, they provide single-

particle detectability and finite-particle statistics in applications such as imaging and

laser scanning.

The plasmonic enhancements of gold and silver arise from the nearly free-

electron behavior of these noble metals. The dielectric functions for a free-electron

gas, including the bulk dielectric function eb ¼ 6þ i1:6, is

e1 ¼ ReðebÞ �
o2

p

o2 þ g2

e2 ¼ ImðebÞ þ io2
p

g=o
o2 þ g2

(2.168)

For gold, the plasmon energy is approximately �hop ¼ 7:5 eV, and the damping rate

is approximately �hg ¼ 0:25 eV. The free-electron functions for gold are shown in

Fig. 2.18. The real part of the dielectric function has a zero near 400 nm. This is not

near op ¼ 7.5 eV at a wavelength of 165 nm because of the background dielectric

function arising from interband transitions among the gold orbitals. There is also a

significant imaginary component caused by damping (scattering) of the free

electrons and from the interband transitions.

Free-electron models capture the rough behavior of real noble metals, but fail to

capture the contributions from interband absorption and the associated effects on

Fig. 2.17 Absorbance of CdSe quantum dots clad with ZnS as a function of wavelength for

increasing diameters of (a) 2.30, (b) 4.20, (c) 4.80, and (d) 5.50 nm. (Reproduced with permission

from [6])
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the refractive index. A more accurate parameterization for gold has been provided

in [7], including the role of the finite size of gold particles. As the particle size

decreases, the electron scattering by the surface increases, and the overall damping

of the plasmon resonance increases. This is parameterized as

gpðdÞ ¼
1

1/gpð1Þ þ 1/Ad
(2.169)

where A is a scattering parameter and d is the particle diameter in nanometers. The

total dielectric function can be expressed as

eðlÞ ¼ e1 � 1

l2pð1/l2 þ i/gplÞ

þ
X
i¼1;2

Ai

li

eif1

1/li � 1/l� i/gi
þ e�if1

1/li þ 1/lþ i/gi

� �
(2.170)

The first term is the plasmon contribution, while the second term is the contribution

from interband absorption. The parameters that best fit the data in [8] are given in

Table 2.3.

The real and the imaginary parts of the dielectric functions are plotted in Fig. 2.19.

Strong finite-size effects on the imaginary part occur for particle radii smaller than

40 nm. However, the real part is only significantly affected for radii smaller

than 10 nm.

Fig. 2.18 Real and imaginary components of the dielectric functions of gold assuming a

free-electron model
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The dipole moment of a sphere was given in (2.93). When the sphere is

embedded in a medium with dielectric constant em, it is

p ¼ 4peme0
e� em
eþ 2em

� �
a3Einc (2.171)

Therefore, when egold ¼ �2em a spherical nanoparticle has a plasma resonance that

occurs in both the absorption and the scattering cross-sections. The absorption

and scattering efficiencies of gold nanoparticles are calculated numerically using

Table 2.3 Parameters in the

parameterization of the gold

dielectric function by

Etchegoin [7]

Data parameters Value

e1 1.53

lp 145 nm

gpð1Þ 17,000 nm

A 170

A1 0.94

f1 �p/4
l1 468 nm

g1 2,300 nm

A2 1.36

f2 �p/4
l2 331 nm

g2 940 nm
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Fig. 2.19 Dielectric function of gold parameterized [7] and fit to the data [8]. The surface plasmon

resonance of a spherical nanoparticle in vacuum occurs when Re(e) ¼ �2
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Mie theory and (2.170) and shown in Fig. 2.20. A particle with a radius of 40 nm

shows a strong absorption resonance with enhanced scattering. Smaller particles

have broader resonances because of increased surface scattering of the free electrons,

and smaller efficiencies because theymove into theRayleigh limit. The particles begin

to move out of the Raleigh limit and into the Mie regime as the particle radii become

larger than about 50 nm. Experimental normalized absorbance of gold nanoparticles in

solution is shown in Fig. 2.21 from [9] for diameters from 9 to 99 nm. The resonance

shifts to longer wavelengths with increasing size.
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Fig. 2.20 Numerical simulations of the absorption and scattering efficiencies of gold nanoparticles

calculated using Mie theory and the gold dielectric function of (2.170)
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Chapter 3

Speckle and Spatial Coherence

Speckle is a ubiquitous phenomenon that arises during any quasi-monochromatic

interrogation of biological specimens, whether by spatial scanning of focused beams

or broad-field illumination, and whether using laser sources or low-coherence illumi-

nation. It is a direct manifestation of spatial interference among multiple waves that

have been scattered or refracted from a complex target sample. Speckle is detrimental

to high-resolution optical imaging, and many techniques are applied to mitigate its

effects. However, speckle is a form of self interference and hence is intrinsically an

interferometric phenomenon, and due to its interferometric sensitivity, speckle carries

information from the smallest scales of the target (organelles, membranes, vesicles,

etc.) to provide statistical information on subcellular structure and dynamics.

Dynamic speckle is speckle that is changing in time due to an active target.

If speckle is strongly fluctuating, it provides a means for natural speckle reduction

simply by time averaging, which makes dynamic speckle useful for its own

reduction [1]. But dynamic speckle can be used more directly. For instance,

dynamic speckle can be used to monitor blood flow [2–10] and can assess the

health of living tissue [11–14].

This chapter provides the mathematical and physical foundations for under-

standing the origins of speckle. Speckle is part of statistical optics, which provides

a formalism for identifying what information can be extracted from a speckle field.

A quantity known as speckle contrast is particularly important in biological and

biomedical imaging applications because it can be used to quantify fluctuating

properties of biological systems. Speckle holography is a powerful technique for

selecting and studying subsets of random speckle fields, such as by gating informa-

tion arising from a selected depth inside biological tissue by using low coherence.

Speckle is directly related to concepts of spatial coherence. Spatial coherence

causes the properties of the optical field to be correlated over characteristic length

scales. A key question about speckle is howmuch information it can provide about a

sample. In some cases it provides no information: fully developed speckle carries no

structural information and cannot be used for imaging to resolve details of the target.

D.D. Nolte, Optical Interferometry for Biology and Medicine, Bioanalysis 1,
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However, in cases when the speckle is not fully developed, and the spatial statistics

drift (nonstationary statistics), speckle can provide some spatial information. Alter-

natively, even fully developed speckle can have strong temporal fluctuations that

provide significant dynamic information about the activity of the target.

3.1 Random Fields

In the analysis of the statistical properties of speckle, it is helpful to consider a

random configuration of N discrete random sources that contribute to a total field.

Each specific configuration of N sources is called an instance, and a group of many

of these instances is called an ensemble. Each instance is randomly configured

within the statistical constraints of the physical system. The goal is to find how the

configuration-to-configuration variability depends on the number N of scatterers.

Many of the physical trends of speckle, and how speckle behaves in biological

imaging systems, can be uncovered in this way. This discrete approach is also the

starting point for a continuum approach to speckle, which is applicable to large

probe or coherence volumes.

The total field from N discrete sources (Fig. 3.1) is

ET ¼
XN
i¼1

Eie
if1 (3.1)

in which the amplitudes Ei of the fields are taken to be real-valued, and the phases fi

span the unit circle modulo 2p. Each of these are stochastic variables that are drawn
from a statistical probability distribution. This representation can be understood as a

Fig. 3.1 A configuration of N points scattering partial waves to the far field. A configuration of

N sources is one instance of an ensemble of many random configurations of N scatterers
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random walk in the complex plane, as shown in Fig. 3.2. Each source contributes a

phasor of length Ei and orientation defined byfi. In the special case when the phasor

length obeys a Gaussian probability distribution with variance dE2, and when the

phase is uniformly distributed on 2p, this process describes Gaussian diffusion.

The mean value of the field across an ensemble is

hETi � 0 (3.2)

because of the completely random orientations of the phase angles fi. However, the

variance in the field is nonzero and depends on the number of particles and on the

variance of the probability distribution.

When only the scattered fields are considered (without a reference wave),

this corresponds to a homodyne condition. The intensity from a single instance of

N sources is

IHom ¼ jEHomj2 ¼
XN
i¼1

Eie
if1

�����
�����
2

¼
XN
i¼1

jEij2 þ
X
i 6¼j

EiEj cosðfi � fjÞ (3.3)

Fig. 3.2 A random walk of phasors on the complex plane define a Gaussian diffusion process.

The homodyne condition occurs when there is no background or reference wave. The heterodyne

condition adds a constant reference phasor E0 to the diffuse field
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In the ensemble average, the second term averages to zero because of the random

phases in the exponent. Therefore,

IHomh i ¼
XN
i¼1

jEij2 ¼ NdE2 (3.4)

This simple result shows that the average intensity depends linearly on the number

N of sources, which is the result of an incoherent sum. The configuration-to-

configuration fluctuations in the average intensity are

DI2 ¼ hI2Homi � hIHomi2 (3.5)

The expression for I2Hom is

I2Hom¼
XN
i¼1

Ii þ
X
i 6¼j

EiEj cosðfi � fjÞ
 !2

¼
XN
i;j¼1

IiIj þ cross terms

hI2Homi ¼ 2N2dE4 (3.6)

because the cross-terms average to zero and the factor of 2 comes from adding two

random Gaussian distributions. The variance of the intensity is

DI2¼ 2N2dE4 � N2dE4

¼ N2dE4

¼ hIHomi2 (3.7)

This is the important result that, for a Gaussian diffusion process on the complex

plane, the fluctuations in the homodyne intensity are equal to the average intensity

DIHom ¼ hIHomi (3.8)

These results are easily extended to the case when the random fields are added to

a constant (reference) field for a heterodyne condition

EHet ¼ E0e
if0 þ

XN
i¼1

Eie
if1 (3.9)
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where f0 is the reference phase. The intensity of the configuration is

IHet¼ jEHetj2 ¼ E0e
if0 þ

XN
i¼1

Eie
if1

�����
�����
2

¼ I0 þ 2E0

XN
i¼1

Ei cosðf1 � f0Þ þ
XN
i¼1

E2
i þ 2

X
i 6¼j

EiEj cosðfi � fjÞ (3.10)

The ensemble average is

hIHeti ¼ I0 þ NdE2 ¼ I0 þ hIHomi (3.11)

When the magnitude E0 is much larger than dE then

DI2Het¼ I20 þ 2NE2
0dE

2 � I20

¼ 2NI0dE2 (3.12)

for which the heterodyne intensity fluctuations are

DIHet ¼
ffiffiffiffiffiffiffiffiffiffi
2NI0

p
dE (3.13)

In this case with a strong reference wave, the intensity fluctuations scale as the

square root of the number of sources.

3.2 Dynamic Light Scattering (DLS)

Any motion of (or in) a scattering target causes dynamic light scattering (DLS).

This motion can be uniform, such as directed drift of organelles along cytoskeletal

tracks in cells, random, such as Brownian motion of small particles, and active, such

as the undulations of cell membranes driven by the cytoskeleton. The motions of the

target components produce time-varying changes in the phase of the scattered partial

waves. Because scattering targets are composed of many components, each of which

may be executing uniform or randommotions, the phase drift of all the partial waves

causes time-varying interferences that lead to intensity fluctuations.

The goal of DLS experiments is to separate the fluctuating light intensities into

contributions from: (1) different types of scattering objects within the target

(mitochondria, nucleus, membrane, etc.), and (2) separate types of motion (drift,

diffusion or active). This separation is made possible, in part, by the angular depen-

dence of light scattering that depends on the sizes and shapes of the scattering

components, and in part by the different fluctuation spectral signatures of random

vs. directed motions.
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DLS is caused by the change in the optical phase of the scattered light as the

particle moves. For instance, the field scattered from a single moving particle is

EðtÞ ¼ Es expð�iðkf � kiÞ � rðtÞÞ (3.14)

As the position r(t) of the particle changes, the phase of the scattered light changes.
The difference in phase from one position to the next is

Df¼ �ðkf � kiÞ � ðrðt2Þ � rðt1ÞÞ
¼ �ðkf � kiÞ � Dr
¼ �q � Dr (3.15)

where q ¼ ðkf � kiÞ is the scattering vector. The direction of the initial k-vector
defines y ¼ 0, and the magnitude of q for a scattering angle y is

q ¼ 2k sin
y
2
¼ k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� cos yÞ

p
(3.16)

For a collection of N particles, the fluctuating scattered field is

EðtÞ ¼
XN
n¼1

Es
n expð�iq � rnð0ÞÞ expð�iq � DrnðtÞÞ (3.17)

where rn(0) sets the instantaneous phase and Dr(t) are the fluctuations.
As for static speckle, the two general scattering configurations for DLS are

homodyne and heterodyne configurations. In homodyne, only the scattered light

is detected, without any contribution from the original unscattered illumination

field. In heterodyne detection, part of the original illumination field interferes with

the scattered light. These configurations are shown in Fig. 3.3. This distinction

Fig. 3.3 Homodyne vs. heterodyne detection configurations for dynamic light scattering.

For short-coherence interferometry, the reference must be path-matched to the signal light
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between heterodyne and homodyne is important, because it is the difference

between detecting field-based fluctuations vs. intensity-based fluctuations, respec-

tively. Because of the squared relationship between field and intensity, the statistics

of homodyne detection are different than the statistics of heterodyne detection.

3.2.1 Heterodyne: Field-Based Detection

In field-based detection, the mixing of the scattered field with a reference field

produces the net field

EðtÞ ¼ E0 þ
XN
n¼1

En expð�iqxnð0ÞÞ expð�iqDxnðtÞÞ (3.18)

where the fields are assumed to be detected through a polarizer, and the coordinate x
is defined parallel to the scattering vector q. Time autocorrelation functions provide

a direct way to characterize the properties of dynamic speckle. To construct the

time autocorrelation function, the product of the field with itself is defined by

E�ð0ÞEðtÞ¼ E0þ
XN
n¼1

En expðiqxnð0ÞÞ
" #

� E0þ
XN
n¼1

En expð�iqxnð0ÞÞexpð�iqDxnðtÞÞ
" #

¼E2
0þE0

XN
n¼1

En expðiqxnð0ÞÞþE0

XN
n¼1

En expð�iqxnð0ÞÞexpð�iqDxnðtÞÞ

þ
XN
n¼1

E2
nexpð�iqDxnðtÞÞþcross terms (3.19)

If the particles are randomly positioned, then in the limit of large N the random

initial phases average to zero to yield

E�ð0ÞEðtÞ ¼ E2
0 þ

XN
n¼1

E2
n expð�iqDxnðtÞÞ (3.20)

The autocorrelation is obtained by taking an ensemble average of this quantity, or

by integrating over all time. (Ensemble averages and time averages are equivalent

under stationary statistics.) The stochastic sum is evaluated using a probability

distribution as
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hE�ð0ÞEðtÞi ¼
X
n

PðDxnðtÞÞE�ð0ÞEðtÞ (3.21)

where PðDxiðtÞÞ is the probability functional of the displacement Dx. This proba-
bility functional is determined by the physical process, such as diffusion or drift or

active transport. The autocorrelation is

hE�ð0ÞEðtÞi ¼ E2
0 þ

XN
n¼1

E2
nPðDxnðtÞÞ expð�iqDxnðtÞÞ (3.22)

and the stochastic sum is equivalent to an integral over the probability distribution

hE�ð0ÞEðtÞi¼ E2
0 þ NIs

ð1
�1

PðDxÞ expð�iqDxÞ

¼ I0 þ NIs FTðPðDxÞÞ (3.23)

where the autocorrelation is proportional to the Fourier transform of the probability

functional.

Different types of motion have different probability functionals:

Diffusion: For diffusion, the probability functional is

PDðDxiðtÞÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
4pDt

p expð�ðDxiðtÞÞ2=ð4DtÞÞ

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pDx2rms

p expð�ðDxiðtÞÞ2=2ðDx2rmsÞÞ (3.24)

which gives the diffusion autocorrelation function

AE
DðtÞ ¼ hE�ðtÞEðtþ tÞi � I0 ¼ NIs expð�q2DtÞ (3.25)

RMS velocity: For a Gaussian distribution of velocities, the probability functional is

PvðDxiÞ ¼ 1ffiffiffiffiffiffi
2p

p
vrms

expð�v2i =2v
2
rmsÞ ¼

1ffiffiffiffiffiffi
2p

p
vrms

expð�Dxi2=2v2rmst
2Þ (3.26)

which gives the autocorrelation function

AE
v ðtÞ ¼ NIs expð�q2v2rmst

2=2Þ (3.27)

Drift: For an average drift in a specific direction, the probability functional is

PvðDxiÞ ¼ 1ffiffiffiffiffiffi
2p

p
vrms

expð�ðvi � v0Þ2=2v2rmsÞ (3.28)
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which gives the drift autocorrelation function

AE
v ðtÞ ¼ NIs expð�q2v2rmst

2=2Þ cosðqv0tÞ (3.29)

where the cosine term is equivalent to a Doppler beat frequency. For all three cases

the motion is co-parallel to the scattering vector q, which gives all these dynamic-

light scattering correlation functions one-dimensional character, even though the

actual motion is in three dimensions. This is because the light scattering is only

sensitive to longitudinal motions and not transverse.

3.2.2 Homodyne: Intensity-Based Detection

For homodyne detection, there is no reference field, in which case the field is

EðtÞ ¼
XN
n¼1

Es expð�iqxnð0ÞÞ expð�iqDxnðtÞÞ (3.30)

and the intensity is

IðtÞ¼E�E¼
XN
n¼1

Es expð�iqxnð0ÞÞexpð�iqDxnðtÞÞ
�����

�����
2

¼NIsþ Is
X
i6¼j

expð�iqxið0ÞÞexpð�iqDxiðtÞÞexpðiqxjð0ÞÞexpðiqDxjðtÞÞ (3.31)

The intensity autocorrelation is constructed from the product of the intensity with

itself, neglecting terms of random phase in the large N limit, to be

I�ð0ÞIðtÞ¼ NIsþ Is
X
i 6¼j

expðiqxið0ÞÞexpð�iqxjð0ÞÞ
" #

� NIsþ Is
X
i 6¼j

expð�iqxið0ÞÞexpð�iqDxiðtÞÞexpðiqxjð0ÞÞexpðiqDxjðtÞÞ
" #

¼N2I2s þNI2s
X
i6¼j

expð�iqDxiðtÞÞexpðiqDxjðtÞÞ (3.32)

and averaged over the Gaussian joint probability distribution to give

hI�ð0ÞIðtÞi¼ N2I2s þ NI2s
X
i 6¼j

Pije
iqðDxiðtÞÞe�iqðDxjðtÞÞ

¼ N2I2s ½1þ expð�q22DxðtÞ2Þ� (3.33)
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This is a general expression for a Gaussian random process, and is related to the

heterodyne autocorrelation function through the Siegert relation (for single-mode

detection)

AIðtÞ ¼ N2I2s þ jAEðtÞj2 (3.34)

The homodyne results are therefore

Diffusion:

hI�ð0ÞIðtÞi ¼ N2I2s ½1þ expð�q22DtÞ� (3.35)

Maxwell velocity:

hI�ð0ÞIðtÞi ¼ N2I2s ½1þ expð�q2v2rmst
2Þ� (3.36)

Drift:

hI�ð0ÞIðtÞi ¼ N2I2s ½1þ expð�q2v2rmst
2Þcos2ðqv0tÞ� (3.37)

These simple expressions for the homodyne and heterodyne autocorrelation

functions each hold only under specific conditions. In all cases, the scattering density

is assumed to be dilute and without multiple scattering. The effects of multiple

scattering on DLS are discussed in Chap. 10 on the optical properties of tissues

which are optically thick. In addition, each expression is for a uniform type of

motion, but real biological systems are always a mixture of many types of scatterers

and many types of motion. For these reasons, the experimental autocorrelation

functions extracted from living systems tend to have less distinct signatures.

3.2.3 Fluctuation Power Spectra: Wiener-Khinchin Theorem

TheWiener-Khinchin theoremmakes a direction connection between autocorrelation

functions and spectral power density. The Wiener-Khinchin theorem states

SðoÞ ¼ FðoÞF�ðoÞ ¼ FT

ð1
�1

f ðtÞ f ðtþ tÞdtÞ ¼ FT(A(t))

0
@ (3.38)

Therefore, any information contained within the autocorrelation function is also

contained within the spectral power density. Because many random processes have

exponentially decaying correlations without specific frequency content, autocorre-

lation functions provide a natural way to characterize a dissipative system without

any additional need to consider the fluctuation power spectrum. But fluctuation

spectra do provide a different perspective on fluctuating systems. For instance,
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spectral analysis of complex systems that have many simultaneous processes and

several characteristic times sometimes can help isolate different contributions.

And for the specific case of systems with drift motions, the Doppler frequency is

captured directly in the spectrum. For these reasons, fluctuation spectra are useful

tools for studying biological systems, and can be used to isolate different types of

motion in living tissue, as in holographic tissue dynamics spectroscopy (TDS)

described in Chap. 12. A summary of the autocorrelation functions and power

spectra for diffusion and drift is given in Table 3.1. The characteristic shapes of

the spectral power density are shown in Fig. 3.4 for heterodyne spectra. The

diffusion spectral shape has a 1/o2 roll-off above the knee frequency. The Maxwell

distribution has a much sharper drop-off. The peak in the drift curve is at the Doppler

frequency.

Table 3.1 Autocorrelations and spectral densities for DLS

gð1ÞðtÞ gð2ÞðtÞ Sð1ÞðoÞ
Diffusion e�q2Dt 1þ e�q22Dt 1

p
1

1þo2=q2D

� �

Maxwell

velocity
expð�q2v2rmst

2=2Þ 1þ expð�q2v2rmst
2Þ 1

2p expð�o2=2q2v2rmsÞ

Maxwell with

drift
expð�q2v2rmst

2=2Þ
cosðqv0tÞ

1þ expð�q2v2rmst
2Þ

cos2ðqv0tÞ
1
2p expð�ðo� qv0Þ2=2q2v2rmsÞ

Fig. 3.4 Spectral power densities for diffusion, Maxwell velocity and Maxwell plus drift.

Diffusion is characterized by a 1/o2 roll-off with a knee frequency, while the Maxwell densities

have a sharp drop-off. The peak in the drift curve is at the Doppler frequency
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3.3 Statistical Optics

Speckle properties can be obtained more generally by using principles of statistical

optics. At the heart of statistical methods are probability distributions. For instance

pIðIÞ represents the probability of observing an intensity I in a speckle intensity

pattern, while pEðEÞ is the probability to detect the field amplitude E (assumed here

to be a real-valued positive amplitude). These probability distributions are related

through the basic relation

I ¼ jEj2 (3.39)

from which

pIðIÞ ¼ pEðEÞ dE
dI

����
���� ¼ 1

2
ffiffi
I

p pEð
ffiffi
I

p
Þ (3.40)

For instance, consider a Gaussian-distributed field amplitude

pEðEÞ ¼ E

s2E
exp � E2

2s2E

� �
(3.41)

When this is inserted into (3.40) the intensity distribution is

pIðIÞ¼
ffiffi
I

p

s2E
exp � I

2s2E

� �
1

2
ffiffi
I

p

¼ 1

2s2E
exp � I

2s2E

� �
(3.42)

The moments of this distribution are

hIqi ¼ ð2s2EÞqq! (3.43)

and the first moment is

hIi ¼ ð2s2EÞ (3.44)

Therefore

p
I;Hom

ðIÞ ¼ 1

hIi exp � I

hIi
� �

(3.45)
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which is called fully developed speckle with the important property

sI ¼ hIi (3.46)

such that the standard deviation of the intensity is equal to the mean intensity. The

contrast of a speckle field is defined as

C ¼ sI
hIi (3.47)

and hence fully developed speckle has unity contrast. For finite N (number of

scatterers), the contrast is

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

N

r
(3.48)

These results hold for a homodyne condition under Gaussian statistics.

For a heterodyne condition with a reference intensity Ir, the intensity distribution
is [15]

pI;HetðIÞ ¼ 1

hIsi exp � I þ Ir
hIsi

� �
I0 2

ffiffiffiffiffi
IIr

p
hIsi

� �
(3.49)

in which I0(x) is a modified Bessel function of the first kind order zero. This

distribution has the properties

hIi ¼ 1þ Ir
hIsi

� �
hIsi

sI ¼ hIsi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2

Ir
hIsi

s

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2 Ir

hIsi
q
1þ Ir

hIsi
� � (3.50)

The speckle contrast in the presence of a coherent reference is plotted as a function

of the reference-to-speckle ratio in Fig. 3.5. The speckle contrast survives up to high

reference levels, enabling high-background applications of speckle interferometry

and holography.
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3.4 Spatial Coherence

The probability functions of (3.40) and (3.49) for speckle patterns are distributed

spatially, which manifests itself as an average speckle size that depends on the

properties of the optical system. Speckle size is roughly synonymous with spatial

coherence length because it is the characteristic length over which the phase is

relatively constant at the observation plane. Speckle size depends on the optical

system and so is not an intrinsic property, but it usually depends on only a few

simple properties such as wavelength and distances and illuminated areas, and

therefore can be easily estimated in most cases.

3.4.1 Autocorrelation Function and Power Spectrum

The chief analytical tools of spatial coherence are the autocorrelation function and

its associated power spectral density. The quantitative behavior of these functions

provides many of the statistical properties of speckle patterns. Consider an emission

plane (a rough plane illuminated by a temporally coherent light source) and an

observation plane separated by the distance z (Fig. 3.6). The emission plane has

isotropic (or at least high-angle) emission from a finite area. The complex field

amplitude just to the right of the emission plane is f ðx0; y0Þ.

Fig. 3.5 Speckle contrast in the presence of a coherent reference intensity. The contrast falls

slowly (square-root) as a function of beam ratio, enabling speckle to survive up to high reference

backgrounds
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As we saw in (2.69) the amplitude at the observation plane for free-space

propagation in the paraxial approximation is

Eðx;yÞ¼ 1

ilz
eikzei

k
2zðx2þy2Þ

ðð
f ðx0;y0Þei k2zða2þb2Þe�ikzðxx0þyy0Þ dx0 dy0 (3.51)

which expresses a Fourier-transform relation (within a quadratic phase factor)

between f ðx0; y0Þ and Eðx; yÞ. The first-order speckle autocorrelation function we

seek is

gð1ÞðDx;DyÞ ¼
ÐÐ

Eðx; yÞE�ðx� Dx; y� DyÞ dx dyÐÐ
Eðx; yÞE�ðx; yÞ dx dy

¼
ÐÐ

Eðx; yÞE�ðx� Dx; y� DyÞ dx dyÐÐ
I(x; y) dx dy

(3.52)

This correlation can be related to the amplitude f ðx0; y0Þ using the convolution

theorem

Convolution theorem:

FT(A � B) ¼ FT(A)FT(B) (3.53)

to give

gð1ÞðDx;DyÞ ¼ FT�1ðj f ðx0; y0Þj2ÞÐÐ
I(x; y) dx dy

(3.54)

The condition for (3.51) and (3.54) to hold is the paraxial approximation for small

scattering angles. Within the paraxial approximation, these results apply equally

well for the near and the far fields, and hence also for Fourier-transform lenses.

Fig. 3.6 Emission and detection planes for formation of speckle patterns
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Using the intensity at the emission plane as

Iðx0; y0Þ ¼ j f ðx0; y0Þj2 (3.55)

then the first-order normalized amplitude correlation coefficient becomes

gð1ÞðDx;DyÞ ¼
ÐÐ

Iðx0; y0Þe�ið2p=lzÞðDxx0þDyy0Þ dx0 dy0ÐÐ
Iðx0; y0Þ dx0 dy0 (3.56)

This shows the simple relation between the first-order correlation function of spatial

coherence at the detection plane and the intensity distribution at the emission plane.

The top integral is simply a Fourier transform, and the bottom integral is the

normalization. The result for g(1) has Fourier spatial frequencies given by

nx ¼ Dx
lz

ny ¼ Dy
lz

(3.57)

But the correlation function is not in a frequency domain, but rather is in the space-

domain. The arguments Dx and Dy determine how much of a fluctuation remains at

a lateral distance Dx or Dy away. As the displacements increase, the residual

fluctuation tends to decrease.

The second-order (intensity) normalized correlation function is defined as

gð2ÞðDx;DyÞ ¼
ÐÐ

Iðx; yÞIðx� Dx; y� DyÞ dx dyÐÐ
I2ðx; yÞ dx dy (3.58)

which is related directly to the first-order correlation through the Siegert relation

gð2ÞðvÞ ¼ 1þ jgð1ÞðDx;DyÞj2 (3.59)

under the condition of full temporal coherence.

Intensity autocorrelation functions are related, through a Fourier transform, to

power spectra by the Wiener-Khinchin theorem

SIðnx; nyÞ ¼ hIi2
ðð

gð2ÞðDx;DyÞe�i2pðnxDxþnyDyÞ dDx dDy (3.60)

The resulting power spectral density is expressed in units of intensity squared per

unit spatial frequency squared

dI2 ¼ SIðnx; nyÞ dnx dny (3.61)

The results of this section are general for any value z as long as the paraxial

approximation is valid. One special case is when a Fourier-transform lens is placed

a distance f from the emission plane, and the observation is on the Fourier plane a

distance f from the lens. In this case z ¼ f for all of the formula of this section.
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Example: Gaussian Beam Illumination

The most common example (and the most easy to calculate analytically) is illumi-

nation by a Gaussian beam.

Iðx0; y0Þ ¼ S0 expð�ðx02 þ y0
2Þ=w2

0Þ (3.62)

The first-order (amplitude) correlation function is

gð1ÞðDx;DyÞ¼
ÐÐ

Iðx0; y0Þe�ið2p=lzÞðDxx0þDyy0Þ dx0 dy0ÐÐ
Iðx0; y0Þ dx0 dy0

¼ pw2
0e

�ð1=4Þð2pw0=lzÞ2ðDx2þDy2Þ

pw2
0

¼ exp � 1

4

2pw0

lz

� �2

ðDx2 þ Dy2Þ
 !

(3.63)

with a second-order (intensity) correlation

gð2ÞðDx;DyÞ ¼ 1þ exp � 1

2

2pw0

lz

� �2

ðDx2 þ Dy2Þ
 !

(3.64)

which has a lateral coherence diameter

dc ¼ lz
2pw0

(3.65)

The power spectrum is

PIðnx; nyÞ¼ I20

ðð
gð2ÞðDx;DyÞe�i2pðnxDxþnyDyÞ dDx dDy

¼ I20 dðnx; nyÞ þ 2p
lz

2pw0

� �2

exp � 1

2

lz
w0

� �2
 !

ðn2x þ n2yÞ
" #

(3.66)

with a coherence frequency given by

uc ¼ w0

lz
; kc ¼ 2pw0

lz
(3.67)

which is related to the inverse of (3.65) by a factor of 2p.
Examples of Gaussian speckle are shown in Fig. 3.7 for changing illumination

radiusw0¼ 64, 32, 16, and 8 mm for z¼ 1 cm and l¼ 500 nmwith a field-of-view of

5 mm. The second-order coherence function g(2) is shown in Fig. 3.8 for changing

illumination radius.
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3.4.2 Coherence Area

Diffraction from a screen or target is principally a two-dimensional process, and

speckles are generally non-isotropic. Therefore, a one-dimensional measure of

spatial coherence length can be artificial, while a two-dimensional coherence area

can be a better measure for spatial coherence. To arrive at a coherence area, start

with the normalized covariance function

cIðDx;DyÞ ¼ gð2ÞðDx;DyÞ � 1 (3.68)

and define the equivalent area of the normalized covariance function as

Ac ¼
ðð

cIðDx;DyÞ dDx dDy ¼
ðð

jgð1ÞðDx;DyÞj2 dDx dDy (3.69)

Fig. 3.7 Speckle intensities for Gaussian illumination of a random phase screen for changing

illumination radius w0 ¼ 64, 32, 16, and 8 microns for f ¼ 1 cm and l ¼ 500 nm with a field-

of-view of 5 mm
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For an illuminated area A with constant intensity, this yields

Ac ¼ ðlzÞ2
A

¼ l2

Os

(3.70)

where Os is the solid angle subtended by the illumination area as seen from the

observation point (Fig. 3.9). This assumes that the angular spread of the light

scattered from the illumination area is very broad. For a uniformly illuminated

circular aperture of diameter D, the coherence area is

Ac ¼ 4ðlzÞ2
pD2

(3.71)

Fig. 3.9 The coherence area on the observation plane is l2 divided by the solid angle subtended

by the emission area seen from the observation plane

Fig. 3.8 Second-order correlation functions for the speckle fields in Fig. 3.7 compared with the

theory of (3.64)
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and the diameter of the coherence area on the observation plane is

dc ¼ 4

p
lz
D

(3.72)

More generally, for an illumination that is not uniform, or an illumination area that

is not symmetric

Ac ¼ ðlzÞ2
ÐÐ

I2ða; bÞ da dbÐÐ
Iða; bÞ da db

� 	2 (3.73)

For a Fourier-transform lens, the equations are the same, but with the focal length f
substituted in for z.

3.4.2.1 Example: Gaussian Beam

For the Gaussian intensity distribution

Iðx0; y0Þ ¼ S0 expð�ðx02 þ y0
2Þ=w2

0Þ (3.74)

The coherence area is

Ac¼ ðlzÞ2
ÐÐ

I2ða; bÞ da dbÐÐ
Iða; bÞ da db

� 	2
¼ ðlzÞ2

2pw2
0

¼ 1

2p
z

w0

� �2

l2
(3.75)

Larger distances and smaller pinholes improve the coherence area in a coherent

optical system.

3.5 Speckle Holography

Speckle holography involves the interference of a coherent reference wave with a

speckle field. To start, it is simplest to consider light that is temporally coherent but

has spatial diversity (limited spatial coherence). Off-axis holography with a plane-

wave reference uses a finite crossing angle between the k-vector of the reference

wave and the optic axis of the speckle. In this case, each speckle will have interfer-

ence fringes. Although the phases of the fringes are different in each speckle, the

fringe periodicity is defined by the angle between the optic axis of the imaging optics

and the optic axis of the reference beam. The grating vector in the recording plane is

~K ¼ �ð~ks � ~krÞ (3.76)
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The fringe spacing is

L ¼ l
sin y

(3.77)

where y is the angle between the beam axes.

An example of a speckle hologram is shown in Fig. 3.10a, with interference

fringes from a coherent reference wave tilted at an azimuthal angle of 45	. The
fringes have the same orientations and periodicity from one speckle to another.

However, because the phase drifts from speckle to speckle, there are many

dislocations in the overall fringe pattern. The hologram in Fig. 3.10a is a Fourier-

domain hologram on the Fourier plane of the imaging system. The Fourier-trans-

form reconstruction of the hologram is shown in Fig. 3.10b. The two side-bands are

evident along with the zero-order. An example of an in-line speckle hologram is

shown in Fig. 3.11. The reference wave used for recording and reconstruction in

this case is a spherical wave.

The highest practical resolution in speckle holography is achieved when there

are approximately three fringes per speckle. This allows high resolution to be

retained when the hologram is demodulated. However, in the case of digital

holography, there is also the limit set by the size of the digital pixel. In general,

there should be approximately three pixels per fringe. Nyquist sampling requires

two pixels per fringe, but to avoid aliasing problems, three or four pixels are more

practical. Therefore, there are about ten pixels per speckle. Whether the hologram is

in the Fourier domain or the image domain, this limits the spatial resolution of the

reconstructed image.

3.6 Caustics

Biological tissue is macroscopically heterogeneous on length scales that are larger

than a wavelength of light. This causes refractive aberrations of light that can be

best understood from the point of view of geometric or ray optics. For instance, the

nuclei inside cells, and cells themselves, may act as microlenses that refract light

and focus or defocus it, much as ripples on the surface of a swimming pool refract

sunlight and cast the characteristic bright lines of focused light on the swimming

pool floor. These bright lines are called caustics, and are concentrations of rays by

the refractive surface. The same effect occurs in biological tissue, leading to

refractive aberrations of propagating light. This effect is sometimes called the

shower-glass effect, in which imaging resolution degrades linearly with increasing

depth of propagation through tissue. In the limit of the far field (in the Fourier

domain) these refractive aberrations produce caustics.

Caustics share many properties in common with speckle, but are not specifically

coherent phenomena. They are the ray-optics consequences of macroscopic random

refractive heterogeneities, just as speckle is the diffraction optics consequence of
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Fig. 3.10 (a) Fourier-domain speckle with coherent interference fringes from a reference wave

(black is high intensity). Each speckle has the same fringe spacing, but different relative phase.

(b) Fourier-transform of the Fourier-domain speckle hologram, showing the two sidebands plus

the zero-order
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microscopic refractive heterogeneities. Like speckle, they degrade imaging resolu-

tion by causing large intensity variances. In dynamic media, time-dependent

caustics are the ray-optics analog of dynamic speckle from DLS. When cellular

tissue is undergoing cell death, cells tend to ball up and tissue surfaces can ruffle.

These lead to time-dependent Fourier-domain caustics that participate together with

DLS speckle.

Caustics are understood mathematically as the envelope functions of multiple

rays that converge in the Fourier domain (angular deflection). These are points of

mathematical stationarity, in which the ray density is invariant to first order in

deviations in the refracting surface. The basic geometry is shown in Fig. 3.12 for a

ray incident on a nonplanar surface emerging into a less-dense medium. From

Snell’s law

sin y02 ¼ n sin y1

y02 
 ny1 (3.78)

where n is the relative index (ratio), and the small-angle approximation has been

made. The incident angle y1 is simply related to the slope of the interface dh/dx as

Fig. 3.11 Example of an in-line speckle hologram. The recording and reconstruction are

performed using a spherical reference wave
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tan y1 ¼ dh=dx

y1 
 dh=dx (3.79)

where the small-angle approximation is used again. The angular deflection relative

to the optic axis is then

y2
 y02 � dh=dx

¼ ny1 � dh=dx

¼ ðn� 1Þ dh=dx (3.80)

which is equal to the optical path difference through the sample.

In two dimensions, the optical path difference can be replaced with a general

potential

Fðx; yÞ ¼ ½nðx; yÞ � 1�hðx; yÞ (3.81)

and the two orthogonal angular deflections (measured in the far field on a Fourier

plane) are

yx ¼ @Fðx; yÞ
@x

yy ¼ @Fðx; yÞ
@y

(3.82)

These angles describe the deflection of the rays across the sample surface.

Fig. 3.12 Geometry for ray refraction at a nonplanar surface between an optically denser sample

and the surrounding medium. The deflection angle y2 is a function of the slope of the surface dh/dx
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Caustics are lines of stationarity, meaning that the density of rays is independent

of first-order changes in the refracting sample. The condition of stationarity is

defined by the Jacobian of the transformation from ðx; yÞ to ðyx; yyÞ, with

J ¼

@yx
@x

@yx
@y

@yy
@x

@yy
@y

���������

���������
¼ 0 or J ¼

@2F
@x@x

@2F
@y@x

@2F
@x@y

@2F
@y@y

���������

���������
¼ 0 (3.83)

When this condition is satisfied, the envelope function bounding groups of collected

rays is stationary to perturbations in the inhomogeneous sample.

Fig. 3.13 The potential function Fðx; yÞ in (a) and the corresponding Jacobian density in (b)

Fig. 3.14 (a) Angular caustics and (b) near-screen caustics
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An example of a random potential function Fðx; yÞ is shown in Fig. 3.13a. The

associated Jacobian density (1/J(x,y)) is shown in Fig. 3.13b. These regions on thewave
front contribute to the caustics in the far field. The far-field caustic, when the random

surface is illuminated by a plane wave, is shown in Fig. 3.14a. When the observation

screen is not at infinity, but is at some distance Z from the random surface, then near-

field caustics arise, as in Fig. 3.14b These types of caustics are commonly seen on the

bottom of a swimming pool on a sunny day.
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Chapter 4

Surface Optics

Many optical biosensors detect molecules that either are attached to a surface, or are

in close proximity to one. Therefore, understanding the optical properties of

surfaces, and how these properties affect molecular interferometry, is a central

topic of this book. Surfaces are planes of dielectric discontinuity that split the

amplitude of waves into transmitted and reflected partial waves (Fig. 4.1). Surfaces

impose electromagnetic boundary conditions that produce constructive or destruc-

tive interference of the incident and reflected waves. On the wrong type of surface

(unity reflection with a p phase shift, as for a metal surface), a thin protein film can

be entirely invisible to an incident plane wave (but not a surface wave), because the

electric field strength at the molecular layer is canceled by destructive interference

between the incident and reflected waves. In this situation, a light wave can pass

right through the layer without ever polarizing it, and hence never sensing any

change in the optical path length. This is perhaps the oldest and simplest form of

optical cloaking [1]. Conversely, on the right type of surface (a partial reflection

with a p/2 phase shift) a dilute dusting of biological molecules can produce easily

measurable signals in the far field, making this type of surface ideal for sensitive

detection of molecules [2].

4.1 Reflection from Planar Surfaces

When incident fields arrive at an interface at an oblique angle, as in Fig. 4.2,

the continuity equations take the form

ð. . .Þieið
~ki�~r�otÞ þ ð. . .Þreið

~kr �~r�otÞ ¼ ð. . .Þteið
~kt�~r�otÞ (4.1)

D.D. Nolte, Optical Interferometry for Biology and Medicine, Bioanalysis 1,
DOI 10.1007/978-1-4614-0890-1_4, # Springer Science+Business Media, LLC 2012
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Fig. 4.1 Many optical biosensors use light to probe thin molecular biolayers on solid dielectric

supports. The incident wave is split into numerous partial waves with relative phase differences

that interfere in the far field where the light is detected. The biolayer shifts these phases and

modifies the detected intensity

Fig. 4.2 Oblique incidence of an electromagnetic wave on an interface between two materials

with refractive indices ni and nt. The “plane of incidence” is the plane that contains the k-vectors
(the flat page in this case). This figure shows transverse-magnetic (TM) polarization because the

magnetic fields are perpendicular to the plane of incidence. This polarization is also known as

p-polarized light because the electric field is in the plane of incidence
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where the coefficients in parentheses are polarization components of the fields. This

general boundary condition must hold for all x, y and z and t, yielding the three-way
equality

~ki �~r ¼ ~kr �~r ¼ ~kt �~r (4.2)

These expression are statements of conservation of transverse photon momentum

Conservation of Transverse Momentum:

�hkik ¼ �hkrk ¼ �hktk (4.3)

The simple relations of (4.3) lead to the well-known Snell’s Law

Snell’s Law:

sin yi
sin yt

¼ nt
ni

(4.4)

and to the law of reflection

Law of Reflection:

yr ¼ yi (4.5)

When the four Maxwell equations are converted to the four electromagnetic

boundary conditions at the interface, the resulting Fresnel equations for the reflec-

tion and transmission coefficients are

The Fresnel Equations:

r? ¼ ni cos yi � nt cos yt
ni cos yi þ nt cos yt

rk ¼ nt cos yi � ni cos yt
ni cos yt þ nt cos yi

t? ¼ 2ni cos yi
ni cos yi þ nt cos yt

tk ¼ 2ni cos yi
ni cos yt þ nt cos yi

(4.6)

where the “perpendicular” or “parallel” signs relate to the electric field orientation

relative to the plane of incidence. When the electric field is perpendicular to the

plane of incidence, then this is known as TE-polarization, or s-polarization. When

the electric field is parallel to the plane of incidence, then this is known as TM-

polarization, or p-polarization. Alternative expressions for the Fresnel equations

entirely in terms of angles are

Alternate Fresnel Equations:

r? ¼ � sinðyi � ytÞ
sinðyi þ ytÞ rk ¼ þ tanðyi � ytÞ

tanðyi þ ytÞ

t? ¼ þ 2 sin yt cos yi
sinðyi þ ytÞ tk ¼ þ 2 sin yt cos yi

sinðyi þ ytÞ cosðyi � ytÞ

(4.7)
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The dependence of these coefficients on angle are shown in Figs. 4.3–4.5 for air

and glass (n ¼ 1.55). In Fig. 4.3, the incident medium is air. The p-polarized light

has a special angle yp, known as the Brewster angle, at which the reflectance goes to
zero. If unpolarized light is incident at this angle, then purely s-polarized light is

reflected. Note that at normal incidence (y ¼ 0o), the reflection coefficients have

opposite signs. This is an artifact of the sign convention chosen in Fig. 4.2.

Although this choice of sign is not “physical,” this convention must be maintained

in subsequent derivations, for instance of Mie scattering near a surface.

When the incident medium is glass and the wave is incident on air, then total

internal reflection (TIR) occurs above a critical angle for which the reflectance is

unity and the transmittance is zero. In the regime of total internal reflection, fields

still exist on the air side of the interface, with real and imaginary components that

introduce a relative phase shift that is important for waveguides. But they are not

propagating modes, and are confined near the interface. There is also an internal

Brewster angle for p-polarized light.

For interferometric derivations and applications, the complex reflection and

transmission coefficients are the relevant quantities, because they contain phase

information. Furthermore, the sign conventions that are implicit in the derivation of

the Fresnel equations must be consistent with the phase conventions chosen for

optical path lengths in interferometric devices, and with the phase conventions

chosen for scattering and diffraction. For instance, throughout this book, the plane

wave convention is chosen as c � exp ði~k �~r � iotÞ for all derivations. The reader
should be aware that this convention is not standardized, and that many textbooks

choose to place the minus sign in front of the space term rather than the time term.

Fig. 4.3 Reflection and transmission coefficients for a wave incident on glass from air. The

p-polarized light has a Brewster angle at which the reflection vanishes
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Fig. 4.5 Transmission coefficients for a wave incident on air from glass

Fig. 4.4 Reflection coefficients for a wave incident on air from glass. The reflectance goes to

unity at and beyond the critical angle for total-internal reflection. There is also an internal Brewster

angle for p-polarized light
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For simple intensity measurements of single-interface transmittance and

reflectance, the phase does not matter, and reflectance and transmittance are related

directly to the reflection and transmission coefficients through the expressions

R? ¼ r2?
Rk ¼ r2k

T? ¼ nt cos yt
ni cos yi

� �
t2?

Tk ¼ nt cos yt
ni cos yi

� �
t2k (4.8)

These quantities are plotted in Figs. 4.6 and 4.7 for the cases of Figs. 4.3–4.5 for

glass and air interfaces.

4.2 Reflectometry of Molecules and Particles

The reflection of light off of a surface carrying amolecular layer is an interferometric

process. In the limit of a dilute coverage, the light reflected from the surface can be

separated into a homogeneous reflection from the ideal surface plus light scattered

from the molecules. These fields interfere in the far field to generate a resultant

Fig. 4.6 Reflectance and transmittance for a wave incident on glass from air
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amplitude and phase related to the density of molecules on the surface. In the

opposite limit of a thin homogeneous layer, interference effects occur through the

partial waves reflected from each interface. Either way, molecular films on surfaces

produce interference effects that can be used to sense the presence or the change in

density of molecules in many types of optical biosensors.

4.2.1 Molecules on Surfaces

To understand the optical properties of a dilute dispersion of molecules on a

surface, it helps first to consider a single molecule scattering light in close proxim-

ity to a mirror with complex reflectance r(y). The scattering configuration is shown
in Fig. 4.8. The net scattering amplitude (neglecting optical path length associated

with the distance of the molecule from the surface) is

fnet ¼ fb þ ffr þ rff þ rfbr (4.9)

that constitutes four partial waves scattered from the molecule: a backscattered

wave, a forward scattered wave that is reflected, a reflected wave that is forward

scattered and a reflected wave that is backscattered and reflected again.

If r ¼ �1 (a perfectly conducting mirror with a nodal surface), then

fnet ¼ fb � ff þ fb � ff , and if the scattering is furthermore isotropic ( fb ¼ ff )
then the net scattering vanishes, and the molecule is invisible. On the other hand

Fig. 4.7 Reflectance and transmittance for a wave incident on air from glass
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if r ¼ +1 (an antinodal surface), then fnet ¼ fb þ ff þ fb þ ff , and if the scattering is

isotropic, then the net scattered field is 4 times larger than for the same molecule

scattering in free space.

For the more general case of a dielectric surface, the net scattering amplitude is

fnet ¼ fbð1þ r2Þ þ ff2r (4.10)

which, for isotropic scattering, becomes

fnet ¼ fscatð1þ rÞ2 (4.11)

In the far field, this scattered field is added to the unscattered field reflected from

the surface. The unscattered field has an additional p/2 phase acquired from the

diffraction integration over the continuous incident field (see Chap. 2). The effect

on the far field is then

Efar ¼ irE0 þ E0 fscatð1þ rÞ2

¼ irE0 1� i
fscatð1þ rÞ2

r

 !
(4.12)

with a phase contribution

freflect ¼ atan
Im ðir þ fscatð1þ rÞ2Þ
Re ðir þ fscatð1þ rÞ2Þ

" #
(4.13)

Fig. 4.8 Scattering by a molecule on a surface generates four partial scattered waves. The phase

of the reflection coefficient contributes to the relative phases of the partial waves that add and

interfere. These waves collectively interfere in the far field with the reflected unscattered wave
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The ultimate goal of surface interferometry, as for any type of interferometry, is

to transduce a phase change into a detectable intensity change. Here the goal is to

detect a change in intensity in the far field that is related to the molecular scattering

at the surface. The intensity in the far field for r ¼ r1 þ ir2 is

Ifar ¼ jEfarj2 ¼ jirE0 þ E0 fscatð1þ rÞ2j2

¼ jrj2 � 2fscatr2ð1� jrj2Þ
¼ R� 2fscatr2ð1� RÞ (4.14)

with a relative change in the reflected intensity

DI
I
¼ 2fscatr2

1� R

R
(4.15)

which depends linearly on the scattering fscat from the molecule. These results show

that the intensity modulation caused by the molecular scattering vanishes when the

reflectance equals unity, even though the phase modulation may be a maximum for

the case of r ¼ r1 ¼ +1. The maximum intensity modulation DI ¼ 0:77fscat is
attained for

jrj2 ¼ 0:582 ¼ 0:34 r1 ¼ 0

f ¼ p
2
¼ 1:57 r2 ¼ 0:58 (4.16)

The phase condition for maximum intensity modulation is equal to p/2, with a

34% surface reflectance. The p/2 phase shift on reflection places the reflected field

in phase quadrature with the light scattered from the molecule. This condition of

phase quadrature causes the scattered field to be detected directly as an intensity in

the far field where the light is detected. Therefore, for molecular detection on

surfaces, using either laser scanning or direct microscopy, a phase quadrature

condition is needed.

Silicon is a common substrate to use in a biosensor. However, in the case of bare

silicon the electric field at the surface is very small because r1 ¼ �0.57 and the

intensity modulation nearly vanishes for dilute molecular scattering. This is why

molecules on bare silicon surfaces are nearly invisible in normal-incidence reflec-

tance. However, when a thermal oxide is placed on silicon, choosing a thickness of

120 nm and a wavelength of 633 nm, then r1 ¼ 0.013 and r2 ¼ 0.33 with a phase of

1.5 rad (near phase quadrature) with jrj ¼ 0.33 and R ¼ 0.11, yielding an intensity

modulation DI ¼ 0:59fscat, which approaches the maximum value. This is why

thermal oxide on silicon is a nearly ideal surface from which direct detection in

reflection is made possible [3–5].
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4.2.2 Particles on Surfaces

Just as molecules on surfaces give rise to image dipoles in light scattering, particles

on surfaces give rise to similar effects. This particle scattering model is called the

double-interaction (DI) model [6, 7]. It takes the same form as molecular scattering,

but replaces fb and ff with Mie scattering coefficients S(p � y) and S(y), respec-
tively (Fig. 4.9). It also introduces a “shadow” function F(ka) which is a pheno-

menological way to include the partial screening of fields at the surface (Fig. 4.9).

When the Mie scatterer is placed on a surface the scattered fields reflect from the

surface, leading to four terms in the total scattered field. These are

Sðp�yÞe�ikdþ SðyÞrðyÞFðkaÞe�ikd� rð0ÞSðyÞFðkaÞeikd� rð0ÞSðp�yÞrðyÞF2ðkaÞeikdþ

(4.17)

where the path difference is

d� ¼ dð1� cos yÞ
dþ ¼ dð1þ cos yÞ (4.18)

and the center of the nanoparticle is a distance d above the reflecting surface.

The function F(ka) is a shadow function that is unity in the case of point-scatterers

Fig. 4.9 Surface scattering and reflection processes that contribute to the total scattering S.
The angle y is assumed small with near-normal incident light
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like molecules, but can vanish for large opaque particles that screen the field at the

surface. The forward and back scattering coefficients are complex quantities

Sðp� yÞ ¼ Sb

SðyÞ ¼ Sf (4.19)

With the complex reflection coefficient

r ¼ r0e
if (4.20)

the scattering amplitude is

S ¼ ðSbÞðe�ikdþ þ F2ðkaÞr20ei2feikd
þÞ þ ðSfÞr0eifFðkaÞðe�ikd� þ eikd

�Þ (4.21)

which represents the total scattering.

For illumination by a Gaussian beam, the total field in the far field is now

E ¼ k
ffiffiffiffiffi
S0

p
f

S

�ik2
exp �ðx02 þ y02Þ

2w2
0

� �
expð�ikx0x=f Þ expð�iky0y=f Þ

�

�irw2
0 exp � 2p2w2

0

ðflÞ2 ðx2 þ y2Þ
 !#

(4.22)

where (x0, y0) are the coordinates of the particle and (x, y) are the coordinates on the
Fourier plane.

When there is a surface density NA of spherical scatterers occupying a volume

fraction

fV ¼ 2p
3
NAa

2 (4.23)

the integral over the surface particle density weighted by the Gaussian incident field

is

NA

ð1
0

e�r02=2w2
02pr0dr0 ¼ 2pNAw

2
0 (4.24)

and the total far field in the nanoparticle double-interaction model becomes

E ¼ kw2
0

ffiffiffiffiffi
S0

p
f

3fV
S

�ik2a2
� ir

� �
exp � 2p2w2

0

ð flÞ2 ðx
2 þ y2Þ

 !
(4.25)

for an illuminating beam with beam radius w0.
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4.3 Surface Films

The preceding discussion is for highly dilute molecules or particles on a surface.

They do not constitute a thin film, but are isolated weak scatterers. In this limit, they

do not modify the waves in the substrate, and hence are in the first Born Approxi-

mation (they do not affect the incident wave). However, if the surface density grows

large enough, then the optical scattering takes on the properties of a thin film on the

surface. This film can be assigned a refractive index and a thickness as in effective

medium theories. Once a refractive index and thickness are assumed, these in turn

can be used as the properties of a solid dielectric film on a dielectric substrate.

Light incident on a film on a substrate is split at each interface into a series of

partial reflections. These all add coherently to yield the resultant reflected and

transmitted fields (Fig. 4.10).

The nth partial reflection amplitude is

rn ¼ t01t10r12ðr10r12Þnei ðnþ1Þd (4.26)

Fig. 4.10 Partial reflections for a single layer on a substrate. The infinite sum of the partial waves

leads to the transmitted and reflected fields
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where

d ¼ 4pn1d1 cos y1
l

(4.27)

The total reflection is the sum of all the partial reflections

r ¼ r01 þ t01t10r12e
id þ t01t10r12ðr10r12Þei2d þ t01t10r12ðr10r12Þ2ei3d þ � � �

þ t01t10r12ðr10r12Þnei ðnþ1Þd þ � � � (4.28)

Likewise, the nth partial transmission amplitude is

tn ¼ t01t12ðr12r10Þnei ðnþ1=2Þd (4.29)

and the total transmission is the sum of all the partial transmissions

t ¼ t01t12e
id=2 þ t01t12ðr12r10Þei3d=2 þ t01t12ðr12r10Þ2ei5d=2 þ � � �

þ t01t12ðr12r10Þnei ðnþ1=2Þd þ � � � (4.30)

The infinite series for reflection converges to

r ¼ r01 þ t01t10r12e
id

1� r10r12eid
(4.31)

and for transmission to

t ¼ t01t12e
id=2

1� r10r12eid
(4.32)

By using the relations from the Stoke’s treatment of reversibility

r01 ¼ �r10 (4.33)

and no absorption

1 ¼ ðt01t10 � r01r10Þ (4.34)

these become

r ¼ r01 þ r12e
id

1þ r01r12eid
(4.35)

and

t ¼ t01t12e
id=2

1þ r01r12eid
(4.36)
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These expressions are valid for both TE and TM incident fields, when using the

appropriate Fresnel reflection coefficients of (4.6).

4.3.1 Transfer Matrix

Multiple layers on a surface are encountered frequently in biosensor applications.

The reflection and transmission coefficients of light incident on a multilayer media

are derived from the transfer matrix approach, in which each interface of the

multilayer stack has a matrix associated with it.

The configuration of a multilayer stack is shown in Fig. 4.11. The incident

medium has index n0 and the substrate has index nn+1. This configuration has

n layers. The mth interface (overlying the mth layer) has the associated matrix

Cm ¼ eidm�1 rme
idm�1

rme
�idm�1 e�idm�1

 !
(4.37)

Fig. 4.11 A n-layer stack on

a substrate. Each interface has

an associated matrix. The

subsequent propagation is

described by an ordered

product of the transfer

matrices
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where the rm are the Fresnel reflection coefficients of (4.6) for the appropriate

incident polarization. The phase terms are

dm ¼ 2pnm cos ym
l

dm (4.38)

where l is the vacuum wavelength, ym is the angle in the mth layer, and the sum is

over the thicknesses of m layers. After passing through all interfaces, the resultant

matrix is the ordered product of the Cm matrices

C0 ¼ C1C2 . . .Cnþ1 ¼
cin b

cref d

� �
(4.39)

The reflection coefficient is

r ¼ cref
cin

(4.40)

and the transmission coefficient is

t ¼ t1t2 . . . tnþ1

cin
(4.41)

where the tm are the Fresnel transmission coefficients of (4.6) for the appropriate

incident polarization.

4.3.2 Biolayers on a Substrate

One of the most common configurations for a label-free biosensor is to immobilize

or capture a thin biofilm onto a surface. In the case of a DNA array, DNA molecules

are immobilized onto the surface, which then capture an additional amount of target

DNA molecules out of a sample. Similarly, in the case of a protein immunoassay,

antibodies are immobilized on a surface which then capture target molecules and

bind them to the surface. The change in the surface reflection amplitudes caused by

the immobilized or captured molecules can be measured directly in reflectance

measurements.

In principle, the added biolayer affects all the partial waves in all of the underlying

layers of the substrate, which may be composed of a multilayer dielectric stack.

However, in the limit of a thin layer (for instance amonolayer of protein), the resulting

reflection coefficient can be described simply as a function of the original reflection

coefficient. This simplifies the analysis because the underlying multilayer structure

contributes once to the original reflection coefficient, which is expressed simply in

terms of an amplitude and a phase r ¼ jrjeif.
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For a thin biolayer of thickness d on a (possibly multilayered) substrate, the

reflection coefficient is

rbiolayer ¼ rp þ rpse
id

1þ rprpseid
(4.42)

where rp ¼ rmp ¼ ðnm � npÞ=ðnm þ npÞ is the reflection coefficient of the ambient

medium interface with the protein layer, and rps is the reflection coefficient at the

interface between the protein layer and the substrate. The phase term in the

exponential is

d ¼ 4pnpd cos yp
l

(4.43)

We are most interested in the expression for the reflection coefficient when the

protein layer modifies the original reflection relative to the ambient medium, i.e., in

terms of r0 ¼ rms instead of rps. This is achieved using the basic identity

rij ¼ rik þ rkj
1þ rikrkj

(4.44)

to give

rps ¼ rpm þ rms

1þ rpmrms

(4.45)

Therefore,

rbiolayer ¼ rmpð1� rmprmsÞ þ ðrms � rmpÞeid
ð1� rmprmsÞ þ rmpðrms � rmpÞeid (4.46)

This reflection coefficient is referenced relative to the top of the protein layer.

However, in experiments, a convenient reference level is the top of the substrate.

Therefore, the difference in phase between a portion of the substrate carrying a

biolayer and a portion that is free of the biolayer is

Drbiolayer ¼ rpð1� rpr0Þ þ ðr0 � rpÞeid
ð1� rpr0Þ þ rpðr0 � rpÞeid � r0e

id0 (4.47)

where

d0 ¼ 4pnmd cos ym
l

(4.48)
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is the equivalent phase shift of the medium across the thickness d. The relative

quantity in (4.47) is what is measured in imaging biosensors and also in diffraction

biosensors.

In most situations, the biolayer thickness has molecular dimensions of

nanometers for which d is very small. The change in reflection can then be

expanded to give

Drbiolayer ¼ i
4pd
l

np cos yp
ðr0 � rpÞð1� r0rpÞ

ð1� r2pÞ
� nm cos ymr0

" #
(4.49)

Under the condition of s-polarization, (4.49) is further simplified to [2]

Thin Film Reflection:

rbiolayer ¼ r0 þ ð1þ r0Þ2
nm cos ym

pi
l
ðn2m � n2pÞdp (4.50)

This form can be recognized as the first Born approximation where the wave

reflecting from the original surface is unaffected by the layer, and the layer simply

contributes an additional scattered field.

The maximum change in imaging (intensity) contrast caused by the immobilized

biolayer comes by maximizing the relation

Im ½ð1þ r0Þ2r�0� ¼ Im ðr0ÞðR� 1Þ (4.51)

that reaches extrema of � 0:385 at r ¼ �0:577i (jrj is always less than 1). This

factor is plotted in Fig. 4.12 as a function of the amplitude of the reflection

coefficient and the phase of the reflection. The maximum occurs when the phase

of the original reflection is p/2, which provides a quadrature condition and produces
the maximum imaging contrast of a biolayer on a substrate. It is important to note

that these conditions are met closely by thermal oxide on silicon [4].

The reflection coefficient of the surface carrying the biolayer can be reexpressed as

rbiolayer ¼ r0 1þ ð1þ r0Þ2
r0nm cos ym

pi
l
ðn2m � n2pÞd

 !

	 r0 expðiDfbÞ (4.52)

where the shift in phase induced by the biolayer is

Thin Film Phase:

Dfb ¼
ð1þ r0Þ2

2r0

k0
nm cos ym

ðn2m � n2pÞd (4.53)

This expression replaces the overly simplistic approximation Df ¼ 2k0ðn� nmÞd
often assumed for the phase shift imposed by a thin layer on a reflecting surface.
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4.4 Surface Plasmons

Gold layers on surfaces support surface plasmons. These are propagating waves

that travel along the surface of the gold supported by charge oscillations in the free-

electrons of the gold metal. Surface plasmons were the source of the plasmon

resonance of gold nanoparticles in Chap. 2, and similar effects occur when

plasmons are launched on the surface of planar gold sheets. Biosensors based on

surface plasmon absorption are among the most common optical biosensors for

measuring binding kinetics from solution [8, 9].

4.4.1 Planar Gold Films

FromMaxwell’s equations, for TM-polarization, the relationship betweenEx andHy is

Ex ¼ �i
1

oe0e
@Hy

@z
(4.54)

Fig. 4.12 The imaging contrast factor of (4.51) plotted vs. the amplitude of the reflection

coefficient and the phase of the ambient reflection. The factor vanishes for both unity and zero

reflectance (from [2])
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A surface wave localized at the interface has the property of free propagation along

the interface, but exponential decay away from the interface. The field solution in

this case has the form

HyðzÞ ¼ Aeikxxe�kz1z; z> 0

HyðzÞ ¼ Aeikxxekz2z; z< 0
(4.55)

When this field is applied to (4.54) at the interface between two materials with

dielectric constants em and eg, and the continuity of the transverse electric field at

the interface is used (Fig. 4.13), the following condition is obtained

kz1
em

þ kz2
eg

¼ 0 (4.56)

Because kzi is positive for each material, this solution can only be satisfied when the

real parts of the dielectric constant have opposite signs. Hence, localized surface

waves only exist when one of the dielectric constants are negative, which is satisfied

by nearly free electron metals at frequencies below the plasma frequency of the

metal. Equation (4.56) is combined with the definition for the propagation constant

in each material,

Fig. 4.13 Plasmon field conditions at the boundary of a metal and a dielectric. Only TM incident

light polarization can generate surface plasmons, confined at the interface, that support longitudi-

nal electric fields caused by charge oscillations on the metal surface
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k2x � k2zm;g ¼ em;g
o
c

� �2
(4.57)

and is solved for the longitudinal component of the k-vector

kx ¼ o
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
emðoÞegðoÞ

emðoÞ þ egðoÞ

s
(4.58)

which is in general complex, consisting of a propagating part modulated by an

attenuation. The transverse k-vector is

kzm;g ¼ �i
o
c

em;gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
em;g þ eg;m

p (4.59)

which represents the decaying field into each medium (gold and substrate).

The decay lengths for plasmons on a gold–water interface are plotted in Fig. 4.14

as a function of wavelength. The decay length in the direction of propagation varies

from a few to tens of microns. The decay into the half spaces is much smaller. The

decay of the fields into the gold occurs in a short range of tens of nanometers, and

into the water is about 100 nm.

Fig. 4.14 Propagation length and field penetration lengths into water and gold at a gold–water

interface. Plasmons propagate only tens of microns along the surface before being attenuated. The

decay into the surrounding media is typically tens of nanometers into the gold, and up to several

hundred nanometers into the water
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4.4.2 Plasmon Polariton Coupling

Surface plasmons are excited by optical waves when the transverse component of

the light wave k-vector matches the k-vector of the surface plasmon. The most

common configuration for the coupling is through the use of a glass prism in the

Kreitschmann configuration, shown in Fig. 4.15. However, it is also possible to

match k-vectors by using a diffraction grating relief in the metal film.

The k-vector of the surface plasmon at the sample–gold interface, as a function

of frequency, is given by (4.58) and the transverse k-vector for light is

kt ¼ onp sin y=c (4.60)

where np is the refractive index of the substrate (prism). The coupling condition is

therefore

np sin y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
esðoÞeAuðoÞ

esðoÞ þ eAuðoÞ

s
(4.61)

When this equation is satisfied, then light couples into the surface plasmons. This is

detected as a decrease of the reflectance of the light from the gold surface, either as

a function of angle, or as a function of wavelength.

The plasmon k-vector is compared with the transverse k-vector of light in glass

in Fig. 4.16. When the real-part of the plasmon k-vector matches the k-vector of
light in the substrate, then the conditions are satisfied for launching a surface

plasmon. Because of dissipation in the gold, the plasmon coupling resonance is

not extremely narrow. The reflectance of TM-polarized light as a function of angle

is shown in Fig. 4.17 with and without a 3 nm biolayer. The presence of the biolayer

shifts the resonance condition. The amount of shift is linearly proportional to the

protein thickness, which can be calibrated accurately because of the sharp reso-

nance condition.

Fig. 4.15 Plasmon polariton coupling for Kreitschmann (top) and grating (bottom). Note the

figure is not to scale: the plasmon propagation distance is only tens of microns
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Fig. 4.16 Transverse k-vector for the optical wave in the glass prism incident at an angle of 75
,
compared with the real and imaginary parts of the surface plasmon k-vector. The sample on the

gold is water with n ¼ 1.33. The light couples to the surface plasmons at a wavelength just less

than 600 nm for this condition
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Fig. 4.17 Reflectance for a 3 nm biofilm in water on gold on Schott glass for TM polarization

(with and without film) and for TE polarization
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Chapter 5

Interferometric Thin-Film Optical Biosensors

When molecules accumulate out of solution onto a dielectric substrate that is

illuminated by an optical field, the reflected field is altered by the accumulating

surface-bound molecules. If the molecular surface attachment is specific, meaning

that only predefined target molecules are bound, while other nontarget molecules do

not bind, then by monitoring the reflection change, the target molecule concentration

in the solution can be obtained. This is the basic process of all surface-capture affinity

optical biosensors: specific molecular recognition, followed by transduction of the

captured molecules to a measurable optical signal. The primary goal of all affinity

biosensors is to achieve the highest specificity (ratio of specific to nonspecific captured

molecules) at the highest sensitivity (smallest detectable molecular signal).

Because of their simplicity, reflectometric thin-film sensors are among the most

popular biosensors. Optical beams are incident from an overlying half-space,

interact with the surface-bound molecules, and are reflected and detected. However,

in this class of biosensor the optical path length through the molecular layer is

extremely small. For instance, the optical phase change for passage through 1nm

layer of protein is only about 10 or 20 mrad. Therefore, these biosensors must

achieve extremely low-noise operation with high-precision referencing to achieve

high sensitivity. They also should maximize the signal change (reflectivity change) per

molecule, called the responsivity. Most of the design effort of thin-film optical

biosensors is put into the pursuit of maximized responsivity. In all cases of maximized

response, interferometric principles play either an explicit or an implicit role.

This chapter presents a perspective on thin-film interferometric biosensors,

describing their operational principles and their typical performance. These sensors

include colorimetric biosensors based on color changes, ellipsometric biosensors

based on polarization changes, molecular interferometric imaging, and the related

BioCD approaches.

D.D. Nolte, Optical Interferometry for Biology and Medicine, Bioanalysis 1,
DOI 10.1007/978-1-4614-0890-1_5, # Springer Science+Business Media, LLC 2012
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5.1 Label-Free Optical Biosensors and Direct Detection

One of the driving forces for label-free biosensors is their potential to perform

high-throughput detection in which hundreds or thousands of assays could be

performed simultaneously – a high degree of multiplexing. A multiplexed assay

is one that seeks many target analytes (from tens to hundreds) in a single biological

sample. High multiplexing is possible with label-free approaches because the

molecular interactions are detected directly and do not require additional labels.

For instance, in conventional multiplexed fluorescence assays, one requires as

many different fluorescence labels as target analytes. This has limited fluorescent

multiplexing to a few dozen analytes at a time, although that number continually

increases.

One example where highly multiplexed label-free assays could provide value is

in screens of blood proteins. There are thousands of proteins in the blood, with a

concentration range that spans 12 orders of magnitude. Most of these proteins are

not intrinsic to the blood, but arise from all parts and functions of the body. They are

the faint trace of the overall health of the individual. A plot of a partial inventory of

70 important blood proteins is given in Fig. 5.1. The most abundant proteins are

hemoglobin and albumin at mg/mL concentrations, followed by immunoglobulins

at mg/mL concentrations. Beyond those, most of the proteins lie on an exponential

trend of concentration as a function of their concentration rank [1]. Important

cytokines, such as TNF and IL-4, are present at sub-picomolar concentrations.

The challenge to direct detection is the absence of intrinsic selectivity for many of

the approaches. The most common label-free sensors are called “mass-sensitive”

Fig. 5.1 Plot of protein concentration in blood as a function of its rank of abundance. The most

abundant blood proteins are immunoglobulins and albumin. The main trend exhibits an exponen-

tial dependence on rank that spans eight orders of magnitude in concentration
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because they detect only the presence of target analyte. The nomenclature

“mass-sensitive” arises not because they detect mass (although quartz-crystal

balances do detect mass density), but because dipole density of biological molecules

is closely proportional tomolecular weight. Of the mass-detection platforms, the most

common is surface-plasmon resonance, which senses the effective index of

accumulating molecules on the surface of the plasmonic gold sensor. Other common

types of mass-sensitive detectors are the interferometric sensors described in this and

the next several chapters. The problem with direct detection is that any molecule that

attaches to a recognition site is measured, whether it is the desired target or not. Such

nonspecific binding is the fundamental bottleneck to high-sensitivity multiplexed

label-free assays. In the case of DNA, the high specificity of the recognition molecule

can suppress nonspecific signal. However, in the case of protein assays, the specificity

of antibodies is not as high. Even simple chemical residues act as nonspecificmass. An

additional challenge for label-free protein assays relative to gene chips is the lack of

amplification that is readily achieved for DNA using the PCR reaction.

These two challenges – nonspecific binding and lack of amplification – limit

highly multiplexed label-free protein assays to the range of 100 pg/mL or higher.

This level of sensitivity still leaves the door open for about a hundred abundant

blood proteins. However, it is not yet clear whether these abundant molecules are

high-specificity biomarkers for important diseases. For this reason, most interfero-

metric biosensors are used today for chemical evaluation of reagents and recogni-

tion molecules like antibodies or aptamers, measuring association and dissociation

rates for chemical reactions. In this application, the absence of tag molecules attached

to the molecules of interest ensure a higher relevance of the measured kinetic rates

than might be obtained using fluorescent tags or biotin–avidin labeling.

5.2 Ellipsometric Biosensors

Ellipsometry is an established experimental approach to measure the optical

properties of thin films. Ellipsometry measures the change in polarization, upon

reflection from a surface, of obliquely incident light. As a biological film

accumulates on the substrate surface, the polarization of the reflected light shifts

according to the amount of biomolecule accumulation.

5.2.1 Experimental Ellipsometry on Biolayers

The key property to extract from ellipsometric experiments is the ratio of

p-polarized to s-polarized reflection coefficients. The most common polari-

zation-control experiment that performs ellipsometry is shown in Fig. 5.2, called

the PCSA (Polarizer-Compensator-Sample-Analyzer) configuration. It consists of a

polarizer (P), compensator (C), sample (S), and analyzing polarizer (A) in
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sequence. In null ellipsometry the compensator angle yC is usually set to þp/4, and
the angles yP and yA are adjusted to null the intensity at the detector.

The detected intensity is defined as [2]

I ¼ K Lj j2 (5.1)

where K is a proportional constant, and the function L is (when the compensator

angle is fixed at yC ¼ p/4)

L ¼ Rsffiffiffi
2

p tanCeiD
�

cos yA cos yP � p/4ð Þ þ i sin yP � p/4ð Þf g

þ sin yA cos yP � p/4ð Þ � i sin yP � p/4ð Þf g� (5.2)

The ratio of p-polarized to s-polarized intesities is expressed as

rp
rs

¼ tanC expðiDÞ (5.3)

When the detected intensity is nulled by adjusting yA and yP, the quantities in

(5.3) are

C ¼ ynullA D ¼ 3p/2� 2ynullP (5.4)

Fig. 5.2 Polarizer-compensator-sample-analyzer (PCSA) configuration for ellipsometry measure-

ments. The compensator angle is usually set to yC ¼ p/4. The polarizer angle yP and the analyzer

angle yA are changed to null the reflectance
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The off-null intensity is then

I ¼ K
Rsj j2

8cos2ynullA

sin2 yA � ynullA

� �þ sin 2yA sin 2ynullA sin2 yP � ynullP

� �� �
(5.5)

This equation shows the quadratic dependence of the intensity on the deviation

from the null angles.

In off-null ellipsometry, the aim is to measure the time-dependent change in ynullA

and ynullP as molecules accumulate on the surface. Because surface coverage cannot

be easily characterized by a thickness, a more apt surface coverage characteristic is

the mass density. This can be related back to film thickness d and index through

the relation

G ¼ dðnf � nmÞ
dn/dc

(5.6)

in units of g/mm2, where [3]

dn/dc ¼ 0:18 mL/g (5.7)

for globular proteins, and hf is the film thickness in units of meters. For instance, for

a 1 nm film, the surface mass concentration for a typical protein is G ¼ 1 ng/mm2.

In terms of the surface mass density, the changes in the null angles are

dynullA ¼ KAG dynullP ¼ KPG (5.8)

calculated using an appropriate multilayer numerical model, and (5.5) becomes

I ¼ K
Rsj j2

8cos2ynullA

K2
A þ sin 2y0A sin 2ynullA K2

P

� �
G2 (5.9)

where y0 is the null analyzer angle on a bare surface. This equation again shows the
quadratic dependence of the intensity on the surface mass density.

High multiplexing ability is possible with an imaging extension of the PCSA

single-channel configuration by using expanded parallel illumination and a CCD

camera [4]. A schematic is shown in Fig. 5.3. The system operates in the off-null

mode by monitoring real-time changes to the spatially resolved reflectance ratio.

The system is generally nulled on a reference surface, possibly being simply an area

of the surrounding substrate that is clear of binding. The spatial resolution of the

system was 5 mm and the field of view was 5 mm.

The field of view of imaging ellipsometry is restricted to several millimeters,

limiting the number of parallel assay measurements that can be performed. A

broad-area laser scanning system operates under the same principles and with the

same advantages as imaging ellipsometry, but can scan areas several centimeters in

size [5].
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5.2.2 Interferometric Ellipsometry on Biolayers

When the biolayer rests on a separate dielectric layer on a substrate, interference

effects occur between the top and bottom surfaces of the extra layer. Under the

appropriate angles and wavelengths, antireflection conditions can be established for

one polarization or the other. At the antireflection condition, a biolayer lifts the null

reflectance with a quadratic dependence on the biolayer thickness. Despite the

small intensity modulation that results, contrast can be high because of the

null reflectance.

One configurationwith this condition is a thermal oxide on silicon for high incident

angle with s-polarization. The reflectance at l ¼ 633 nm for a 260 nm thermal oxide

(n¼ 1.46) on silicon (n¼ 3.8678þ 0.0188i) in a water medium (n¼ 1.33) is shown

in Fig. 5.4a as a function of incident angle. Near grazing incidence around 85�, the
s-polarization has a reflectance null. The change in reflectance for a 1 nm biolayer is

shown in Fig. 5.4b at about 0.25% of the incident intensity. However, the contrast

is high because of the null reflectance. This principle has been used to develop a

binding assay called arrayed imaging reflectometry (AIR) [6].

The grazing angle of incidence in AIR is difficult to maintain with relaxed

bandwidths and beam collimations. However, a related effect called Brewster

Angle Straddling Interferometry (BASI) occurs for p-polarization, but at a lower

angle and with a broader operating window, using an extremely thin layer of

thermal oxide on silicon [7]. A simulation of the reflectance is shown in Fig. 5.5a

Fig. 5.3 Imaging ellipsometer PCSA configuration with a 5 mm field of view and 5 mm spatial

resolution. With permission from Jin et al. [4]
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with the reflectance change caused by 1 nm of protein shown in Fig. 5.5b. In this

configuration the thermal oxide thickness is only 2 nm. The p-polarized light has a

reflectance null at the Brewster angle caused by balanced destructive interference

between the top and bottom interface of the oxide. The results are shown for a water

medium. Although the reflectance change is extremely small because of the

extremely weak electric field condition at the biolayer, the null condition can

produce high contrast and a broader range of performance.

Fig. 5.4 A reflectance null for s-polarization occurs at grazing incidence from water on a 260 nm

thermal oxide on silicon. (a) The reflectance vs. angle and polarization. (b) The reflectance change
caused by 1 nm protein layer
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5.3 Thin-Film Colorimetric Biosensors

Anyone who has owned a good pair of binoculars or an expensive camera has

probably experienced colorimetric detection of biolayers. All good commercial

optics have antireflection-coated primary lenses. These appear as a deep blue or

purple when viewed in natural lighting. If you inadvertently put your finger on the

Fig. 5.5 Brewster angle straddling interferometry (BASI) for 2 nm thermal oxide on silicon.

The p-polarized light has a reflectance null at the Brewster angle. (a) The p- and s-polarized

reflectance from water onto thermal oxide on silicon. (b) The change in reflectance caused by 1 nm
of protein
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coating, it leaves a multicolored smudge that is clearly visible, despite the thinness

of the biological film. This same principle can be applied intentionally to thin film

biosensors to detect very thin biolayers. As a layer of molecules accumulates on

specially designed surfaces, the color of the reflected light changes, forming the

basic transduction for colorimetric biosensors. By using a spectrometer, very small

color changes can be measured, corresponding to molecularly thin layers.

From (4.42) in Chap. 4, the equation for the reflectance of a film on a substrate is

r ¼ r01 þ r12e
id

1þ r01r12eid
(5.10)

For example, a 12-mm thick thermal oxide grown on silicon has the spectral

reflectance shown in Fig. 5.6. The free spectral range in this case is 16 nm. The

regular periodicity of the reflectance as a function of wavelength provides a multi-

channel measurement for subtle shifts in the reflectance spectral fringes. For example,

a thickness change of 3 nm in the oxide layer causes the fringes to shift, as shown in

Fig. 5.7a. The shift is only 0.3 nm in wavelength for a 3 nm shift in layer thickness.

However, it can bemeasured accurately. The height responsivity is shown in Fig. 5.7b.

Colorimetric biosensors typically operate in two limits of the supporting layer

thickness. For relatively thin layers around 50 nm thick, the phrase “colorimetric” is

literal, meaning that the color of the printed capture spot actually changes color to

the eye [8]. The color-changing readout is somewhat like strip biosensors (preg-

nancy tests or glucose tests) that are the most commercially successful biosensors.

In the opposite extreme, thick layers are used to generate multiple spectral fringes,

as in Fig. 5.6. This type of sensor uses a spectrometer with multiple detection

channels to accurately measure the shift in fringes [9].

Fig. 5.6 Spectral interference fringes from a 12 mm oxide on silicon in water
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5.4 Molecular Interferometric Imaging

A simpler alternative to ellipsometric or colorimetric measurement of biomolecular

layers is direct molecular interferometric imaging (MI2) in which a biolayer resides

on an interferometric surface that has a phase quadrature condition [10]. In this

case, the dipole density on the surface is transduced directly to an intensity that

can be imaged. There are trade-offs between molecular interferometric imaging

Fig. 5.7 (a) Shift in the spectral interference fringe for a thickness change of 3 nm. The equivalent

wavelength shift of the fringes is 0.3 nm. (b) Height responsivity on 12 mm oxide on silicon
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and ellipsometry. For instance, interferometric imaging has much simpler optics

with higher molecular responsivity, but has much higher background. Molecular

interferometric imaging also requires an interferometric surface that provides the

phase quadrature condition, but this is easily supplied by appropriate thicknesses of

thermal oxide on silicon.

5.4.1 In-line Quadrature

When a thin biolayer is added to a substrate that has an original reflection coefficient

r0, the new reflection coefficient r is related to r0 at normal incidence through (4.50)

r ¼ r0 þ ð1þ r0Þ2 pil
ðn2p � nm

2Þ
nm

d (5.11)

where np is the refractive index of the protein and d is the protein thickness.

The details of the substrate structure are not relevant for the extraction of the optical

properties of the biolayer – only the reflection coefficient is needed to extract

its properties. The condition for largest absolute change in the reflectance is

r0 ¼ � iffiffiffi
3

p (5.12)

which is purely imaginary (p/2 phase shift) and establishes the condition of phase

quadrature for direct phase-to-intensity transduction of the molecular film.

One of the simplest (and most ideal) approaches to establish this reflection

condition is the use of a single thermal oxide (SiO2) layer on silicon. Silicon and

thermal oxide are among the world’s most perfect materials, partly because of their

use in the semiconductor and integrated circuit industries. The surface of silicon can

bemade nearlymolecularly flat and provides an ideal surface for molecular imaging.

The reflection coefficient and reflectance of thermal oxide on silicon are shown in

Fig. 5.8 as a function of oxide thickness at a wavelength of 633 nm. The reflection

coefficient at zero thermal oxide thickness is purely real and negative (a nodal

surface with a minimum in the surface electric field). The reflection coefficient

becomes purely imaginary (and is close to the optimal value of r ¼ 0.577) for a

thickness around 54 nm. This thickness has the special value

dquad ¼ l
8nSiO2

(5.13)

that is an eighth wavelength of the probe light. Upon double pass through the oxide

layer by reflection from the oxide/silicon interface, the resulting phase shift is p/2,
which establishes the quadrature condition for direct phase-to-intensity transduction.

Another quadrature condition occurs at 3/8 of a wavelength around 162 nm. The

maximum surface field occurs at the antinodal thickness of a quarter wavelength

around 108 nm.

5.4 Molecular Interferometric Imaging 159



The geometry of the quadrature condition is shown in Fig. 5.9 when the supporting

layer has an eighthwavelength thickness. The phase difference between light reflected

from the top of the oxide layer relative to light reflected at the silicon interface is p/2.
When a surface biolayer is present, the phase difference it causes is transduced to an

intensity (reflectance) difference that can be imaged directly through a microscope.

The relative reflectance responsivity per nanometer of protein is given by

C lð Þ ¼ 1

R

dR

dðhf Þ ¼
Rh

R
¼ DRðhf Þ

R

1

hf
(5.14)

assuming linear dependence of reflectance on protein thickness, where DR is the

reflectance change caused by the biolayer. The relative responsivity is normalized

by the reflectance and is larger for fixed DR at smaller reflectance R. The relative

responsivity is shown in Fig. 5.10 at three wavelengths as a function of oxide

thickness in air. The responsivity is approximately 2.5% reflectance modulation

per nanometer of protein at the maximum values. The thicknesses where these

maximum relative responsivities occur are shifted from the quadrature condition

toward the antinode position where the reflectance is a minimum because of the

Fig. 5.8 Reflection coefficient and reflectance for thermal oxide on silicon in water as a function

of oxide thickness at a wavelength of l ¼ 633 nm. The nodal, quadrature, and antinodal surface

field conditions are marked. The maximum intensity sensitivity to a surface biolayer occurs at the

quadrature conditions. The refractive index values are nSiO2
¼ 1:46 and nSi ¼ 3.87 þ i0.02
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normalization (see Fig. 5.10). If the overlyingmedium is water, then the responsivity

decreases because of the smaller index contrast between protein (n¼ 1.46) and water

(n¼ 1.33). The comparison of in-air vs. in-water responsivity is shown in Fig. 5.11.

The responsivity is smaller for detection in water by about a factor of 5.

Fig. 5.9 The phase quadrature condition that converts the phase shift caused by a surface biolayer

directly into intensity that can be imaged through a microscope

Fig. 5.10 Relative responsivity in air (normalized by reflectance) in response to 1 nm of protein
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5.4.2 Image Shearing and Molecular Sensitivity

Although the intensity change caused by an immobilized biolayer on the surface

can be imaged directly through a conventional microscope, even under the best

illumination conditions (Koehler illumination) the illumination varies across the

field of view by several percent. This is larger than a typical intensity change

caused by a protein layer. For instance, in Fig. 5.12a the direct image of two protein

spots exhibits almost no discernable protein signal. The spatial variation of the

illumination is a form of spatial 1/f noise (slow drift in intensity across the field of

view). Fortunately, this spatial variation is usually static in time, making it possible

to normalize the intensity variation by acquiring two images, one shifted relative

to the other, as in Fig. 5.12b, and differencing and normalizing the two images

through

DI
I

¼ 2� I2 � I1
I2 þ I1

� �
¼ RdðlÞ hðxþ DxÞ � hðxÞð Þ (5.15)

where h(x) is the “height” of the wafer topology, Dx is the spatial shift between

the two images, and RdðlÞ is the responsivity per nm. This procedure, applied to

the direct image in (a), is shown in (c) for the two protein spots (IgG antibody spots

approximately 100 mm in diameter). The surface between the spots, known as

“land,” is extremely flat and uniform, and the protein spots appear with extremely

high contrast. The two spots show up as double images, one positive and one

negative (in color, one is red and the other is blue). The two antibody spots in

Fig. 5.11 Relative responsivity of protein on thermal oxide measured in air and in water. The

water-based responsivity is approximately 5 times smaller than for detection in air
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this example did not print evenly. One has an average height of 1 nm, while the

other has an average spot height of 0.4 nm, with a clear “dry-down” ring that is

common for protein spotting.

The image acquisition is performed with a charged coupled device (CCD) that

can have shot-noise-limited performance. The ultimate surface height sensitivity is

set by the shot noise of the background. Molecular interferometric imaging is a high

background application in which the signal to be extracted is a small (only about a

percent) spatial intensity modulation on a high-intensity background. The shot-

noise-limited height resolution is set when the S/N ratio equals 1. The surface height

sensitivity is then

dhshot ¼ 1

RdðlÞ

ffiffiffiffi
1

N

r
(5.16)

where N is the product of the number of pixels and number of repetitive samplings.

The value for RdðlÞ from Fig. 5.10 is about 2% per nm. For a 12-bit camera the bit

depth is 4,096 bits, yielding a height resolution for 1,000 averages of about 20 pm.

The experimental height repeatability of successive images as a function of the

number of averaged frames is shown in Fig. 5.13 for three different magnifications.

Fig. 5.12 The shearing procedure for intensity normalization in molecular interferometric imag-

ing. Two protein spots in the direct image in (a) are not visible. By acquiring two images, with a

spatial shift of the silicon wafer in between, and differencing and normalizing as in (b) produces
the image in (c) of two antibody spots on the wafer
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The 40� magnification has the best height repeatability because it has the smallest

spatial 1/f noise. For large numbers of averages, temporal 1/f noise (long-term drift)

begins to dominate. The best performance is around 30 pm/pixel for 40�with the 12-

bit camera operating at several frames per second.

The height sensitivity of molecular interferometric imaging can be converted to

a molecular sensitivity. The number of molecules per pixel corresponding to a

height resolution dh is

Nmolec ¼ dhAresrm
mw

1

ff
(5.17)

where Ares is the resolution area of the optical imaging, and ff is the CCD fill factor

(typically equal to 1/2 for interline chips). For a protein density rm ¼ 1.0 g/cm3

and a 150 kDamolecule (antibody molecule) at 40�magnification (0.4 mm resolution)

the number of antibody molecules detectable per resolution area in the shot-noise-limit

is approximately 50 molecules. Therefore, the sensitivity level for direct interfero-

metric detection approaches the single-molecule limit.

The molecular sensitivity of interferometric imaging combined with its high

spatial resolution at high magnification, makes it an attractive alternative to atomic

force microscopy (AFM) for broad-area molecular imaging on surfaces. A compar-

ison of MI2 against AFM on the same protein spot is shown in Fig. 5.14. The MI2

acquisition took approximately 30 s of frame averaging, while the AFM scan took

many hours. The MI2 image is referenced against the adjacent land, while the AFM

reference drifted over the large distances and long times. While features can be seen

in common between MI2 and AFM, the fidelity of the MI2 image is much higher,

with absolute height reference.

Fig. 5.13 Height repeatability for MI2 as a function of imaging magnification and number of

frame averages. Long-term drift sets in above about 1,000 frames
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5.4.3 Biosensor Applications

The molecular sensitivity of interferometric imaging enables kinetic binding

applications in which affinity capture molecules capture target analytes out of

solution. The central trade-off for molecular interferometric imaging is the simplic-

ity of the detection system traded off against the small-signal and high background.

Therefore, applications that are most appropriate for MI2 are high-concentration

(typically above 10–50 ng/mL) affinity measurements of relatively large molecular

weight targets (typically above 20–50 kDa).

A requirement for accurate assays is the printing of highly uniform surface-

immobilized capture molecules. Surfactants in the printing solution can improve print

quality by slowing down the reaction between protein molecules and the surface

functional groups and enable the proteins to print more uniformly. Figure 5.15

shows spots printed on butyraldehyde surface chemistry using a print solution with

PBS pH 8.0 with 0.003% surfactant. Figure 5.16 shows the pixel height distribution of

the protein spot and its adjacent SiO2 surface (land) in Fig. 5.15. The protein height

variation within a spot has a standard deviation of 115 pm. Because each protein spot

contains more than 10,000 pixels, the standard error on the average protein spot height

is approximately 1 pm.

Real-time binding experiments performed under the small-signal and high

background conditions require intensity normalization. Instead of performing a

spatial shift of the wafer, as described above, a time-shift can be used for normali-

zation. The signal is therefore

DI
I
¼ I2 x; y; tð Þ � I1 x; y; 0ð Þ

I1 x; y; 0ð Þ
¼ Rdðl; nambientÞðhðx; y; tÞ � hðx; y; 0ÞÞ (5.18)

and the binding height is monitored in real time.

Fig. 5.14 Comparison of MI2 with AFM at approximately equal lateral resolutions. The MI2

image was acquired in 30 s compared with several hours for AFM, which loses absolute reference

over wide areas
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Real-time binding curves are shown in Fig. 5.17a for the capture of IgG

antibodies by printed IgG antigen in a reverse assay for a range of concen-

trations from 40 to 2 mg/mL. The data are scaled by their binding time in

Fig. 5.17b showing data collapse with an equilibrium rate of 3 � 103 M�1 s�1. An

additional scaled binding curve in Fig. 5.17b shows Fc/AG binding with about a

factor of 10 higher binding rate. Protein A/G is a fusion protein that selectively

binds the Fc portion of an antibody.

An example of a real-time binding assay is shown in Fig. 5.18 for prostate-

specific antigen (PSA). The printed spots in this case are protein A/G fusion protein.

Because of the specificity to the base of the antibody molecule, the immobilization

is highly uniform and oriented, with nearly 100% of the antibody molecules being

functional (compared to 20% when the antibody is attached directly through

covalent surface chemistry). In the first part of the real-time assay the antibody is

introduced and binds to the protein A/G. This is followed by a short wash with

buffered BSA that washes off a small portion of the bound antibodies. The chip is

then exposed to PSA in buffered BSA that produces a small binding signal of

0.3 nm (compared to a loading of 1.5 nm). The molecular weight of PSA is 30 kDa,

and the weight of antibody IgG is about 150 kDa. The mass ratio is 20%, and

the ratio of the binding height to the initial IgG loading height is 22%, which is

consistent with the capture of one antigen per antibody. After the forward assay

Fig. 5.15 IgG spots printed on butyraldehyde surface chemistry using a print solution with PBS at

pH 8.0 with 0.003% surfactant
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(antibody capturing a target), a sandwich assay is performed by introducing a

second antibody against PSA. This binds to the capture antigen, forming an anti-

body-target-antibody sandwich. The mass of the second antibody is also 150 kDa,

producing a large enhancement of the PSA signal.

5.5 The BioCD

The bio-optical compact disk, or BioCD, is a class of label-free interferometric

optical biosensors that spin at high speed and are probed by a focused laser [11].

They operate under the condition of phase quadrature that converts surface-bound

biolayers to intensity modulation that is detected by a high-speed photodetector.

The high-speed scanning and the interferometric sensitivity enable thousands of

molecular density measurements to be performed quickly across large-area disks.

5.5.1 Spinning Interferometric Biochips

Multichannel acquisition of protein binding, whether through imaging with pixel-

array detectors (CCD cameras) or through wavelength selection (spectrometers),

has a multiplex advantage on signal-to-noise, but has a throughput disadvantage.

This is because it takes time and memory to acquire and store multichannel

information. Label-free assays only gain an advantage over conventional labeled

Fig. 5.16 Histogram of the spot in Fig. 5.15. The surface roughness of the land is 80 pm.

The protein spot standard deviation is 115 pm
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assays if they can be performed as high-throughput assays of high-abundance target

analytes. The surface area of an interferometric biosensor provides the resource for

thousands of optical measurements. Protein spots printed with 100 pL of antibody

solution have a characteristic size of 100 mm. A disk with a diameter of 100 mm can

support approximately 100,000 such antibody spots.

Spinning a BioCD has more advantages than simply acting as a fast conveyor

belt. High-speed optical sampling suppresses the 1/f noise that is ubiquitous in all

Fig. 5.17 Binding kinetics. (a) Height response as a function of concentration and time for

antibody/antigen binding. (b) Height response as a function of scaled time for antibody/antigen

binding and for Fc/AG binding of antibody to protein A/G
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measurement systems. The power spectrum of a BioCD signal is shown in Fig. 5.19.

This BioCD carries periodic stripes of printed antibody separated by bare surface

(land). The power spectrum exhibits a fundamental harmonic at 40 Hz with higher

overtones superposed on top of 1/f noise that peaks at DC (zero frequency).

The BioCD signal is compared with a bare disk. At the detection frequency, the

antibody signal is 40 dB larger than the bare land. In this case, the “noise floor” is not

noise at all, but is background. In the case of the bare disk it is surface roughness, and

in the case of the BioCD it is inhomogeneous protein printing. This background is

measurable and repeatable. On the other hand, the noise spike at DC is stochastic

noise. The high-speed sampling places the detection frequency far from this 1/f noise
of the detection system.

A key aspect of the BioCD that enables broad-area scanning is the reliance on

phase quadrature. The BioCD is neither a resonant interferometer, nor relies on

multiple passes of the optical field as in a thick Fabry-Perot. The BioCD has a

finesse of unity (the lowest possible finesse of any interferometer), and hence has a

low absolute protein responsivity. But what is gained is the ability to have a flexible

operating point that can be maintained in fabrication across broad areas. For

instance, in the case of in-line quadrature (as used in molecular interferometric

imaging), the nominal oxide thickness for quadrature is 120 nm at a wavelength

of 633 nm. However, this oxide thickness can vary by 20% across a 100 mm

diameter silicon wafer and yet have no negative impact on the sensitivity of the

measurements. This is in stark contrast to resonant configurations or thick oxide

layers that have operating points (optimal thicknesses or optimal wavelengths)

that can drift out of the operating range of the biosensors.

Fig. 5.18 Real-time binding curve for prostate-specific antigen (PSA). The initial loading is the

anti-PSA antibody binding to proteinA/G.TheBSAwash shows an off rate for the antibody. The PSA

concentration was high at 1 mg/mL. The second antibody provides a large mass-tag enhancement
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5.5.2 Molecular Sensitivity, Sampling, and Scaling

The molecular sensitivity of the in-line quadrature condition was studied in

Sect. 5.4.2 for interferometric imaging. The identical disks used for MI2 can be

spun as a BioCD for fast laser scanning. The noise and sensitivity conditions for

rapid point scanning on a BioCD are sufficiently different than for broad field

imaging and merit reexamination here. The chief question is one of trade-off of

resolution against throughput. By having a larger focal area for the laser and using

larger scan steps in radius, shorter scan times are permitted, but at the expense of

spatial resolution of the antibody spots on the disk. An example of BioCD scanning

resolution is shown in Fig. 5.20 for two different antibody spots (with different

protein printing pathologies). The beam focal radius was 1, 5, and 10 mm with a

constant pitch (change in radius) of 1 mm for the six images on the left, and a pitch

of 10 mm on the rightmost figures.

The picometer precision of the spot height metrology is not the limiting factor in

the precision of an immunological assay. Real assays involve considerable chemi-

cal protocols, all under wet chemistry conditions, or with dry-down residues, and

these are the factors that limit the sensitivity of an assay. The scaling of assay

sensitivity under practical chemistry limitations is shown in Fig. 5.21. Several assays

are presented, including label-free PSA detection, sandwich PSA detection,

and rabbit IgG control assays. Sandwich assays, which are not label-free (but are

fluorescence-free), significantly improve the detection limits. The minimum

Fig. 5.19 Power spectrum of a periodic protein pattern on a BioCD compared with the noise

(surface roughness) of the land. The peak of the 1/f noise at DC is not within scale
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Fig. 5.20 Raw BioCD scan data of two different 100 mm-diameter and 2 nm high antibody spots

as a function of beam radius and pitch. The three left columns have a pitch of 1 mm. For the

rightmost column, both the beam radius and the pitch are 10 mm

Fig. 5.21 Scaling dependence of the minimum detectable concentration (LOD) as a function of

the number of antibody spots per assay. Two analytes are shown, PSA and rabbit IgG. The label-

free forward assay is compared with sandwich assays for each
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concentration for label-free PSA detection varied from 6 ng/mL at one spot per assay

to 200 pg/mL for 2,500 spots per assay. The label-free detection of the larger rabbit

IgG molecule was slightly better. For a sandwich PSA assay, the minimum detectable

concentration varies from 600 pg/mL at one spot per assay to 25 pg/mL for 2,500

spots per assay (ten assays per disk). However, the sandwich assays are not label-free,

and the use of 2,500 antibody spots per assay is not economically feasible. The

nominal performance of a BioCD immunoassay is typically 1 ng/mL or higher.

An example of a multi-well BioCD configuration is shown in Fig. 5.22. The

100 mm-diameter silicon wafer has 96 wells that are defined by a hydrophobic pad.

Within each well is an 8� 8 array of antibody spots arranged in a 4� 4 array of unit

cells that have two target antibody spots plus two reference antibody spots per unit

cell. The reference spots are isotype antibodies that are not specific to the target. The

reference spots can either be identical, or they can be two different types of

antibodies, one seeking to measure nonspecific binding and the other to measure a

control analyte of known concentration that has been spiked into the sample for

internal assay calibration. The incubation lasts for one to several hours, depending

on the anticipated concentration of analyte, after which the disk is washed and dried.

The image of one well in the figure, after incubation with haptoglobin analyte at 100

ng/mL, shows a typical raw data scan. The reference spots were direct-printed
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Fig. 5.22 A 96-well BioCD layout with wells defined by a hydrophobic pad. In each well are

4 � 4 arrays of 2 � 2 unit cells consisting of target and reference spots. The reference spots

measure background and nonspecific binding. The well image is a raw data scan after incubation

against 100 ng/mL of haptoglobin analyte
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IgG antibodies, while the target spots were direct-printed protein A/G followed by

capture of anti-haptoglobin antibodies onto the A/G spots. The target spots show

about 1 nm of binding in these data, while the reference spots show no significant

binding.

A concentration curve for haptoglobin, called a standard curve, is shown in

Fig. 5.23a. The surface height detection limit is 50 pm at approximately 1 ng/mL.

The value of kD is 180 ng/mL, but this is an effective equilibrium constant because

Fig. 5.23 (a) Standard concentration curve for a haptoglobin assay on the BioCD. (b) Concentration
recovery defined as the measured concentration of each well compared with the applied

concentration

5.5 The BioCD 173



the 1 h incubation does not drive the assay to equilibrium, especially at the lower

concentrations. The curve is a “stretched” response function, defined by

h ¼ hsat
C½ �e

C½ �e þ keffDð Þe (5.19)

where hsat is the saturation height for high concentrations, and e is a stretch

exponent. Although, this functional form is often observed for cooperative binding

reactions, in this application it reflects the different approaches to equilibrium

values for the different concentrations at the fixed incubation time. The stretch

exponent in Fig. 5.23a that best fits the data is e ¼ 0.6, which is typical for such

static incubation experiments. Once a standard curve has been established, a

concentration recovery experiment is performed in which the concentration

measured in each well is plotted against the applied concentration. The recovery

graph is shown in Fig. 5.23b for the standard curve in Fig. 5.23a. The recovery in

this example is better than 80% across a dynamic range of three orders of magnitude

in concentration.
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Chapter 6

Diffraction-Based Interferometric
Biosensors

Diffraction and interference are closely related physical phenomena, and

diffraction-based biosensors constitute one class of interferometric biosensors.

Diffraction arises because of interference. More specifically, diffraction arises in

a wavefront-splitting interference configuration. In such a configuration, when one

propagating set of wavefronts interacts with a biological sample or film, and

another set does not, this affects their mutual diffraction pattern in a way that can

be detected and related back to the amount of biological material in the sensor.

Central issues for this type of interferometric biosensor include responsivity to

immobilized or captured biomolecules (whether signals are linear or quadratic in

the captured molecules) and sensitivity (limit-of-detection) depending on back-

ground levels and noise. Many diffraction-based biosensors have the advantage

of being background-free (little or no background signal in the absence of captured

molecules), but at the cost of having a quadratic responsivity that vanishes rapidly

for decreasing molecule densities. The performance of these biosensors, and

the applications they may be chosen for, depends on the trade-off between signal

contrast and sensitivity. There are several distinct classes of diffraction-based

biosensors. These include protein gratings on planar surfaces; proteins immobilized

on microstructured surfaces, cantilevers, or capillaries; and bead-based biosensors

that capture beads in distinct spatial patterns that diffract a probe beam.

6.1 Planar Diffractive Biosensors

The simplest class of diffraction-based biosensors use patterns of biomolecules

or capture reagents on planar surfaces. The spatial patterns diffract a probe beam

into a far-field diffraction pattern with intensities that depend on the density

of immobilized or captured molecules on the surface. The principle of a planar

D.D. Nolte, Optical Interferometry for Biology and Medicine, Bioanalysis 1,
DOI 10.1007/978-1-4614-0890-1_6, # Springer Science+Business Media, LLC 2012
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molecular grating is illustrated in Fig. 6.1. A surface is patterned with a recognition

molecule and backfilled with an inert molecule of similar size and density. In the

beginning state, the surface remains planar and little or no diffraction signal is

produced. After target molecules are captured by the recognition layer, a physical

diffraction grating is formed that diffracts the probe beam into diffraction orders that

are detected and related to the amount of target molecules that are captured. Because

diffraction detection is based on intensity and not field, the functional dependence of

the diffracted signal is quadratic in the amount of bound target analyte, scaling as

ðd=lÞ2 where d is a typical molecular layer thickness and l is the wavelength of light.

Fig. 6.1 A biolayer grating on a planar surface. The incident light is diffracted into a zeroth order

(reflected wave) and two first-order beams (and possibly higher orders). The first-order diffracted

beams have no background in the absence of bound target because of the planar surface. Once

target molecules bind, a physical diffraction grating is formed that diffracts the probe beam
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6.1.1 Diffraction Efficiency of Biolayer Gratings

Molecular gratings diffract a probe beam into diffraction orders whose intensities

depend quadratically on the surface relief height (or molecular density). From

(2.45) a free-standing dielectric square-wave grating of index n embedded in a

medium of index nm has the transmitted diffraction efficiency

� ¼ k20ðn� nmÞ2d2
p2

; (6.1)

where k0 is the free-space k-vector and d is the thickness of the grating elements.

This diffraction efficiency is quadratic in the thickness (or the optical phase). As an

example, a 4 nm thick dry antibody biolayer in air with ðn� 1Þd � 1 nm yields a

diffraction efficiency of � ¼ 2.5 � 10�5. Operating a biosensor in water (or buffer)

is essential for real-time binding measurements. If the antibody layer is immersed in

water with n ¼ 1.33, then the 4 nm thick antibody layer has ðn� nwÞd � 0:2 nm,

and the diffraction efficiency falls to � ¼ 1 � 10�6, which approaches the limit of

detectability for diffraction measurements.

When the grating is supported on a substrate immersed in a medium with index

nm and with a reflection coefficient r0, the reflection coefficient is given in (4.50) as

rbiolayer ¼ r0 þ ð1þ r0Þ2
nm cos ym

pi
l
ðn2m � n2pÞhðxÞ

¼ r0 þ f0hðxÞ;
(6.2)

where

f0 ¼ ð1þ r0Þ2
nm cos ym

pi
l
ðn2m � n2pÞ (6.3)

is the coefficient for the biolayer height profile h(x). Equation (6.2) has simply an

additive term on the original surface reflection coefficient. The Fraunhofer diffrac-

tion integral for a square grating of periodicity L is

E0

L

Z L=2

0

f0h0e�ikmx sin y dx ¼ E0f
0h0

�ikmL sin y
½e�ikmL sin y=2 � 1�

¼ E0f
0h0

�ikmL sin y
½e�ikmL sin y=4 � eikmL sin y=4�e�ikmL sin y=4

¼ E0f
0h0

2
sinc(kmL sin y=4Þe�ikmL sin y=4:

(6.4)
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The first diffraction order occurs at sin y ¼ l=nmL, at which the diffracted field is

Ed ¼ E0

f0h0
p

e�ikmL sin y=4 (6.5)

and the diffraction efficiency is

Id ¼ jf0j2h20
p2

: (6.6)

The highest sensitivity to an incident optical field is obtained on an antinodal

surface, as shown in Fig. 6.2, designed for a probe wavelength of l ¼ 633 nm. The

antinodal surface has a high-reflectance and a maximum electric field at the surface

for maximum interaction with the surface dipoles of the molecular film. The

diffraction efficiency in this case is

� ¼ 2

p

� �2

k20ðn2 � n2mÞ2d2 (6.7)

which is � ¼ 4.5 � 10�4 for the 4 nm antibody layer in air, or 20 times larger for

than a free-standing film. In water, the diffraction efficiency is � ¼ 1� 10�5, which

is 30 times larger than for a free-standing film in water.

The surface patterning of a diffraction-based biosensor and the result of

incubating the chip with target analyte is illustrated in Fig. 6.3. The recognition

layers are printed as stripes (antibodies, aptamers, or DNA) and the surface is

blocked with an inert material of similar mass, density, and hydrophilicity as the

recognition layer. The similarity of the specific and nonspecific capture molecules

balances the tendency of the surface to bind molecules indiscriminately (nonspe-

cific binding). In principle, the similarity between the recognition layer and the

Fig. 6.2 Antinodal surface

designed for l ¼ 633 nm

composed of a multilayer

stack that produces a field

maximum (antinode) at the

surface carrying the biolayer

grating
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blocking layer causes similar amounts of nonspecific binding to both types of

stripes. During diffraction, this common mode of nonspecific binding is mostly

subtracted away. For instance, the pre- and post-diffraction efficiencies are

�pre ¼
1

p2
k2ðn� nmÞ2ðhR�hBÞ2;

�post ¼
1

p2
k2ðn� nmÞ2ðhR þ hT þ hN � ðhB þ hNÞÞ2 (6.8)

where hR, hT, hB and hN are the reference, target, back-fill and non-specific binding

heights, respectively. The nonspecific binding is subtracted by the balance between

the recognition and blocking layers. The differential change in diffracted intensity is

DI ¼ �post � �pre

¼ 1

p2
k2ðn� nmÞ2½ðhR þ hT � hBÞ2 � ðhR � hBÞ2�

¼ 1

p2
k2ðn� nmÞ2½hT þ 2 hR � hBð Þ�hT

(6.9)

which is quadratic in the height of the captured target analyte, but with a linear term

that depends on the difference between the recognition layer and the blocking layer.

If the recognition and blocking layer thicknesses are equal, then the background

diffraction is zero, and the relative diffraction is purely quadratic. However, the 2�
ðhR � hBÞ bias can provide linear responsivity that has advantages over quadratic

responsivities by making it more sensitive to sub-monolayer biolayers.

Diffraction-based biosensors originated with Tsay et al. [1], who used UV

photoinactivation to produce periodic stripes of antigen or antibody and detected

choriogonadotropin in serum. The sensitivity of this technique was in the range of

60 mg/mL. The concept was extended to two analytes by Goh et al. [2] with detection

Fig. 6.3 Patterning of a

diffraction-based biosensor.

The recognition molecules

are patterned into stripes, and

the surface is blocked with an

inert molecular film that has

the same hydrophobicity.

After incubation against the

target analyte, the recognition

molecules have bound

target molecules. The blocked

surface also can bind some

molecules nonspecifically
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limits approaching 1 mg/mL. Two analytes can be detected by using cross-printing of

two biological species to form a two-dimensional diffraction grating with distinct

far-field diffraction patterns that are associated with one or the other grating. This

principle is illustrated in Fig. 6.4. Amplification of the diffraction signal is achieved

by labeling the target molecules with gold particles [3] or by using horseradish

peroxidase [4] to form absorption gratings to push detection limits below ng/mL, but

this approach is not label-free.

Printed protein gratings also have been utilized to capture cells [5], which

produce much larger scattering signals and can be imaged directly. Absorptive

diffraction-based biosensors have been fabricated out of pH-sensitive gels that

change absorption (color) dependent on the pH of a test sample [6].

6.1.2 Differential Phase Contrast

For sub-monolayer applications using diffraction grating-based biosensors, it is

necessary to “bias” the diffraction so that the signal depends linearly on film

thickness. In the extreme case, it is possible to bias the diffraction by p/2 to bring

the signal into a quadrature condition with maximum linear dependence on film

thickness (or surface density). One way to achieve a p/2 bias in diffraction is through
a differential phase contrast approach [7] that requires no fabrication of the sample

surface, other than providing a sharp edge to a biolayer, as in Fig. 6.5. When a

focused Gaussian beam is centered on the edge of the biolayer, it is diffracted by the

phase step into an asymmetric far-field interference intensity. The angular position of

the maximum intensity change is set by the quadrature condition

w0 sin yQ ¼ l=4; (6.10)

where w0 is the Gaussian beam radius and yQ is the quadrature angle.

Fig. 6.4 Example of a multiplexed (duplex) biolayer grating biosensor. Two functionalized

gratings are printed and capture analyte. The probe laser is diffracted into distinct Fourier

components and orientations set by the grating orientations
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The biolayer signal is calculated by considering the dimensionless incident

electric field of a focused Gaussian beam

gðrÞ ¼ gðx; yÞ ¼ 1ffiffiffi
p

p
w0

e�r2=2w2
0 (6.11)

and its two-dimensional Fourier transform

Gðkx; kyÞ ¼ 2
ffiffiffi
p

p
w0e

�w2
0
k2=2: (6.12)

The two-dimensional diffraction problem is considered in the Fraunhofer regime.

The modulated near-field, using (4.50), is

Eðx; yÞ � gðx; yÞ r0 þ ið1þ r0Þ2 p
nml

ðn2m � n2pÞhðx� vt; yÞ
� �

¼ gðx; yÞ½r0 þ if0hðx� vt; yÞ�; (6.13)
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Fig. 6.5 Phase contrast detection of a sharp biolayer edge. A phase quadrature condition exists in

the far-field diffraction when w0 sin yQ ¼ l=4. The edge diffraction interferes with the Gaussian

beam and creates an asymmetric far-field intensity that is detected by a split detector with a

differencing output
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where the surface topology is contained in the real-valued height function

h(x� vt), including the motion of the surface, for instance on a BioCD disk.

This equation is valid for small phase and amplitude modulation.

The far field is

Eðkx; kyÞ ¼ r0Gðkx; kyÞ þ if0FT½gðx; yÞhðx� vt; yÞ�
¼ r0Gðkx; kyÞ þ if0Hðk; tÞ; (6.14)

where FT stands for Fourier transform and the transformed function is

Hðk; tÞ ¼ FT½gðy; xÞhðy; x� vtÞ�: (6.15)

The intensity at the detection (Fourier) plane is

Iðkx; ky; tÞ ¼ jr0Gðkx; kyÞ þ if0Hðk; tÞj2

� RjGðkx; kyÞj2 þ iGðkx; kyÞ½r�0f0Hðk; tÞ � r0f
0 � H�ðk; tÞ�

¼ RjGðkx; kyÞj2 þ 2Gðkx; kyÞImðr0f0 � H�ðk; tÞÞ:
(6.16)

A split detector on the Fourier transform plane detects the asymmetry through the

difference channel to generate a signal proportional to

idðtÞ / Gðkx; kyÞImðr0f0Hðk; tÞÞ (6.17)

and more precisely is [7]

idðtÞ ¼ 1

2
jr0f0j IðxÞ

Ið0Þ �
dhðx� vtÞ

dx

� �
; (6.18)

where the signal is proportional to the convolution of the incident beam profile with

the spatial derivative of the height profile. The maximum differential phase contrast

condition arises when maximizing

Re½ð1þ r0Þ2r�0� ¼ Reðr0Þð1þ RÞ þ 2R: (6.19)

The maximum occurs at r ¼ +1 (antinode surface), and has a zero response when

r¼�1 (node surface). The differential phase contrast response is shown in Fig. 6.6

as a function of reflection amplitude and phase.

An example of a photolithographically defined avidin pattern is shown in Fig. 6.7

detected on a bioCD using differential phase contrast. The disk is a dielectric mirror

with an antinodal surface field condition. The spatial periodicity of the patterned

protein in Fig. 6.7a is demodulated using side-band demodulation, and is shown
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after demodulation in Fig. 6.7b. The surface height repeatability is histogrammed

in Fig. 6.7c for successive scans comparing the demodulated with the raw surface

height measurements. The height repeatability is 15 pm for the demodulated data out

of 3 nm protein height, with a signal-to-background ratio of 200:1.

6.2 Microstructure Diffraction

Planar substrates can be replaced by nonplanar fabricated microstructures to yield

a different class of diffraction-based biosensor. In this case, physical structures

that diffract light capture biomolecules that modify their diffraction patterns and

intensities.

6.2.1 Micro-diffraction on Compact Disks

One of the most ubiquitous microstructured objects of modern life is the compact

disk (CD). The surface of a compact disk carries over a billion individual null

interferometers – microstructures, called pits, that diffract light with a set phase

Fig. 6.6 Response of differential phase contrast as a function of reflection amplitude and phase.

The maximum occurs when r ¼ +1 on an antinodal surface with 100% reflectance
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shift of pi radians. When a focused laser beam straddles a pit, the phase shift causes

destructive interference that cancels the light intensity at a detector. When the laser

beam falls on the surrounding area around the pit (called the land), it is reflected

with high-reflectance. As a focused laser beam scans across land and pits, the

intensity flips back and forth between maxima and minima, encoding ones and

zeros of binary data.

The pit structure of a conventional CD is shown in Fig. 6.8. The pits (actually

ridges, because the polycarbonate is embossed by a metal master and read through

the transparent carbonate) are arranged on tracks with a 1.6 mm pitch. The minimum

pit length is 0.83 mm with a width of 0.5 mm. A focused laser spot moves with a

linear velocity of 1.4 m/s at the rim. Two tracking satellite laser spots (with

monitoring detectors) keep the probe spot focused and on track with active voice-

coil actuators in a closed feedback loop.

The null interferometric condition is generated by diffraction from the pits. The

pit depth is a quarter wavelength, and upon reflection this causes a half-wavelength

delay. Roughly half the intensity of the beam falls on the pit and half on the land in a

50/50 wavefront-splitting interferometric configuration. On the optic axis in the far

Fig. 6.7 Differential phase contrast detection of patterned avidin protein. (a) Raw surface

scanning data. (b) Demodulated data. (c) Histograms of surface height comparing raw with

demodulated data. From ref. [7]

186 6 Diffraction-Based Interferometric Biosensors



field, the two fields from the pit and the land combine with a pi phase shift that

causes destructive interference – a null.

The interferometric surface of a conventional CD provides a convenient means

to rapidly scan for biological molecules. Several approaches to CD-based interfer-

ometric biosensors have been pursued. The disk has been used as a high-speed

scanning system for fluorescent [8] or absorption [9] readout. The first explicit use

of the null interferometric pits as biosensors was by La Clair [10]. The binding of

target analyte to the disk was detected as a bit error signal between digital prescan

and post-incubation scans. The non-inertial forces of a rotating disk also have been

employed for centrifugal microfluidics [11–13].

A drawback of conventional CD surfaces for biosensing is the null interferomet-

ric condition that is established for digital readout. As for the diffraction grating-

based biosensors, this leads to a trade-off between background (contrast) and

sensitivity. The null interferometric condition has the advantage of low-back-

ground, but the deviation of the intensity caused by biolayer accumulation is

quadratic in the layer thickness, leading to weak sensitivity to submonolayer

thicknesses.

For high sensitivity to very dilute molecular coverage, a phase quadrature

condition is more favorable. In micro-diffraction BioCD biosensors [14], the princi-

ple of wavefront-splitting interferometry of the pit (ridge) was used to convert the

null interferometric condition into quadrature conditions [15], illustrated in Fig. 6.9.

A Gaussian beam straddles a reflecting ridge on a high-reflectance land in a 50/50

wavefront-splitting configuration. The height of the ridge sets a phase difference

Fig. 6.8 Optical pit arrangement on a conventional compact disk (CD). The pits are arranged in

tracks with a 1.5 micron pitch. The pits are 0.5 micron wide and a minimum of 0.83 micron long.

A focused laser spot is maintained on a single track from two satellite spots and active feedback.

A conventional CD can have up to a billion pits, each acting as an individual null interferometer
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between the partial waves reflected from the ridge relative to the land. At zero height,

the ridge begins in a high-reflectance land condition. As the ridge height increases,

it causes partial destructive interference that reduces the detected intensity. When

the ridge height reaches a quarter wave, the intensity on the optic axis in the far field

is zero because of perfect destructive cancelation – the null condition. The quadra-

ture condition is located half-way between the land and the null condition at the half-

intensity position on the sinusoidal interferometric response curve. At this position,

any change in the relative height of the ridge and the land causes a maximum change

in the detected intensity.

The far-field diffraction from the ridge is shown in Fig. 6.9c for the land, quadrature

and the null conditions. When a protein layer is added to the ridge, the far-field

diffraction changes, as shown in Fig. 6.9d. By spatially aperturing the far-field diffr-

acted pattern to include only the central part of the diffraction peak, a signal linear in

Fig. 6.9 (a) A focused Gaussian beam straddles a ridge of height h in a 50/50 intensity splitting

configuration. (b) The intensity on the optic axis in the far field. The condition of phase quadrature
(eighth-wave ridge height) is at the half-intensity point of the interferometric response curve. This

is the condition of highest sensitivity to added material. (c) Diffraction patterns for ridge heights of
zero, eighth-wave, and quarter-wave. (d) Change in the far-field diffraction with the addition of 1.5
nm of protein. From ref. [15]
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the immobilized protein is obtained. An additional quadrature condition occurs for a

ridge height of 3/8-wavelength. The intensity changes upon biolayer accumulation

on the ridge are equal but opposite [16] for the two opposite quadratures.

An optimized micro-diffraction BioCD structure is shown in Fig. 6.10. This

design is based on an antinodal surface established by a multilayer quarter-wave

mirror. The sensor surface is on the land and the antinodal surface maximizes

the phase offset caused by the biolayer. The l/8 gold ridge has a nodal surface

condition (electric field is zero). This renders essentially invisible any molecules

that attach to the gold and sets a positive-quadrature condition (increasing signal

with increasing biolayer thickness) on the land. The micro-diffraction BioCD

demonstrated opposite quadratures [16] and detection down to ng/mL [17].

6.2.2 Micro-Cantilevers

Micro-electromechanical system (MEMS) devices such as micro-cantilevers are

dynamic structures that can be tuned actively to perform as diffractive optical

balances with arbitrary biases.

Fig. 6.10 Optimized micro-diffraction BioCD structure. The sensor surface is on the land that is

an antinodal surface (maximum electric field). The gold ridge is a nodal surface and is relatively

insensitive to nonspecifically bound materials, but the l/8 ridge height establishes a quadrature

condition for sensitive linear detection of the biolayer on the land
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An example of a biosensor based on this principle is shown in Fig. 6.11

composed of two sets of interdigitated cantilevers [18] with an adjustable offset

distance h that acts as a phase bias. The diffracted field of a single pair is

EP ¼ �i2r0E0

kL sin y
sin

kL
2

sin yþ Dfb � 2kh

2

� �
� sin

Dfb � 2kh

2

� �� �
eikh

¼ �i2r0E0

kL sin y
sin

kL
2

sin y
� �

cos
Dfb � 2kh

2

� �
þ sin

Dfb � 2kh

2

� �
cos

kL
2

sin y
� �

� 1

� �� �
eikh

¼ �ir0E0 sinc
kL
2

sin y
� �

cos
Dfb � 2kh

2

� �
� cosc

kL
2

sin y
� �

sin
Dfb � 2kh

2

� �� �
eikh

¼ �ir0E0FðyÞ
(6.20)

using the definitions

sinc x ¼ sin x

x
cosc x ¼ 1� cos x

x
: (6.21)

For a Gaussian beam illumination of the periodic elements, the total field is

EðyÞ ¼ �ir0E0FðyÞPðy;w0=LÞ; (6.22)

where Pðy;w0=LÞ is the grating function from (2.32) that is strongly peaked when

kL sin ym ¼ m2p (6.23)

which acts as a spatial filter on F(y) in (6.22). Expanding the effect of the biolayer,

and using the spatial filtering, gives the field amplitudes in the odd-numbered

diffraction orders

Em ¼ �ir0E0e
ikh 1� 1

2

Dfb

2

� �2
 !

sinðkhÞ þ Dfb

2
cosðkhÞ

" #
cosc(moddp),

(6.24)

where the behavior of sinc(x) and cosc(x) are shown in Fig. 6.12.

Fig. 6.11 Cantilevers with a

relative displacement h and a

biolayer thickness d on

alternating fingers
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The mth-order diffracted intensity is

Im ¼ RI0 cosc
2ðmoddpÞ sin2 ðkhÞ þ Dfb

2
sinð2khÞ þ Dfb

2

� �2

cosð2khÞ
" #

; (6.25)

where the phase from the biolayer from (4.53) is

Dfb ¼
ð1þ r0Þ2

2r0

k0
nm cos ym

ðn2m � n2bÞd: (6.26)

As the bias height h increases from zero, there is a trade-off between the linear

sensitivity to Døb and the device contrast. When h ¼ l/8, the linear sensitivity is a

maximum, and the system is in phase-quadrature, but has the lowest contrast. When

h¼ l/4, then the sensitivity is purely quadratic, but with essentially no background.
The contrast of the biosensor is

CðhÞ ¼ Dfb sinð2khÞ þ 1
2
Df2

b cosð2khÞ
1� cosð2khÞ (6.27)

which is background-free when 2kh is an odd-integer of p, or when h equals an odd-
integer of l/4.

Fig. 6.12 Graphs of sinc(x) and cosc(x)
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There have been several demonstrations of micro-cantilever sensors. A chemical

vapor sensor was demonstrated in ref. [19] for mercury vapor that caused the

cantilever to deflect when it absorbed mercury. The structure and the diffraction

results are shown in Fig. 6.13, but the structure did not have a uniform offset.

On the other hand, thermal sensing was demonstrated with a structure that could

be tuned using a uniform offset to bias the sensor to maximum detection per-

formance [18].

6.3 Bead-Based Diffraction Gratings

In the previous sections, we saw that molecular gratings produce very small

diffraction efficiencies that are quadratic in the accumulating layer density. An

alternative for molecular detection was provided by micro-cantilever gratings that

could be tuned to quadrature for high sensitivity, or could be tuned to low-back-

ground for high contrast. Large signals can be obtained by using the deflection of

one set of interdigitated cantilevers caused by molecular binding. However, the

fabrication of the cantilevers is relatively complicated.

An alternative approach to diffraction biosensors that can have large signals

without complex fabrication uses beads that bind specifically to target molecules,

and which can then be captured onto surface patterns to diffract a probe beam. The

bead size can be comparable to a wavelength, and can be in the Mie resonant

scattering regime to produce large signals, while the probe and target molecules

have molecular dimensions.

Fig. 6.13 Interdigitated micro-cantilevers for chemical vapor sensing. The data show the diffrac-

tion signal as a function of time caused by the relative deflection of the cantilevers as they absorbed

mercury. With permission from ref. [19]
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Consider stripes of beads immobilized on a surface with reflectance r0. From
(4.25), the far field of a surface density N of beads in a Gaussian beam is

E ¼ i
kw2

0

ffiffiffiffiffi
S0

p
f

r0
2pNS
r0k2

� 1

� �
exp � 2p2w2

0

ðflÞ2 ðx2 þ y2Þ
 !

; (6.28)

where the scattering amplitude from the double interaction model is (4.21)

SDI ¼ SbðyÞðe�ikdþ þ F2ðkaÞr20ei2feikd
þÞ þ SfðyÞ2r0eifFðkaÞðe�ikd� þ eikd

�Þ
(6.29)

with k ¼ nmk0. The validity of (6.28) requires a dilute density of particles that does

not significantly modify the incident beam (first Born approximation). This limit

corresponds to low concentrations which are of most interest when studying

detection limits. The large signal limit, with saturated bead densities, involves

multiple scattering that is not captured in this analysis.

If the beads are in stripes of periodicity L, then the far field is given by

E ¼ �i
kw2

0

ffiffiffiffiffi
S0

p
f

r0 e�ðð2pw0=lÞyÞ2 � 2pN SDI
r0K2

sinc K
a

2
sin y

� �
PGðy;w0=LÞ

� �
;

(6.30)

where PGðy;w0=LÞ is the periodic Gaussian diffraction pattern of (2.32). Note that

the reflected Gaussian has the same profile as the Gaussian functions in

PGðy;w0=LÞ. Hence there is interference in the zero-order, which represents a

heterodyne condition, with possibly linear sensitivity. The higher order diffraction

signals are in a homodyne condition with quadratic sensitivity. The diffracted

intensity is

IðyÞ ¼ I0 R� 4pN
k2

Reðr0SDIÞ
� �� �

e�ðð2pw0=lÞyÞ2
�

þ 2pNjSDIj
k2

� �2
sinc2 k a

2
sin y

	 

P2Gðy;w0=LÞ

�
ð6:31Þ

in which the first term is the zero-order interference, and the second term is for the

diffraction orders that are quadratic in the bead surface density.

Bead-based diffraction gratings can assemble on prepatterned protein stripes,

such as biotinylated BSA, when there are target molecules, such as avidin, on

microbeads. The protein stripes are not visible on gold. But as microbeads assem-

ble, diffraction can be detected with high sensitivity. For a probe beam that

straddles approximately 25 stripes, diffraction can be detected when there is on

average only a single bead per stripe that is bound. This approach has been used to

detect S-adenosyl homocysteine on magnetic beads that were pulled to the

prepatterned surface using a magnetic field. A detection limit down to 300 pM

was achieved for this small 400 Da molecule [20]. Microscopic images of the

accumulating beads are shown in Fig. 6.14.
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Chapter 7

Interferometric Waveguide Sensors

The interferometric interaction of light with a biological layer is linearly proportional

to the length along which the electric fields interact with the sample. Therefore,

responsivity can be improved by increasing the interaction length. One way to

accomplish this is to have the light wave pass back and forth through the layer many

times, as in a cavity. Another way to accomplish this is to propagate the probe

light along the biolayer, which is the topic of this chapter on interferometric wave-

guide sensors. These types of interferometric biosensors operate on principles of

waveguide confinement combined with evanescent field profiles.

7.1 Evanescent Confinement

Evanescent fields are exponentially decaying solutions to Maxwell’s equations

subject to boundary conditions at an interface or surface. They have characteristic

decay lengths that tend to be comparable to a wavelength and hence are highly

localized near the interface. These fields are preferentially sensitive to refractive

index or dipole density in close proximity to the interface, for instance caused by

binding of analyte to recognition molecules immobilized on the surface. Another

reason why they are valuable is because the effect on the evanescent wave can be

integrated over long interaction lengths, providing sensitive sampling of small

changes to the surface. The simplest evanescent wave arises from total internal

reflection (TIR), and the simplest configuration to exploit the evanescent wave is a

waveguide structure.
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7.1.1 Total Internal Reflection (TIR)

When light is incident on an interface between two dielectric media, in which the

incident medium has a slower light speed than the transmitting medium, then there

is a critical angle obtained from Snell’s Law

sinðp=2Þ
sin yc

¼ ni
nt

(7.1)

at which the transmitted wave travels parallel to the interface (transmitted angle of

p/2). This critical angle is

Critical angle for TIR:

yc ¼ sin�1 nt
ni

� �
(7.2)

For incident angles larger than this value, there is no real-valued transmitted angle,

and all the light is reflected. This is the phenomenon of TIR (Fig. 7.1).

Under the condition of TIR of a plane wave, there is an evanescent wave confined

to the interface between the twomedia. The energy in this wave is established during

the initial transients after the wave impinges on the surface, and is sustained in

steady state for continuous-wave excitation even when the steady state reflected

power equals the incident power.

To find the localization of the evanescent wave, conservation of transverse

momentum (or transverse k-vector) is expressed as

ki sin yi ¼ kt;k (7.3)

The magnitude of the k-vector in the second medium is

k2t;k þ k2t;? ¼ k2t (7.4)

Fig. 7.1 Critical angle for

total internal reflection (TIR)
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Solving for kt;? gives

kt;? ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2t � k2t;k

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2t � k2i sin

2 yi
q

¼ kt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2i

n2t
sin2 yi

s
(7.5)

For TIR, the second term is greater than unity, making the argument in the square

root negative, and making the perpendicular component of k2 imaginary.

kt;?¼ ikt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2i
n2t

sin2 yi � 1

s

¼ ib;

(7.6)

where b is the inverse decay length of the field

Et¼ E0
t expði~kt �~rÞ

¼ E0
t expðiki sin yixÞ expð�bzÞ

(7.7)

The decay length into the second medium is

d ¼ 1

b
¼ l

2pnt

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn2i =n2t Þ sin2 yi � 1

q (7.8)

The shortest decay length (strongest localization at the interface) occurs as yi
approaches p/2. The decay length in this limit is

dmin � l
2p

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2i � n2t

p ¼ l
2p

1ffiffiffiffiffi
2�n

p 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
ni � nt

p (7.9)

For an interface between glass and water at 633 nm, this decay length is approxi-

mately 150 nm, shown in Fig. 7.2. This is the shortest decay length. For incident

angles that approach the critical angle, the decay length extends further into the

second medium. Therefore, for most practical TIR biosensors, the sensitivity

extends several hundred nanometers into the second medium.

Although the amplitude of the reflection coefficient is clamped at unity for

angles larger than the critical angle, the phase varies continuously as a function

of angle. The phase is obtained from the Fresnel’s equations of Chap. 4; and for TE

and TM polarizations are
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tan
fr

2
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 y� sin2 yc

p
cos y

TE polarized (7.10)

tan
fr

2
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 y� sin2 yc

p
cos y sin2 yc

TM polarized (7.11)

The reflection phases are plotted in Fig. 7.3a for the two polarizations for glass to air

and glass to water.

An important aspect of this phase arises for biosensors, for instance from glass to

liquid, when the refractive index of the liquid changes, either due to chemical

densities or reactions, or because of accumulating molecules at the solid surface.

The change in the phase per unit change in the refractive index of the secondmedium

is shown in Fig. 7.3b. This is the refractive index responsivity of the reflected phase.

The units are in radians per refractive index unit (RIU). The high phase responsivity,

combined with the near-surface nature of the evanescent wave, is one reason why

waveguide sensors are among the most important optical biosensors.

7.1.2 Dielectric Waveguide Modes

A planar dielectric waveguide can be as simple as a plane-parallel slab of high-

refractive index embedded in lower index material. For instance, a slab of glass in air

performs as a dielectric waveguide when light is launched at its end, as in Fig. 7.4.

Fig. 7.2 TIR decay length vs. angle for glass into air or into water. While the decay length can be

very large near the critical angle, typical values are on the order of a fraction of a wavelength
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When the external angle is sufficiently small, the ray inside the slab makes an angle �y
(shown in Fig. 7.5), that is larger than the critical angle for TIR, and the rays reflect

multiple times confined within the slab.

To form a propagating mode inside the waveguide, all the rays must interfere

constructively. To find the angle �y for which this constructive interference occurs,

the distance AC–AB in Fig. 7.5 represents the path difference between two succes-

sive reflections that brings the reflected wave vector parallel to the original. This

distance is

AC� CB ¼ 2d sin �y (7.12)

Fig. 7.3 (a) Phase shift on reflection for TIR for glass to air and glass to water. (b) Change in

phase (in radians) per refractive index unit for TIR TE and TM modes
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For constructive interference, the associated optical phase must be an integer

number of 2p with

2p
l
2ncored sin �ym � 2fr ¼ 2pm (7.13)

The phase shift fr is given in (7.10) and (7.11). For instance, for TE polarization

this is

tanfr=2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 ð�ycÞ
sin2 �ym

� 1

s
(7.14)

Taking the tangent of (7.13) leads to the self-consistency condition

tan
p
l
ncored sin �ym � pm=2

� �
¼ tanðfr=2Þ (7.15)

Fig. 7.4 To form a propagating mode, all the internally reflected rays of a slab waveguide must be

in phase to interfere constructively

Fig. 7.5 Internally reflected rays of a slab waveguide. y is the incident angle on the cladding,

while �y defines the k-vector orientation
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which is solved for ym for a given integer mode number m and shown in Fig. 7.6.

The propagation constant bm ¼ kz is given by

bm ¼ kz ¼ ncorek0 cos �ym (7.16)

With the solutions for ym, the full field profile of the waveguide mode can be

obtained. The field internal to the core is

ucorem ðyÞ /
cos 2p sin �ym

l ncorey

� �
; m ¼ 0; 2; 4; :::

sin 2p sin �ym
l ncorey

� �
; m ¼ 1; 3; 5; :::

8>><
>>: (7.17)

and in the cladding is

ucladm ðyÞ /
expð�gmyÞ; y>0

expðgmyÞ; y<0

(
(7.18)

These are continuous at the boundary, such that

ucorem ðd=2Þ ¼ ucladm ðd=2Þ (7.19)

and the field is normalized by ð1
�1

u2mðyÞ dy ¼ 1 (7.20)

Fig. 7.6 Simulated values for ym. Glass core with water cladding
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The decay constant gm is related to the transverse propagation constant bm
through

g2m ¼ b2m � n2corek
2
0 (7.21)

yielding

gm ¼ ncorek0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 �ym � sin2 yc

q
(7.22)

This is plotted in Fig. 7.7 for the lowest TE and TM modes of the waveguide. Of

particular interest for waveguide biosensors is the field magnitude at the surface

of the cladding where a biolayer would be immobilized. One measure of how much of

the field extends outside the core is through the confinement factor, defined by

Gm ¼
Ð d=2
0

u2mðyÞ dyÐ1
0

u2mðyÞ dy
(7.23)

where (1 –Gm) provides the measure of the field extending into the sensing region

outside the core.

If the refractive index of the cladding is changed to nclad þ Dn, the propagation
constant is changed by

Dbm ¼ ncorek0
d cos ym

dn
Dn (7.24)

Fig. 7.7 Simulated values for 1/gm. Glass core with water cladding
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The sensitivity of the cosine to a change in the cladding index is shown in Fig. 7.8.

In the limit of the thinnest slabs, the change in the cosine is approximately equal to

the change in index. For a waveguide of length L, the change in phase of the

transmitted waveguide mode is

Df ¼ DbmL (7.25)

Here we see the importance of the continuous interaction of the evanescent wave

with the sample along the length L of the sensor. Waveguides easily can be operated

over lengths of millimeters, compared with the very short interaction length of

nanometers of thin film biosensors of Chap. 6. For instance, for a uniform index

change of Dn ¼ 0.01 for the cladding, the change in phase for a 1 mm long

waveguide is on the order of 100 rad.

Waveguide biosensors sense the refractive index of the cladding medium, which

often consists of water and uniformly distributed reagents. As reagents change in

concentration, or if two or more interact to form new compounds, the refractive

index of the cladding medium changes uniformly and causes a shift in the phase of

the transmitted light. A common configuration for waveguide biosensors uses

recognition molecules that are immobilized as a nanometer-scale layer on top of

the waveguide slab or core region. As these recognition molecules bind target

molecules out of solution, the layer thickness increases, causing a shift in the

transmitted phase. Because the accumulating layer is not homogeneously

distributed in the medium, the shift in the phase is not due to a homogeneous

change in the cladding medium, but is localized. This is an advantage, because the

evanescent wave is preferentially sensitive to the surface and will not be sensitive to

Fig. 7.8 Simulated values for d cos �ym=dn for the m ¼ 0 mode of a glass core with water cladding
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changes in the fluid cladding far from the waveguide. The equivalent change in a

bulk index that would correspond with the change caused by the film of thickness

dfilm on one side of the cladding is approximately

Dneff ¼ 2gmdfilmðnfilm � ncladÞ (7.26)

The effective refractive index of an equivalent homogeneous cladding medium is

proportional to the difference between the medium index and the film index,

and is proportional to the ratio of the film thickness to the decay length of the

evanescent wave. More accurate computational calibration of a waveguide struc-

ture requires multilayer simulations for the reflected phase that would be used in

(7.15) to find the guided modes.

7.2 Waveguide Couplers

Having established the properties of the guided modes of a slab waveguide, the next

issue is how to couple light into and out of a waveguide with high efficiency and

few stray reflections (that can cause stray interference fringes). The three most

common methods for launching guided modes in waveguides are illustrated

in Fig. 7.9. These are: (1) prism coupling to achieve high-angle coupling into

the guided mode, (2) grating coupling by diffracting a wave into the direction of

Fig. 7.9 Different methods for coupling into (and out of) planar waveguides. Prism coupling

couples light in from a high index material at an angle that is above the TIR angle along the

waveguide. Grating coupling uses diffraction from the grating to launch high-angle modes that

are confined in the waveguide. End-coupling is conceptually straightforward, but more difficult to

implement accurately
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the guided mode, and (3) end-coupling by focusing a laser through a lens onto

the waveguide.

End-coupling is the most straightforward approach, but is the least stable in

terms of alignment and mechanical stability. For efficient coupling, the mode shape

of the focused beam should be very similar to the transverse mode structure of the

lowest-order guided mode. The coupling efficiency is related to the overlap integral

J ¼
ðd=2
�d=2

GðzÞFðzÞ dz
�����

�����
2

(7.27)

where G(z) is the normalized transverse field profile of the guided mode, and F(z)
is the normalized profile of the focused laser. When G(z) and F(z) are most similar,

the overlap integral is a maximum. An alternate way to consider coupling efficiency

is through the numerical aperture of the coupling optics compared with the numeri-

cal aperture of the waveguide. The cut-off angle inside the guide sets a maximum

allowable range of angles on the input face. The numerical aperture is defined as the

sine of the maximum acceptance angle ya

NA ¼ sin ya ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core � n2clad

q
(7.28)

This waveguide numerical aperture should match the numerical aperture of the

focusing optics

NA ¼ d

2f
(7.29)

where d is the diameter of the laser beam incident on the lens with focal length f. For
a beam diameter of 1 mm, a focal length to match a typical numerical aperture of

NA¼ 0.5 is f¼ 0.5 mm, which is usually satisfied by a high magnification objective

lens. The drawback of end-coupling is the high mechanical accuracy that is needed

to focus the beam on the central portion of the waveguide for maximum overlap.

A more stable approach that is easier to implement is the prism coupler. In this

case, the relatively high index of the prism matches the cladding layer refractive

index of the guide. There is little refraction at the prism-cladding interface,

allowing high internal angles to be launched into the guiding layer. The main detail

is to have the beam enter the cladding just at the apex of the prism so that, once

launched, the guided mode cannot escape again through the prism.

Possibly the most controllable input coupling is through a surface grating

fabricated in the cladding layer. An incident beam is diffracted by the grating. If

the grating period is short enough, a diffracted wave can be launched at high angle

inside the guide. For instance, for a periodicity L, the grating vector is K ¼ 2p=L.
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A grating can couple light into a guided mode with a propagation constant b when

the propagation constant equals the grating vector

K ¼ 2p
L

¼ b ¼ k0ncore cos �ym (7.30)

or

L ¼ l
ncore cos �ym

(7.31)

As an example, for �ym ¼ 0:5 and l ¼ 0:8 mm, the grating periodicity should be

about 0.6 mm. This requires a feature size of 0.3 mm, which is easily achieved using

microfabrication techniques.

7.3 Waveguide Structures

There are several possible structures for solid-state waveguides. Some of these are

illustrated in Fig. 7.10. The planar waveguide is equivalent to a free-space optical

system. Waves can be launched in different directions to cross and interfere.

However, the absence of lateral confinement prevents the light from being directed

Fig. 7.10 Examples of waveguide structures for sensing. The planar waveguide is simplest, but

has no lateral confinement. A channel waveguide with lateral confinement can be fabricated by

ion implantation. A ridge waveguide can be fabricated by masking and etching, or by masking

and deposition
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in the plane other than by line of flight. For lateral direction control, a channel

waveguide or a ridge waveguide can be fabricated using ion implantation, etching

and/or deposition. These waveguides can be designed to guide light in transverse

directions on the substrate. This is the basis of integrated optics, which is the optical

analog of integrated circuits, with waveguides substituting for the wires of the

integrated circuit. There are waveguide structures that are designed specifically for

biosensing applications. Examples of these are antiresonant waveguide (ARROW)

structures and the resonant mirror (RM).

7.3.1 Antiresonant Waveguide (ARROW)

A novel waveguide structure with several advantages for biosensing applications is

an antiresonant reflecting optical waveguide (ARROW). This structure can be

fabricated with much larger guide dimensions of several microns instead of

fractions of a micron (required for single-mode performance of slab waveguides).

This larger format makes it easier (more stable) to couple into and out of the

waveguide, compared with the tight fabrication and tight focusing tolerances

required by conventional single-mode waveguides.

The basic operating principle of the ARROW structure is the use of a leaky

waveguide structure that attenuates modes higher than the fundamental mode. This

makes the structure perform like a single-mode structure in spite of its large

dimensions. The structure is shown in Fig. 7.11 [1]. The core of the waveguide

consists of SiOx with n ¼ 1.485 fabricated as a ridge waveguide with a rib depth of

about 5 mm. The core rests on two cladding layers: a thin first layer with a high

index composed of Si3N4 with n¼ 2.0 that is 120 nm thick, on top of a second low-

index cladding that is much thicker at 2 mm and composed of SiO2 with n ¼ 1.46.

The first cladding layer constitutes an antiresonant Fabry-Perot with reflectance (at

the high incident angle) above 99% for the lowest-order TE mode. The reflectance

is much lower for TM modes and all higher TE modes. Therefore, these modes leak

into the silicon substrate and are absorbed. The disadvantage of the ARROW

Fig. 7.11 Antiresonant reflecting optical waveguide (ARROW) structure. The evanescent field

extends from the core into the outer medium around the rib structure
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structure for biosensing is a large confinement factor that confines most of the field

to the core, with an effective refractive index that is significantly smaller than for

conventional small-core waveguide sensors.

7.3.2 The Resonant Mirror

A biosensor structure that is based on the different phase velocities of TE and TM

modes in dielectric waveguiding layers is the resonant mirror (RM). It does not

strictly operate in a guided-mode configuration, but instead uses TIR like a surface-

plasmon configuration. The structure uses polarization control to generate destruc-

tive interference between the field components of TE and TM modes.

The resonant mirror structure is shown in Fig. 7.12. It consists of a high-index

guiding layer in contact with an overlying medium and resting on a coupling layer.

The configuration and operation is very similar to prism coupling into and out of a

waveguide [2]. The incident angles are beyond the critical angle for TIR, and the

reflected intensities are unity. However, when the incident light is matched to a

guided mode, there is a strong shift in the reflected phase of the light coupled out as

the coupling angle is tuned. The phase can change by nearly 2p over only an angular

change of about a degree. Because the reflected amplitude is unity, this phase shift

must be detected through interference. This interference is provided by the fact that

the TE and TM modes propagate at different velocities and consequently have

different resonant coupling angles. For instance, as the reflected phase of the TM

Fig. 7.12 The resonant mirror biosensor. The high-index guiding layer replaces the metal layer of

an SPR sensor
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mode changes rapidly near one resonant angle, the TE mode reflected phase

remains constant. Therefore, the resonant mirror is operated using both TE and

TM excitation with a 45� polarizer, and is detected through a 45� polarizer at the
output to detect the interference between the two modes. The rapid phase shift of

one polarization reflection relative to the other produces destructive interference

that is observed as a sharp dip in the reflectance as the angle is tuned through the

resonant angle. Because the mode propagation is sensitive to bound molecules on

the TIR surface, small amounts of binding on the sensor surface causes the

reflectance dip to shift.

The simulated performance of a resonant mirror is shown in Fig. 7.13. The

reflectance of TE and TM polarized light is plotted as a function of angle. The

critical angle for both polarizations is 42�, above which the reflectance is unity.

However, through a 45� analyzer, the TE and TM fields interfere, producing the

reflectance in (b). The TE-mode interference is extremely sharp in the simulation.

In practice, experimental losses broaden the interference. However, the resonant

dip is about an order of magnitude sharper than for surface plasmon resonance

(SPR) sensors that experience attenuation in the metal films, although the angle

shift caused by binding is about three time smaller than SPR because less of

the resonant mirror guided mode is in the evanescent wave in the overlying

medium. The overall performance in terms of shift per resonance width is about

an order of magnitude larger for the resonant mirror relative to SPR sensors. In

addition, the guiding materials can be more robust to aqueous environments than

metals. Despite these advantages, the resonant mirror has not made inroads into the

biosensor marketplace that continues to be dominated by SPR-related biosensors.

7.4 Mach–Zehnder Interferometric Waveguide Sensors

One of the simplest interferometers to construct using a planar waveguide is the

Mach–Zehnder interferometer discussed in Chap. 1. For example, a planar wave-

guide Mach–Zehnder can use a broad grating coupler to “illuminate” two parallel

sensing regions using a single input beam. One region is the sensor with

immobilized recognition molecules, while the other is a standard reference. The

sensor region of this chip is immersed in a sample containing target analytes. As

the analytes bind specifically to the recognition strip, balanced by nonspecific

binding on the reference strip, the relative phase of the two guided modes shifts

according to (7.25). The two beams are coupled out of the sensor chip by an output

coupling grating. The waves interfere in the two output ports to produce intensity

shifts that directly track the amount of binding on the sensor strip. The sensor length

in this example [3] may be typically 1 mm, leading to phase shifts of approximately

10 times 2p for several nm of bound protein.

An integrated optics approach to a Mach–Zehnder biosensor is shown in

Fig. 7.14 in which a ridge waveguide structure is fabricated with two splitters that

separate and recombine the waves on the optical chip. By bringing the splitters onto
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the chip, the entire device becomes much more compact. The sensor arm has the

cladding removed to bring the sample to be sensed into contact with the guiding

core. The reference arm can be fixed (with cladding), or can be an additional

sensing area with nonspecific recognition molecules to cancel out nonspecific

Fig. 7.13 Resonant mirror performance. The TM and TE reflectances are shown in (a). They both

share the same critical angle of 42�. The reflectance through a 45� polarizer is shown in (b). The

strong phase shift that occurs as the angle is tuned through the resonant coupling angle for each

guided mode causes an interference dip at each resonant angle. Binding from the overlying

medium shifts the resonance
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binding from the interference signal. This device exhibits 10–15 times 2p phase

rotation upon saturated binding of target molecules.

7.5 Young’s-Type Fringe-Shifting Interferometers

Mach–Zehnder interferometers have only a single detection channel and hence

require large modulation for accurate measurement of phase shifts caused by

accumulating molecules on the sensor region. A closely related waveguide

approach with a large number of detection channels is the Young’s double slit

configuration. This uses two waveguide channels, just like the Mach–Zehnder. But

instead of recombining the channels prior to detection, the light is launched into

free space from the two separated channels to generate interference fringes on a

pixel-array detector. An example is shown in Fig. 7.15 that is similar to the first half

of a Mach–Zehnder, but launches the modes into free space. The interference

fringes shift as the effective index over the sensing region is modified by a

biochemical reaction. Because the fringes are sampled by many pixels, the fringe

position can be located with high precision, and hence very small changes in the

effective index can be detected.

A similar two-channel Young’s-type interferometer uses two waveguide slabs

situated vertically, as in Fig. 7.16. The sensing slab is in communication with an

ambient medium, while the lower slab is the reference slab. The waves from

the slabs launch into free space and are detected on a pixel-array detector [5].

This configuration is particularly valuable when both polarizations TE and TM are

used in the slabs [6], because the effective index neff is different for the two

polarizations, and it is possible to separate the (n - nm) term and the thickness d
from the (n - nm)d product when the biolayer is not too thin. This configuration is

called dual-polarization interferometry (DPI) and has been used to quantify protein

refractive index values.
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Fig. 7.14 Integrated Mach–Zehnder ridge-waveguide interferometer on a chip. The cladding in

(a) has been removed from the sensor region to bring the sample into contact with the waveguide

core. The phase change and signal are shown in (b). Reprinted with permission from ref. [4]
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7.6 Guided-Mode Resonance (GMR) Sensors

SPR sensors based on gold films are the most common label-free sensors. These

sensors have sensitivities down to 1 pg/mm2 and rely on the sharp reflectance dip

when the external light couples into the surface plasmons. The plasmons are

evanescent waves that sense refractive index changes close to the surface, which

Fig. 7.15 Young’s-type interferometer with channel waveguides. Accumulation of a biolayer on

the sensor region shifts the fringe positions

Fig. 7.16 Dual-polarization interferometer (DPI) using over-and-under slab waveguides with

free-space detection of Young’s fringes that shift as a biolayer accumulates on the sensing

waveguide
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causes the resonant feature in the reflectance to shift, and is detected either by a shift

in angle or a shift in wavelength. However, the width of the resonance, which

determines its responsivity, is dictated by the properties of the gold film and is

hence not a “designable” feature of the sensor.

Alternative interference structures that have many of the attributes of SPR

sensors, but which use dielectric gratings that can control the width of the resonance,

are guided-mode resonance (GMR) sensors. These are waveguide structures that have

subwavelength gratings that serve several simultaneous functions: grating coupling

into the waveguide, Bragg reflection of the guided modes, and output coupling of the

Bragg-reflected modes. The basic GMR structure is shown in Fig. 7.17 consisting of a

low-index leaky-mode waveguide layer and a grating layer [7]. An incident plane

wave diffracts into a first diffraction order that is coupled to the leaky mode of

the waveguide. This guided mode is diffracted by the grating into reflected and

transmitted directions. Under resonant conditions, the original transmitted wave and

the transmitted leaky waves are p radians out of phase, which causes destructive

interference in the transmitted direction. This produces a narrow but deep transmit-

tance dip under resonance conditions.

The condition for resonant coupling into the waveguide is given by the diffrac-

tion equation

nmk0 sin yþ mK ¼ ngk0 cos �y ¼ b (7.32)

where nm is the effective index of the overlying medium, k0 is the free-space

k-vector, y is the incident angle, m is the diffraction order, K ¼ 2p/L, ng is the

Fig. 7.17 Guided-mode resonant (GMR) structure. At resonance, the transmitted fields t and s are
p out of phase and interfere destructively
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index of the guiding layer and �y is the internal angle. The total phase difference

between the transmitted fields t and s is

fst ¼ 2ngk0d þ 2f1 þ 2f2 (7.33)

which can be compared directly to the condition for guided modes

2ngk0d þ 2f1 þ 2f2 ¼ m2p (7.34)

Therefore, when the incident light couples resonantly into the guided mode,

fst ¼ p, and the transmission is quenched by destructive interference. The trans-

mittance can be approximately parametrized as

T

T0
¼ D2

s2 þ D2
(7.35)

where D is the detuning parameter from resonance, and s is set by the diffraction

efficiency of the grating. When s is made very small, the transmittance shows a very

sharp dip at the resonance wavelength (or angle).

The resonance condition at normal incidence and for first-order diffraction is

simply

K ¼ b

L ¼ l=neff (7.36)

where the dependence on the effective mode index arises explicitly. Therefore,

a change in the effective mode index is observed as a shift of the resonance

condition, which can be measured at normal incidence by measuring the transmit-

tance (or reflectance) spectrum.

This dependence on neff is the basis of resonant waveguide structures that perform
in a way analogous to SPR sensors, but which have a larger design space to engineer

tight resonance conditions across broad areas. A biosensor structure based on GMR

is shown in Fig. 7.18 [8]. This device is operated in reflection with the light incident

from the substrate and diffracted at the grating layer that also supports a biolayer that

accumulates out of solution. At normal incidence and at resonance, the grating

diffracts the first-order into the guided mode. However, the same grating causes

this guided mode to Bragg-reflect back (second-order Bragg reflection [9]), where

it is coupled out and counter-propagates back along the incident wave. Small

changes in the biolayer thickness cause a shift in the resonant reflectance spectrum

that is detected using a spectrometer. The width of the reflectance peak can be

only a few nanometers, which represents amuch sharper resonance than achieved by

SPR. In addition, the ability to operate at normal incidence (instead of the high

angles used in SPR) considerably simplifies the detection optics and also enables

direct imaging.
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There are numerous variants on the resonant grating waveguide biosensors

because the design space is large, and different configurations may have different

advantages for fabrication or detection [10, 11]. One variant is called optical

waveguide light mode spectroscopy (OWLS) that operates at oblique angle and

can excite more than one mode [12]. Accurate measurements of protein refractive

index can be made using this approach [13]. These grating waveguide systems could

also be combined with an SPR system by placing 40 nm of Gold on the grating [14].

The sharpness of resonance features provides a clear advantage for biosensor

responsivity by creating a response function with a very high slope dependence on a

local refractive index. However, it must also be kept in mind that high responsivity

does not always translate to low detection limits because chemical recognition

chemistry and residues may be limiting, and higher responsivity also can be

accompanied by higher system noise. Nevertheless, the strong responsivity of

resonant biosensors has the advantage of strong signals from small numbers

of analyte which can make them very sensitive under appropriate conditions.

7.7 Optofluidic Biosensors

Capillary tubes have the advantage of co-confinement of light with the liquid fluid

containing analyte. The liquid cores of capillaries or hollow fibers have small

volumes that need only very small amounts of sample solution, and light can be

Fig. 7.18 A resonant grating biosensor operating at normal incidence in reflectance. The grating

supports the biolayer and diffracts the incident wave into the guided mode, where it is Bragg-

reflected back and coupled out back along the direction of the incident wave. At resonance, the

reflectance approaches unity, but with a wavelength bandwidth of only a few nanometers
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concentrated on the thin biosensing layer. Examples of liquid core biosensor

configurations are shown in Fig. 7.19.

Backscatter interferometry (BSI) uses a capillary tube with an outer diameter of

about 200 mm and a wall thickness of 35 mm. The affinity capture layer is deposited on

the inner surface of the tube in contact with the liquid core containing analyte

molecules. Light is incident externally, which is refracted by the cylindrical geometry,

with partial waves generated by the interfaces that interfere in the far field and produce

interference fringes at a pixel-array detector [15]. As analyte binds to the affinity

capture layer, the interference fringes shift proportional to the amount captured. BSI

also has been used to detect biochemical reactions in free-solution [16].

Fig. 7.19 Optofluidic biosensor configurations using liquid-core optical capillaries with

internal-surface affinity capture layers. Backscatter interferometry (BSI) detects reflected light

from the capillary with a pixel array that captures interference fringes in the far field. The

optofluidic ring resonator (OFRR) couples light from a fiber taper into a waveguide mode that

senses molecules binding on the inner surface
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A fiber-coupled resonant configuration is the optofluidic ring resonator (OFRR),

shown in Fig. 7.19. A hollow fiber is melted and stretched to a small outer diameter

of about 80 mm and the wall is etched to several microns. A fiber taper couples

probe light into the resonant waveguide modes of the glass ring. The affinity capture

layer is on the inside in contact with the liquid core that contains the analyte

molecules. The ring waveguide electric field modes have evanescent tails that

probe the internal interface where molecules accumulate on the affinity layer.

The cavity resonance can have very large Q factors in the millions, with corre-

spondingly small resonant linewidths of picometers. Small amounts of captured

analyte can cause the resonance wavelength to shift by a significant fraction of the

linewidth, leading to high responsivity of tens of nanometers per RIU and a

detection limit around 1 pg/mm2 for these resonant biosensors [17–20].

7.8 Ring and Microdisk Resonators

The OFRR is one example of a resonant biosensor with high Q and narrow

resonance linewidths. Many resonant biosensors exist in many configurations,

such as whispering gallery modes in microspheres [21, 22], silicon-on-insulator

micro-ring resonators [23] and silicon micro-toroids [24]. These all benefit from

evanescent fields of high-Q resonant modes probing thin layers of immobilized or

captured molecules. Examples of a silicon-on-insulator micro-ring resonator and a

micro-toroid are shown in Fig. 7.20. The small dimensions and small resonant

linewidths translate to small amounts of detected analyte on the order of a

femtogram [23].

The extremely small dimensions of the micro-resonators, combined with

extremely high Q-values, raise the possibility to perform label-free interferometric

detection of single molecules. The micro-toroid sensor has a particular advantage

Fig. 7.20 (a) A micro-toroid resonator. (b) An optical ring resonator between two coupling

waveguides. From refs. [23, 24]
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for single-molecule detection because of its record high Q-values from the

near-perfect silicon microfabrication [24]. The presence of a single molecule

adjacent to the resonator causes a small shift of the resonant wavelength. This

effect has a thermo-optic origin, in which light absorbed by the molecule from the

resonant evanescent field causes a slight heating and hence shift in the cavity

wavelength. The shift of the resonant wavelength caused by a single molecule is

dl
l

¼ sl
8p2n2kV

dn

dT

� �
QPIu (7.37)

where s is the molecule absorption cross-section, l is the wavelength, n is the

effective refractive index of the toroid, k is the thermal conductivity, V is the optical

mode volume, dn/dT is the thermo-optic effect, Q is the Q-value, P is the coupled

optical power, and Iu is an integral that depends on the mode profile. This expres-

sion can be inverted to extract the limit-of-detection on the optical cross-section

that allows a single molecule to be detected. The minimum detectable optical cross-

section is

smin ¼ V

PQ2

8p2n2k
lðdn=dTÞ (7.38)

For example, for Q ¼ 2.5 � 108, P ¼ 1 mW, l ¼ 680 nm and a toroid diameter of

80 mm, the smallest absorption cross-section is about smin ¼ 1 � 10-17 cm2. Many

biological molecules have absorption cross-sections larger than this value, and

single-molecule detection was achieved in liquid for the detection of single IL-2

molecules in serum.

7.9 Photonic-Bandgap Biosensors

Fabry-Perot resonators have cavities and reflectors that are functionally separated.

An alternative resonant structure is a distributed reflector structure, like a

distributed Bragg reflector. In this case there is no physical separation between

the reflection elements and the cavity elements. As biosensors, these devices can

capture analyte molecules distributed across their structure. Like Fabry-Perot

sensors, these distributed reflector structures can have narrow linewidths and

hence high responsivity to captured analyte. But they are more compact and

hence can have very small mass detection limits around a femtogram. Distributed

reflectors are often referred to as photonic crystals because their characteristic

spacings are fractions of a wavelength, and they can have bandgaps in their

dispersion just like electronic bandgaps of ordinary crystals [25].

An example of a 1D photonic crystal sensor is shown in Fig. 7.21. The 1D

structure consists of a coupling waveguide and a cavity with a distributed reflector
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fabricated in silicon-on-insulator [26]. The Q of the structure was around 3,000,

with relative index detection limit around 10-4 RIU, and a responsivity of 130 nm/RIU.

The small dimensions of the device support a small mass detection limit of 35 ag.

A 2D photonic crystal biosensor is shown in Fig. 7.22. The 2D photonic crystal has a

lattice constant of 465 nm and a pore diameter of 270 nm. The responsivity for analyte

binding inside the pores was approximately 1 nm/nm of protein captured on the inside

surface of the pore with a mass detection limit of 2.5 fg [27].

Fig. 7.21 1D photonic crystal biosensors fabricated from silicon-on-insulator operating near

1,550 nm wavelength

Fig. 7.22 A 2D photonic crystal sensor fabricated on 400 nm thick silicon-on-silica. The silicon

waveguides are defined by etched channels, and the photonic crystal elements are etched pores.

The central defect has a cavity resonance near 1,580 nm. The cylindrical pores are functionalized

to capture target molecules
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Chapter 8

Cell Structure and Dynamics

The cell is the smallest autonomous unit of living tissue. A eukaryotic cell is

characterized by many internal structures organized within membranes. These

organelles include the nucleus, mitochondria, endoplasmic reticulum and the

Golgi apparatus. There are, in addition, many internal vesicles that transport

metabolic reagents and enzymes. The complex internal structures have differing

protein and lipid densities and differing refractive indices that scatter light. The

cellular structures are in constant motion, leading to highly dynamic light scattering

(DLS).

This chapter introduces the organization of the cell, its many constituents, and

how they move. The motions of the internal components of a cell, including

motions of the cell membrane, produce rich dynamic behavior in observed laser

speckle and in the mutual interferences among the many scattered waves arising

from light interacting with the cell.

8.1 Organization of the Cell

Eukaryotic cells are highly heterogeneous objects, with numerous internal com-

partments that have many different functions. Within several of the compartments

are additional structures, such as the nucleolus inside the nucleus or cristae and

granules inside mitochondria. All of these structures present heterogeneous

topologies to propagating optical wavefronts, causing refraction and diffraction of

light waves. The structural and functional organization of cells influence the

interaction of light with cells and living tissues.

The wavelength of light sets a natural length scale against which to compare

characteristic sizes of the constituents of tissue and cells. The ratio nL/l, where nL
is an optical thickness and l is the wavelength of the probe, can serve as an

D.D. Nolte, Optical Interferometry for Biology and Medicine, Bioanalysis 1,
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expansion parameter for models of optical scattering and diffraction. When

nL/l � 1, ray optics dominates, and the random topologies produce caustics

as well as speckle. When nL/l � 1, then scattering dominates. However, when

nL/l� 1, there is a complicated interplay between geometric optics and diffraction.

The largest scale of the cell is the size of the cell itself, at length scales of

5–20 mm. Light interaction at this scale is well-described by geometric and ray

optics. Cells act as tiny lenses with a refractive index that is different than the

surrounding matrix. Collections of cells generate a “showerglass” effect, caused by

refractive aberration, which is a fundamental limitation on high-resolution imaging

through three-dimensional tissues. At the cell scale, physical properties include the

cell volume and shape and the contact of the cell with the extracellular matrix

(ECM) and with other cells in the tissue. The ECM in animal cells is composed of

fibrous proteins like collagen and proteoglycan molecules with high molecular

weight that contain polysaccharide chains. These molecules are synthesized by

cells to organize them into tissues. The ECM is not static, but is continually

remodeled by the surrounding cells.

Cell-to-cell contacts are a particularly important feature of organized tissue that

is mostly lacking in conventional cell cultures. Epithelial cells have several differ-

ent types of junctions. A tight junction is composed of protein ridges that isolate the

extracellular space and retard the movement of molecules between cells. Structural

junctions provide mechanical connections between cells. These include adherens

junctions and desmosomes. Adherens junctions link the actin microfilaments of one

cell to an adjacent cell, while desmosomes anchor and link intermediate filaments

between cells. The desmosome is structurally very strong and these are found in

large numbers in tissues that must withstand mechanical stresses such as the

epidermis and cardiac tissue. The opposite of a tight junction is a gap junction

that is bridged by molecules that act as pores to enable the transport of ions between

the cytoplasm of neighboring cells.

Within the cell, the cytoplasm is separated into compartments at the scale of

several microns. The compartments are defined by cytoskeletal structures, such as

microtubules, actin microfilaments, and intermediate filaments. Within these

compartments are the cellular organelles. The largest organelle is the nucleus,

typically 3–5 mm in diameter, which is large relative to the wavelength of the

probe light. Light scattering from the nucleus has some geometric optics behavior,

but also exhibits Mie scattering signatures that can be used to measure the size of

the nucleus in cells [1, 2].

The mitochondria in cells are a particularly important source of scattering.

Mitochondria range in size from 1 to 5 mm in length, but sometimes can be as

small as 200 nm in diameter. These sizes are comparable to probe wavelengths,

leading to strong scattering. Mitochondria number densities can be very high in the

cytoplasm, providing large numbers of scatterers. Because of their size and num-

bers, mitochondria can dominate large-angle scattering of light in tissues [3, 4].

Other organelles include endosomes and lysosomes. These organelles are not just

static structures, but are constantly in motion, trafficking materials inside the cell

and dynamically scattering light.
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8.2 Optical Properties of Cellular Components

There are no single values for the refractive index even for all the same type of

organelles in the same cell. All components of a cell are heterogeneous within the

cell, and vary from one cell type to another. Ranges of values for different

constituents are shown in Table 8.1, but the ranges are wide, and must be used

only as a rough guide [5]. Note that the relative index between the nucleus or

mitochondria and the cytoplasm is m ¼ 1.01–1.04, and between the cytoplasm and

the interstitial fluid is m ¼ 1.00–1.01. Scattering calculations show that m ¼ 1.04

can provide good fits to some data. The largest refractive indices are attributed to

the cell membrane and collagen, but these constitute only a small fraction of the

tissue volume. Detailed refractive index values among many types of tissues can be

found in Ref. [6].

An example of Mie scattering from a particle of radius 0.5 mm in water with a

relative refractive index difference of m ¼ 1.04 is shown in Fig. 8.1 for two

polarizations. The differential scattering cross section exhibits characteristic dips

that are related to the size of the scatterer.

Fig. 8.1 Differential scattering cross sections for parallel and perpendicular polarizations on a

0.5-mm radius particle with nm ¼ 1.33 and relative index m ¼ 1.04

Table 8.1 Refractive indices

of tissue components
Interstitial fluid n ¼ 1.35–1.36

Cytoplasm n ¼ 1.36–1.375

Nucleus n ¼ 1.38–1.41

Mitochondria and organelles n ¼ 1.38–1.41

Membrane n ¼ 1.46(1.43–1.49)

Collagen n ¼ 1.46–1.53
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8.3 The Cytoskeleton

The cytoskeleton is an interconnected network of polymer filaments that spans the

cytoplasm and determines the shapes and motions of cells. It is composed of three

types of filaments: microtubules, actin filaments, and intermediate filaments. They

occupy the inside of the cytosol, but many interact directly with the cell membrane.

The internal components and structures of the cytoskeleton in a typical mammalian

cell are shown in Fig. 8.2. Microtubules radiate from the centrosome, an important

organelle for mitosis that acts as a microtubule organizing center (MTOC). The

microtubules terminate at the membrane at focal adhesions to the ECM and at

adherens junctions between cells. They also connect to components of the nucleus

during mitosis. Actin filaments form a lattice called the cortex on the inside of the

cell membrane, providing strength and rigidity to the membrane. The actin cortex

participates in many active membrane processes, such as cell crawling using

Fig. 8.2 Generic structural diagram of the cytoskeletal components of a mammalian cell.

Microtubules radiate from the centrosome that acts as a microtubule organizing center. The

microtubules connect to the cell membrane at focal adhesions to the extracellular matrix and at

adherens junctions between cells. Actin filaments reside in a lattice network called the cell cortex

around the inside of the cell membrane, and stress fibers attach to focal adhesions on the membrane
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lamellepodia and filopodia, and in endo- and exocytosis or phagocytosis. Actin

filaments also terminate at focal adhesions and form long-range stress fibers inside

the cell.

The compressive and tensile loads on the cytoskeleton give it tensegrity: a term

coined by Buckminster Fuller to describe a cohesive structure with high mechanical

strength but also high flexibility. The tensegrity structure has no rigid connections

among its load-bearing components, but the compressive components are linked by

tensile cables in a way that maintains overall shape. This description of the

cytoskeleton [7] provides a conceptual framework to understand its mechanical

properties that are the basis of its dynamics and the origin of DLS.

The most active use of the cytoskeletal machinery occurs during mitosis when

the entire cellular structure is reorganized prior to and during division. During

mitosis, the microtubules form the mitotic spindle which is an organized mech-

anical structure that helps divide the intracellular contents prior to cell division.

Actin plays an important role in cytokinesis at the end of mitosis when the cell

membrane pinches off, and the cell physically divides. For these reasons, drugs that

inhibit processes of the cytoskeleton are common anticancer agents that arrest the

cell cycle by arresting motion [8, 9].

8.4 Cellular Mechanics

Cells are micromechanical systems of considerable sophistication and complexity,

with both passive and active feedback that allow them to respond to their changing

environment. There are also active processes that drive the cellular mechanical-

chemical machinery. The principle consequence of the interaction of light with

internal displacements is DLS with multiple-wave interference, intensity

fluctuations, and dynamic speckle fields. How cells behave and respond, and how

these processes are detected with light scattering and interferometry, are largely

dictated by the structural mechanics of the cytoskeleton – the compressive/tensile

network of filaments that provides strength and rigidity to the cell as well as

compliance and adaptability, and provide the pathways for organelle transport.

The cytoplasm of the cell is a semiflexible polymer solution that is crowded with

proteins and filaments. The total protein concentration of the cytoplasm is between

200 and 300 mg/mL, with the remainder consisting of water, both free and bound

to molecules. Actin and tubulin are the most abundant proteins, with total

concentrations each around 5 mg/mL in which half is free and half is bound. The

cross-linked cytoskeletal networks give the cytosol elasticity, but the largely fluid

nature of the cytosol gives it viscous properties. These two properties are typically

experienced at different frequencies. High frequencies tend to probe the viscous

properties of the cell, while low frequencies tend to probe the elastic properties of

cells. The cytosol has complex rheology that responds to forces in ways that can be

probed with light scattering and interferometry.
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8.4.1 Brownian Motion

Small particles, such as molecules or small vesicles in cells, are buffeted by thermal

fluctuations of the surrounding medium. The small momentum transfers caused by

collisions with the molecules of the medium cause the particles to execute a random

walk called Brownian motion. For a protein molecule, the diffusion coefficient is

D ¼ kBT

6p�Rh
; (8.1)

where � is the fluid viscosity and Rh is the hydrodynamic radius of a protein. The

density of globular proteins is roughly constant for all types with r � 1 g/mL.

The mass of a globular protein is roughly

m ¼ 4

3
pRg

3r; (8.2)

giving the radius of gyration

Rg ¼
ffiffiffiffiffiffiffiffi
3m

4pr
3

s
; (8.3)

which is approximately equal to the hydrodynamic radius. Measured diffusion

coefficients for globular proteins are a little smaller than this value because

hydrated waters participate, and the proteins are not perfect spheres, which causes

extra friction. Typical measured values are D¼ 1.3� 10�6 cm2/s for mw ¼ 10 kDa,

and D ¼ 6 � 10�7 cm2/s for mw ¼ 100 kDa.

The viscosity of the cytoplasm for translational diffusion through a cell is not an

intrinsic or single-valued property of the cell. It depends on many factors, the most

important being the size of the diffusing particle, but it is also dependent on the

osmolarity (and cell volume) and the structure of the cytoskeletal components in the

cell. Even small molecules in the cytoplasm experience macromolecular crowding

by the high density of protein molecules [10]. For small molecules, the cytoplasm

viscosity is approximately 2–3 times larger than for saline solution (�¼ 1 mPa-sec).

But as the molecules or particles increase in size, the viscosity rises and can be over

1,000 times larger than for saline when the particle size approaches 100 nm, which

is the mesh size of the intermediate filament networks. The results of diffusion data

from assorted living cells is summarized in Fig. 8.3 as a function of particle size.

There is a strong decrease in diffusion coefficient (relative to water) with increasing

radius, and this confinement effect goes beyond simple Fickian diffusion of (8.1).

The light scattering knee frequency for backscattering is

fback ¼ 8pn2

l2
D; (8.4)
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with l ¼ 840 nm, and is shown in Fig. 8.4 for saline solution compared with living

cytoplasm. For instance, a vesicle with a 200-nm diameter has a knee frequency

around 0.1 Hz.

Fig. 8.3 Reduced diffusion coefficient relative to saline for particles in living fibroblasts, neurons,

and myotubes as a function of particle radius

Fig. 8.4 Dynamic light scattering (backscattering geometry) knee frequency as a function of

particle radius for saline solution and cytoplasm
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8.4.2 Anomalous Diffusion

One of the key physical attributes of intracellular motion is the deviation from simple

Fickian diffusion. All components of a cell are extremely crowded, and the mesh size

of the actin cortex or the filament networks prevents free motion of large particles.

These effects cause significantly constrained motion that cannot be described as free

diffusion. Viscosity is a complex frequency-dependent quantity that partially explains

this deviation from free diffusion inside the cytoplasm. However, there are other

simple mechanisms, such as compartmentalization or constrained displacements, that

also cause deviation from simple diffusion.

Deviation from free diffusion is described phenomenologically through the

relation

Dr2 ¼ D� t

t0

� �b

; (8.5)

where D* is a time-independent coefficient, and t0 is a characteristic time. The

exponent for Fickian diffusion is b ¼ 1. If b < 1, the diffusion is called

subdiffusive, while if b > 1, the diffusion is called superdiffusive. Superdiffusive

behavior occurs if there is persistent and correlated motion of the particle, as is the

case of active transport of organelles. On the other hand, subdiffusive behavior is

the most commonly encountered case when motion is constrained in some way. To

give an example, consider the thermal diffusion of a particle in a harmonic

potential. The harmonic potential could represent the elastic energy of a stretched

membrane, or it could represent a confinement potential of an organelle in the

porous meshwork of the actin cortex.

8.4.2.1 Example: Diffusion in a Harmonic Potential

Diffusion of a particle in a weak harmonic potential is equivalent to a mass on a

weak spring in a thermal bath. For short times, the diffusion is Fickian, but for long

times, the mean-squared displacement (MSD) must satisfy the equipartition relation

1

2
k x2
� � ¼ 1

2
kBT: (8.6)

The starting point for such problems is the Langevin equation of motion under a

stochastic force F0

m
d _x

dt
¼ �kx� a _xþ F0

mx
d _x

dt
¼ �kx2 � ax _xþ xF0; (8.7)
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where, for a spherical particle of radius a, the viscous drag factor is

a ¼ 6p�a (8.8)

and � is the viscosity. The term on the left of (8.7) can be rewritten to give

m
d

dt
ðx _xÞ � _x2

� �
¼ �kx2 � ax _xþ xF0; (8.9)

because

m
d

dt
ðx _xÞ

	 

¼ m

d

dt
ðx _xÞh i: (8.10)

From equipartition on the velocity

m _x2
� � ¼ kBT; (8.11)

this gives

m
d

dt
ðx _xÞh i ¼ kBT � k x2

� �� a x _xh i; (8.12)

hence

1

2
m

d

dt

d

dt
x2
� �� �

¼ kBT � k x2
� �� 1

2
a
d

dt
x2
� �

: (8.13)

But this is just the simple differential equation for a damped harmonic oscillator

with a constant force for y ¼ x2
� �
1

2
m€yþ 1

2
a _yþ ky ¼ kBT: (8.14)

For small objects in cytoplasm, the inertial terms are negligible relative to the other

terms (Life at Small Reynolds Number [11]), so the dynamic equation is

a _yþ 2ky ¼ 2kBT; (8.15)

with the general solution

x2
� � ¼ kBT

k
1� exp � 2k

a
t

� �� �
; (8.16)

where D ¼ kBT=a is the diffusion coefficient. This solution at short times describes

a diffusing particle with a diffusion coefficientD that asymptotes at long times to an

equipartition value of kBT=k. The time constant to approach equilibrium is

t ¼ 3p�a
k

: (8.17)
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For a very weak spring constant, Fickian diffusive behavior is maintained at short

times, but eventually the extension of the spring constrains the displacement, and

the MSD saturates.

Another simple form of constrained motion consists of a compartment of fixed

linear size L. In this case

x2
� � ¼ L2 1� exp � 2kBT

6p�aL2
t

� �� �
; (8.18)

and the time to approach equilibrium is

t ¼ 6p�aL2

2kBT
¼ L2=D: (8.19)

Constrained motion shows clear saturation to the size set by the physical

constraints (equipartition for an oscillator or compartment size for a freely diffusing

particle [12]). However, if the experimental data do not clearly extend into the

saturation time regime, then the fit to anomalous diffusion can lead to exponents b
that do not equal unity. This is illustrated in Fig. 8.5 with asymptotic MSD

compared with the anomalous diffusion equation with the exponent b. Care there-
fore should be exercised in the interpretation of the exponents obtained from

anomalous diffusion experiments. In particular, all constrained motion leads to

subdiffusive interpretations if measured at short times.

Fig. 8.5 Fit of mean-squared displacement (MSD) for constrained diffusion to the anomalous

diffusion equation. The saturated MSD mimics the functional form for anomalous diffusion
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8.4.3 Cell Rheology

Rheology is the study of the mechanical properties of viscoelastic materials. Unlike

purely elastic materials that have time-independent relationships between stress and

strain, a viscoelastic material relaxes in response to applied stresses or strains. To

study the mechanical properties of viscoelastic materials, it is necessary to apply

specific strain rates and then measure the transient stress. The viscoelastic response

function G(t) is defined by

sxy ¼
ðt

�1
Gðt� t0Þ duxy

dt0
dt0; (8.20)

where sxy is a shear stress, and uxy is a shear strain. The integral defines the transient
stress response to the strain rate. It is common to study the response in the frequency

domain by applying periodic shear strains. In this case, the frequency dependence is

sxy ¼ G0ðoÞuxyðotÞ þ 1

o
G00ðoÞ duxyðotÞ

dt
; (8.21)

where G0ðoÞ is the in-phase response called the shear storage modulus, and G00ðoÞ
is the quadrature-phase response called the shear loss modulus. The storage modu-

lus is a measure of the elastic properties, and the loss modulus is a measure of the

viscous properties. A pure fluid, like water, has G0ðoÞ ¼ 0 and G00ðoÞ � o. Indeed,
for a pure fluid, (8.21) can be identified with Newtonian fluid behavior that allows

the identification

�ðoÞ ¼ G00ðoÞ
o

; (8.22)

as the fluid viscosity. Conversely, for a purely elastic material G00ðoÞ ¼ 0 and

G0ðoÞ ¼ const:
Several studies of the viscoelastic properties of the cytoplasm show common

behavior for the modulus in the form

G0ðoÞ ¼ A cosðpa=2Þoa þ B cosð3p=8Þo3=4

G00ðoÞ ¼ A sinðpa=2Þoa þ B sinð3p=8Þo3=4

GðoÞj j2 ¼ G0ðoÞj j2 þ G00ðoÞj j2; (8.23)

where a is typically between 0.1 and 0.3 [13, 14]. The cross-over between the two

exponent behaviors occurs around a frequency of 30 Hz. An example of the

frequency-dependent magnitude of the (normalized) shear modulus is shown in

Fig. 8.6. The smaller frequency dependence at low frequency is a consequence of

the elastic properties, while the stronger frequency dependence at high frequency
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reflects the viscous properties. The cross-over frequency around 30 Hz is where the

elastic and viscous forces balance.

There are two main experimental approaches to measuring the complex shear

modulus of the cytoplasm. One is an active (and direct) approach that applies

frequency-dependent strains and measures the stress. The other is a passive (and less

direct) approach that measures thermal fluctuations of the system and relates these to

the modulus using thermal equilibrium arguments (i.e., the fluctuation-dissipation

theorem, which does not necessarily apply for living active systems).

The passive approach often uses small beads attached to the cytoskeleton, and the

mean-squared displacement (MSD) of the beads are measured either directly using

particle-tracking microscopy, or by DLS, in which the MSD is extracted from the

time autocorrelation function of the intensity fluctuations. In either case, it is neces-

sary to make a connection between the MSD and the modulus. This is established

through the generalized Stokes-Einstein relation (GSER), which is related to the

fluctuation-dissipation theorem.

8.4.4 Generalized Stokes-Einstein Relation

The Stokes-Einstein relation, which applies to Newtonian fluids, relates the diffu-

sion coefficient of a small probe to the fluid viscosity. For a spherical particle, this

relation is

Dr2
� � ¼ 2NDt ¼ 2NkBT

6p�Rh
t; (8.24)

Fig. 8.6 Magnitude of the shear modulus of the cytosol as a function of frequency (n ¼ o/2p)
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where Dr2
� �

is the MSD, N is the number of dimensions (e.g., N ¼ 3 for 3D), � is

the fluid viscosity, and Rh is the particle hydrodynamic radius.

However, the cytosol of a cell is non-Newtonian, being viscoelastic, and a

generalized form of the Stokes-Einstein is needed to establish a generalized relation-

ship between thermal fluctuations and deterministic mechanical properties of the

fluid. The GSER consists of two components [15]: an Einstein component that relates

thermal fluctuations to mechanical mobility, and a Stokes component that relates the

mobility to the rheological properties of the material, such as the complex shear

modulus G(o).
The Einstein component uses a general form of the fluctuation dissipation

theorem [16] that connects stochastic properties, such as the fluctuating position

of a probe particle, with deterministic properties, such as the displacement of the

particle subject to a given force. This relationship is quite astounding because it

takes the natural fluctuations that are present in an equilibrium system, and relates

it to the rate at which a nonequilibrium system relaxes back to equilibrium. As

such, it represents one of the most important results of nonequilibrium thermody-

namics. It also has great utility, because it connects passive rheological experiments

(in which particles diffuse randomly) with active rheological experiments (in which

forces are directly applied to particles).

The most familiar form of the fluctuation dissipation theorem is expressed as

Einstein relation :

Dr2ðoÞ� � ¼ 2

o2
NkBT Re MðoÞf g;

(8.25)

where the restriction has been placed on the MSD spectrum to be real-valued and

symmetric. This expression, which captures the Einstein component of the GSER,

relates the Fourier frequency spectrum of theMSD to the equilibrium temperature and

to the frequency-dependent particle mobility. The mobility captures the macroscopic

rheological properties of the system. The mobility is related to the shear modulus

GðoÞ ¼ io�ðoÞ ¼ G0ðoÞ þ iG00ðoÞ; (8.26)

through the Stokes component of the GSER, which for a spherical particle is

Stokes relation :

MðoÞ ¼ 1

6p�ðoÞa ¼ io
6pGðoÞa ;

(8.27)

whereM(o) is the Fourier transform of the time-dependent mobility, and �(o) is the
frequency-dependent viscosity. Putting the complex Stokes component of (8.27)

into (8.25) gives the GSER for equilibrium conditions

GSER :

Dr2ðoÞ� � ¼ 2NkBT

o
G00ðoÞ

6p GðoÞj j2a :
(8.28)

8.4 Cellular Mechanics 239



Equation (8.28) can be related back to the measured shear modulus of cells given

in (8.23) to predict a frequency dependence for the spectral power density of the

MSD. This is found to beo1þa, where a¼ 0.1–0.3 for frequencies below 30 Hz, and

where a ¼ 0.75 for frequencies above 30 Hz. The behavior for the spectral power

density might then expected to be between o1:2 and o1:75, assuming that the MSD

inside living cells shows thermal-like motion. However, motion inside living cells

is largely controlled by active processes that are far from thermal equilibrium [17].

Even then, it may be possible to describe the active motion by an effective temperature

Teff (that is larger than the actual temperature and is frequency dependent), and many

of the processes described in this section remain valid phenomenologically, although

with different frequency power-law dependences.

8.5 Active Intracellular Motion

The internal motions of a living cell are not thermal. Cells are active biomechanical

and biochemical machines that are highly energetic, driven by ATP hydrolysis, and

characterized best by internal forces. Therefore, thermal estimates of the dynamics

of living cells are not usually relevant. It is more important to characterize the

forces and the rheological response to the forces. Fortunately, force fluctuations are

linked to velocity fluctuations, which are linked in turn to MSDs. This provides an

avenue for analyzing the active processes that occur within cells.

8.5.1 Microrheology Far from Equilibrium

In many microrheology experiments, the measured quantities are the MSD Dx2ðtÞ
as a function of time (passive measurements of fluctuations) and the creep function

J(t) that is defined by

xðtÞ ¼
ð1

�1
Jðt� t0Þ dF

dt0
dt0 (8.29)

in which J(t) is the displacement caused by a step in the force (active measurements

of displacements). The velocity fluctuation spectrum is related to mobility by [18]

�SvðsÞ ¼ MðsÞ2 �SFðsÞ ¼ s4 �JðsÞ2 �SFðsÞ; (8.30)

which is expressed in terms of the Laplace transforms with frequency s. This
expression continues to hold, even out of equilibrium. What is needed is to convert
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(8.30) into one that relates the measured quantities Dx2ðtÞ and J(t). First, note that
the MSD is related to the velocity transform as

s2D�x2ðsÞ ¼ 2�SvðsÞ: (8.31)

The force fluctuation spectrum is then

�SFðsÞ ¼ D�x2ðsÞ
2s2 �JðsÞ2 ; (8.32)

which is the relation that is needed to find the force fluctuation spectrum from the

MSD and the creep function.

The time dependence on each of these is defined as

Dx2ðtÞ / tb

JðtÞ / ta
D�x2ðsÞ / s�ð1þbÞ

�JðsÞ / s�ð1þaÞ (8.33)

where the first is the conventional definition of anomalous diffusion, and the second

is for the creep function (the Laplace transform of the frequency-dependent modu-

lus). Therefore,

Fðt0ÞFðt0 þ tÞh i / tb�2a

�SFðsÞ / s2a�b�1 ¼ s�l:
(8.34)

However, it is also known [19] that in equilibrium, the following relations hold

Fðt0ÞFðt0 þ tÞh iEq / t�a

�SFðsÞEq / sa�1;
(8.35)

from which, b ¼ a can be concluded for equilibrium conditions.

Experiments on beads bound to the actin cortex through the cell membrane [18]

obtained the results in Table 8.2. From these values it is clear that the equilibrium

scaling does not hold at long times (low frequencies).

Table 8.2 Power-law dependence for anomalous diffusion

Super diffusion (long times >3 s) Sub diffusion (short times <1 s)

�SFðsÞ� s�1:7

�JðsÞ� s�1:2

a� 0:2

b� 1:1

�SFðsÞ� s�0:8

�JðsÞ� s�1:2

a� 0:2

b� 0:2
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Similarly, Wilhelm [17] found inside the cytosol (uncoupled to the actin cortex)

at mid frequencies (0.1–10 Hz) the scaling relations

l ¼ bþ 1� 2a

� 1:2

b � 1:4

a � 0:6; (8.36)

instead of the equilibrium conditions

l ¼ 1� a

b ¼ a: (8.37)

These results clearly show nonequilibrium behavior of the microrheology of cells.

In the case of the actin cortex, the deviations from equilibrium become larger at

lower frequencies (below 0.5 Hz), while at higher frequencies, the behavior is more

like equilibrium behavior. This suggests that the typical times for active motions of

the actin cortex (and by association for active motion of the membrane) are longer

than 2 seconds.

One way to characterize the nonequilibrium behavior of active materials is

through an effective temperature. Even out of equilibrium, the ratio between the

velocity and the force spectra from (8.30) yields the quantity s2JðsÞ. If the system
was in thermodynamic equilibrium then equipartition gives

�SFðsÞ ¼ kBT

s2 �JðsÞ : (8.38)

For a system that is out of equilibrium, one can define an effective temperature by

analogy as

kBTeff ¼ s2 �JðsÞ�SFðsÞ: (8.39)

The effective temperature of a normal cell, and one that was ATP depleted, is

shown in Fig. 8.7. The effective temperature of the normal cell above 1 Hz is

relatively constant around 10Teq, which is 10 times larger than the physiological

temperature. Below 1 Hz, the temperature increases as high as 100Teq around 0.1

Hz. The ATP-depleted cells showed much smaller effective temperatures (but still

larger than physiological). In these experiments, beads were bound to the actin

cortex through membrane receptors.

In active actin-myosin gels [20], the active component of the transport caused by

molecular motors appears at low frequencies. The separation frequency is at 1 Hz,

above which equilibrium and active behaviors level off. In the theoretical model of

[21] the origin of the 1/o2 dependence of the displacement spectral power density is
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the sudden changes in active forces. This sharpness of the force onset and release

leads to a sinc2 dependence from the Fourier transform which decays as 1/o2 above

the persistence frequency (inverse persistence time for molecular forces). From [20],

in an active gel, the persistence time is about 2 s with a persistence frequency of 0.1

Hz. The active gel regime, caused by molecular motors and cytoskeletal filaments,

which violate the fluctuation-dissipation theorem, is then in the range between

0.1 and 10 Hz.

8.6 Membrane Mechanics

Just as the cytoplasm is a complex viscoelastic medium, so too the cell membrane is

a viscoelastic mechanical structure that has elastic bending rigidity, measured by a

bending modulus kb, that maintains its nominal shape. The bending rigidity arises

both from the elastic properties of the membrane as well as from interactions with

the cytoskeleton. Viscous damping likewise has contributions both from internal

friction among the lipid constituents of the membrane and from interaction with the

viscoelastic properties of the cytosol and extracellular interstitial fluids. The elastic

properties of membranes are described phenomenologically (without resort to

molecular mechanisms), and these are combined with the viscous properties to

determine thermal membrane motions.

For an oriented elastic membrane, a nearly flat membrane surface can be

described in three dimensions using the coordinates ½x; y; hðx; yÞ	, where the mem-

brane is projected onto the x-y plane, and the height of the membrane is described

Fig. 8.7 Effective temperature defined through the excess force fluctuations as a function of

frequency (n ¼ s/2p). Large nonequilibrium fluctuations occur at low relaxation rates. From [18]
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by h(x,y) [22]. Because the membrane is elastic, any deviation from a planar surface

has an elastic energy associated with it, like the energy associated with the

stretching and compression of a spring. For surfaces, displacements contribute to

surface energies through curvatures. The curvature of the surface at a point has

two principal values (the largest and smallest curvatures) C1 and C2. The mean

curvature is

CM ¼ 1

2
ðC1 þ C2Þ ¼ 1

2

@2h

@x2
þ @2h

@y2

� �
(8.40)

The bending energy density of an elastic membrane is expressed in terms of this

curvature as

U ¼ kbCM
2; (8.41)

where the coefficient is the bending rigidity kb. These rigidities control the

magnitudes of membrane fluctuations much like a spring constant limits the

range of displacements of a spring (at a given temperature). The bending rigidity

of a cell membrane is approximately kb � 10kBT � 4� 10�20 J, but it varies

depending on the stiffness of the actin cortex.

For a membrane under a tension g0, the elastic energy of an area element dA of

the membrane is given by

dE ¼ UdA

¼ g0dAþ kbC2
MdA:

(8.42)

The area element dA is not the cross-sectional area of the membrane (which is just

dxdy), but is its actual surface area including all deviations from the plane. From

differential geometry, the area element on a surface is related to the projection of

the area element on the x-y plane through the expression

dA ¼ ffiffiffi
g

p
dxdy; (8.43)

where g plays the role of the metric tensor. For local small surface variations, the

metric tensor is given by

g ¼ 1þ @h

@x

� �2

þ @h

@y

� �2

; (8.44)

and the area element is

dA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ @h

@x

� �2

þ @h

@y

� �2
s

dxdy

� 1þ 1

2

@h

@x

� �2

þ 1

2

@h

@y

� �2
 !

dxdy ¼ 1þ 1

2
ðh2x þ h2yÞ

� �
dxdy: (8.45)
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For a membrane under a tension g0, the energy differential is now

dE¼ ðg0 þ kbC2
MÞ 1þ 1

2
ðh2x þ h2yÞ

� �
dxdy

¼ g0 1þ 1

2
ðh2x þ h2yÞ

� �
dxdyþ kbC2

Mdxdy

¼ g0 þ g0
1

2
ðh2x þ h2yÞ þ kbC2

M

� �
dxdy; (8.46)

to lowest order. The first term is simply an additive constant for a fixed tension and

is neglected in subsequent dynamics analysis. The second term is the surface

tension effect, and the third term is the bending rigidity contribution. As the

membrane undulates under active forces and thermal motions, these undulations

contribute to the elastic energy of the membrane.

Motions of the cell membrane are major contributors to the overall dynamical

behavior of cells and tissues. Although membranes can experience thermal

undulations akin to Brownian motion, most of the membrane dynamics are active

and involve interactions with the cytoskeleton. For this reason, the membrane

dynamics are strongly dependent on the dynamics and rheology of the cytoskeleton

and on the metabolism and ATP production of the cell.

Membrane motions span broad length and time scales, as well as a broad

amplitude range. For instance, at the largest length and time scales (size of the

cell and minutes to hours), membranes can form blebs and ruffles associated with

endo and exo-cytosis that have large amplitudes. At intermediate length and time

scales (fractions of a cell size and seconds), the membrane undulates with charac-

teristic spatial frequencies that scatter light with characteristic damping times that

can be measured in DLS intensity fluctuation autocorrelation functions. At the

shortest length and time scales (molecular distances and milliseconds), the mem-

brane is buffeted by thermal motions.

To obtain the amplitude of membrane motions, membrane undulations are

decomposed into their Fourier components as

hðx; yÞ ¼
X

hðkÞeik
r: (8.47)

The curvature of interest in the elastic energy of (8.46) is the mean curvature of

(8.40) as well as the partial derivatives in the tension term

h2x ¼
@h

@x

� �2

¼ �k2h2 h2xx ¼
@2h

@x2

� �2

¼ �k4h2: (8.48)
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The total energy is then

E ¼ g0
2

ð
h2x þ h2y

� �
dxdyþ kb

2

ð
hxx þ hyy

 �2

dxdy

¼ g0
A2

8p2

ð
k2hðkÞh�ðkÞdkþ kb

A2

8p2

ð
k4hðkÞh�ðkÞdk

¼ A2

8p2

ð
ðg0k2 þ kbk4ÞhðkÞh�ðkÞdk:

(8.49)

When the total energy has this form, the principle of equipartition of thermal energy

gives the MSD as

hðkÞh�ðkÞh i ¼ kBT

A

1

g0k2 þ kbk4

� �
: (8.50)

This result has a simple physical form with a mean-squared height proportional to

temperature, but inversely proportional to the area of the membrane. In the absence

of membrane tension, the bending stiffness appears directly with a strong depen-

dence on the spatial frequency. The cross-over from stiffness-dominated to tension-

dominated fluctuations occurs when

g0 > kbk2: (8.51)

The fluctuations are largest for the smallest spatial frequencies, and the spatial

frequency k has a long-wavelength cutoff given by

kmin ¼ p
d
; (8.52)

where d is the diameter of the cell. Therefore, tension begins to dominate when

g0 � kb
p
d

� �2
� 4 nN/m; (8.53)

which is seven orders of magnitude smaller than the surface tension of water.

The relaxation rate for a membrane undulation with spatial frequency k is given
by [23]

1

tk
¼ g0k þ kbk3

4�
; (8.54)

where the viscosity � relates to the viscosity for fluid redistribution within the cell,

which is approximately 3�water [24]. The relaxation time contributes to the ampli-

tude fluctuation time autocorrelation function as

hkð0ÞhkðtÞh i ¼ Dh2k expð�t=tkÞ: (8.55)
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The autocorrelation times for height fluctuations are not the same as measured

with DLS, which is a different process. For instance, the correlation time for DLS is

t

tDLS
¼ q2Dh2kðtÞ

¼ q2
kBT

Aðg0k2 þ kbk4Þ 1� exp �t=tkð Þð Þ

� q2
kBT

Aðg0k2 þ kbk4Þ
t

tk
; (8.56)

so that

1

tDLS
� q2

kBT

Aðg0k3 þ kbk4Þ
� �

1

tk
: (8.57)

In DLS backscattering, the largest spatial frequencies dominate with kmin ¼ p/d.
For example, for a 10 mm diameter cell and backscattering at l ¼ 840 nm, this is a

characteristic DLS knee frequency of fknee ¼ 0.5 Hz for thermal undulations of the

membrane. Note that the numerical factor in the bracket of (8.57) is equal to about

30. Hence the measured DLS decorrelation rate is about 30 times faster than the

membrane fluctuation decay rate for backscattering. For small-angle forward quasi-

elastic light scattering (QELS), the DLS scattering rate can be slower than the

membrane fluctuation decay rate because of the q2 dependence. On the other hand,

multiple scattering is dominated by backscattering, and hence thick tissues exhibit

fast fluctuations.

The DLS correlation rate can be reexpressed as

1

tDLS
¼ q2d

A

kBT

4p�
� q2

kBT

6p�a
; (8.58)

where the cell diameter d¼ 2a, which has the interesting physical consequence that
the mechanics of the cell membrane drop out and do not affect the light scattering

knee frequency. The correlation time is simply diffusive (thermal) with an effective

diffusion coefficient determined by the cell radius. This result reflects the passive

ensemble spectroscopy nature of DLS. However, this interpretation is for short

times in the autocorrelation function. For longer times, the membrane height

fluctuations saturate at the value set by (8.50), which provides a means to extract

mechanical parameters for long delays from light fluctuation autocorrelation

functions.
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Chapter 9

Interference Microscopy

Many biological targets of interest are highly translucent, such as cells and tissues,

with light transport lengths of many tens of microns up to hundreds of microns.

Therefore, in microscopy of surface-supported cells and thin tissue culture, the

optical contrast tends to be very low. On the other hand, cells and tissues have

spatially nonuniform refractive indices and spatially varying geometries that lead to

optical path length differences with phase that wraps around 2p several times.

These large phase deviations provide the basis for phase contrast approaches to

microscopic imaging. This may be accomplished in many different ways, including

interference microscopy, differential interference contrast (DIC), and holography.

9.1 Phase-Contrast Microscopy

When a transparent object is illuminated by a plane wave, light is diffracted into

many partial waves with a spectrum of k-vectors. Of these partial waves, the zero-
order wave represents the average transmission and phase of the target, and is

structureless. Therefore, this wave can serve as a reference wave against which the

other partial waves can be compared, i.e., interfere. In fact, this is the basis for

the Abbe theory of image formation [1]. If nothing, other than a lens, is encountered

between the transparent object and the image plane, then the relative phases of the

partial waves will tend to be in quadrature, and little intensity contrast will be

observed. However, if some of the diffraction orders are blocked, or shifted in

phase, then intensity contrast emerges.

The principle of the Abbe theory for imaging a transparent phase grating is

shown in Fig. 9.1. A transparent small-amplitude phase grating is illuminated by a

plane wave and is diffracted into three principal orders: the zeroth order and two

first orders. If all three waves recombine at the image plane, then the field is

E ¼ 1þ deiKxþip=2 � de�iKx�ip=2 ¼ 1þ i2d cosðKxÞ; (9.1)

D.D. Nolte, Optical Interferometry for Biology and Medicine, Bioanalysis 1,
DOI 10.1007/978-1-4614-0890-1_9, # Springer Science+Business Media, LLC 2012
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where d ¼ ðn� 1Þd is the optical path length modulation of the phase grating, and

the field modulation is in quadrature with the zero-order. The intensity is then

I ¼ j1þ i2d cosðKxÞj2 ¼ 1þ Oðd2Þ (9.2)

Fig. 9.1 Abbe theory of imaging for a transparent target. A phase grating is illuminated by a plane

wave and is diffracted into three orders: 0 and �1. When all three orders are recombined, the

intensity is homogeneous. If one of the first orders is blocked, then the phase grating is uncovered

as a fringe pattern. If the zero-order is blocked, then a second-order intensity fringe pattern

emerges
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which is uniform to first order. On the other hand, if one of the first diffraction

orders is blocked, then the field and intensity become

E ¼ 1þ deiKxþip=2;

I ¼ j1þ deiKxþip=2j2 ¼ 1� 2d sinðKxÞ
(9.3)

and the phase grating is recovered as an intensity fringe pattern with the same

periodicity as the original grating. This is the principle of the “knife-edge” approach

of phase-contrast imaging. In this way, an image is viewed as the result of interfer-

ence of partial waves that were scattered by the object. Because any object can be

described in terms of multiple spatial frequencies, the image is constructed of many

interferences.

The “knife-edge” phase-contrast approach blocks half the light and lowers the

image brightness. Brightness can be improved by using the phase relationship

between the zero-order and the first diffraction orders of an object. The conceptual

diagram of this approach is shown in Fig. 9.2. The first diffraction orders acquire

phases of �p/2, while the zero-order does not. If the zero-order is phase shifted by

p/2, then it interferes (in phase) with the scattered waves to produce intensity

variations that are proportional to the phase of the object.

The phase plate on the zero-order can lead to higher contrast and lower stray

reflectances if the zero-order has an annular form. This is accomplished with an

annular illumination of the object and an annular phase plate in the Zernicke phase

contrast microscope, shown in Fig. 9.3. The annular illumination produces the

“surround” light that passes through an annular phase plate at the back focal plane

of the objective lens. This surround light is also attenuated because it is much brighter

than the scattered intensities from a nearly transparent object. By balancing the

relative intensities, phase contrast images of high contrast can be formed.

Phase plates do not need to be static optical elements, but can be electrically

addressed spatial light modulators, as in liquid crystal screens. These have

Fig. 9.2 Shifting the phase of the zero-order by p/2 brings it into phase with the scattered waves

and produces intensity variations on the image plane that are proportional to the phase variations of

the object
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the advantage that the phase shift can be tuned, providing quantitative phase

microscopy, and the spatial arrangement of the phase plate can be reconfigured

by computer control. An example of a programmable phase contrast microscope

configuration is shown in Fig. 9.4 [2]. A correcting lens is placed at the image plane

of a conventional microscope to collimate the zero-order, which is Fourier

transformed to the center of a programmable phase modulator. The image field is

also Fourier transformed by the same lens, and both are transformed back to the

charge-coupled device (CCD). The relative phase of the interfering fields at the

CCD plane is stepped by integer factors of p/2 using the phase modulator, with

an image acquired at each step. The intensity at the CCD is then

Iðx; yÞ ¼ jE0j2 þ jE1ðx; yÞj2 þ 2jE0jjE1ðx; yÞj cos½Dfðx; yÞ þ np=2�; (9.4)

Fig. 9.3 Zernike phase-contrast microscope. The annular illumination of the object is collected by

the objective lens and shifted in phase by þl/4 by the phase plate at the back focal plane of the

objective lens. The light scattered (diffracted) by the object is shifted by �l/4 by the scattering

process. When these partial waves are combined at the image plane, phase variations in the object

produce intensity variations through interference of the diffracted with the surround light
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where Df is the relative phase between the zero-order and the scattered fields. The

relative optical phase is retrieved as

Dfðx; yÞ ¼ tan�1 Iðx; y; 3Þ � Iðx; y; 1Þ
Iðx; y; 0Þ � Iðx; y; 2Þ
� �

; (9.5)

where the four intensities are for n¼ 0, 1, 2, and 3. The absolute phase of the sample

is retrieved as

fðx; yÞ ¼ tan�1 bðx; yÞ sinDf ðx; yÞ
1þ bðx; yÞ cosDf ðx; yÞ
� �

; (9.6)

where the spatial contrast is

bðx; yÞ ¼ Iðx; y; 0Þ � Iðx; y; 2Þ þ Iðx; y; 3Þ � Iðx; y; 1Þ
sinDf ðx; yÞ þ cosDf ðx; yÞ : (9.7)

The quantitative control of the phase modulator enables a quantitative extraction of

phase and amplitude from the sample, including the ability to capture dynamic

effects such as cell shape changes or membrane undulations.

9.2 Differential Interference Contrast

Where the Zernicke phase contrast microscope produces an intensity contrast that is

proportional to the phase of the target, the Nomarski DIC microscope, shown in

Fig. 9.5, produces intensity contrast that is proportional to the gradient of the phase

of the sample. This microscope produces high-contrast images with minimal halo

Fig. 9.4 Example of a programmable phase contrast microscopy system. The correcting lens is

placed at the image plane of a microscope to collimate the zero-order. The image is Fourier

transformed to the programmable phase modulator where the zero-order is phase shifted in

increments of p/2. The field is then Fourier transformed to the CCD camera
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effects and thus is often chosen for less quantitative but more impressive visual

depiction of cellular structure and processes. The microscope relies on double

refraction by anisotropic optical crystals to split two polarizations into two different

paths. Because the paths are spatially shifted, they experience different phase

delays. When they are recombined and interfere, the phase delay causes an intensity

change. The beam splitting is achieved using a Wollaston prism that combines two

anisotropic materials in a configuration with two prisms having orthogonal optic

axes. This causes each polarization to refract into angles �Dc. A condenser lens

recollimates the beams with a spatial offset Dx ¼ fcDc, where Dx is usually set to

the diffraction-limited resolution of the microscope, and fc is a function of the

Wollaston prism design. These two orthogonally polarized beams pass through the

sample and are recombined after the objective lens by a second Wollaston prism

and linear polarizer. The combined beams have a phase offset given by

Dfðx; yÞ ¼ 1

2
D~r �~rf; (9.8)

where the direction of D~r is defined by the orientation of the Wollaston prism. The

linear polarizers introduce a phase bias that converts the phase difference into an

intensity contrast as

Iðx; yÞ ¼ I0ðsin2 Dyþ D~r �~rf sinDy cosDyÞ: (9.9)

For example, with a phase bias of Dy ¼ 45�, this is

Iðx; yÞ ¼ I0
2
ð1þ D~r �~rfÞ (9.10)

which has maximum linear sensitivity to small phases on a uniform background

generated by the point-source illumination. The directional dependence selected by

the direction of Dr produces a “shadowing” effect that gives DIC images their

characteristic “3D” appearances, as in Fig. 9.6.

Fig. 9.5 Nomarski differential interference contrast (DIC) microscope. The first Wollaston prism

separates the beams, which are then collimated, leading to a spatial offset Dx between the paths

that pass through the sample. The second Wollaston prism recombines the beams. Differences

between the two optical paths produce phase offsets that interfere on the camera plane
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9.3 Particle Tracking Interferometry

Phase contrast microscopy lends itself to an important application in particle

tracking interferometry for bead-based imaging of beads or nanoparticles attached

to cells and biomolecules. The scattered light from the bead in a focused Gaussian

beam interferes in the far field with the transmitted beam, changing the diffraction

pattern in a manner proportional to the displacement of the bead. By detecting the

interference shift of the beam on a position-sensitive detector, sensitivity to particle

displacements below a nanometer is possible.

9.3.1 Back Focal-Plane Interferometry

The simplest configuration for the detection of particle displacement is similar to

the case of a molecule in a Gaussian beam described in Sect. 2.4.1. The scattering

geometry is shown in Fig. 9.7. A small bead is displaced off the optic axis and

scatters light that interferes with the Gaussian beam in the far field.

The scattered field collected by a Fourier transform lens of focal length f is

Escat ¼ k2

f

e� 1

eþ 2

� �
a3

ffiffiffiffiffi
S0

p
expð�Dx2=2w2

0Þ expðikDxx0=f Þ; (9.11)

where Dx is the bead displacement from the optic axis, a is the bead radius, w0 is

the radius of the Gaussian beam at its focal waist and e is the dielectric constant

Fig. 9.6 Comparison of Zernike phase contrast and DIC of buccal epithelial cells (from http://

www.microscopyu.com/galleries/dicphasecontrast/index.html)
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of the bead. The interfering fields at the Fourier plane for the particle and the

Gaussian beam are

E ¼ Escat þ E0

¼ k
ffiffiffiffiffi
S0

p
f

ka3
e� 1

eþ 2

� �
expð�Dx2=2w2

0Þ expðikDxx0=f Þ � iw2
0 exp � 2p2w2

0

ðflÞ2 x02
 !" #

:

(9.12)

The intensity is

I¼k2S0w
2
0

f 2

exp �k2w2
0

f 2
x02

� �
�2 exp �k2w2

0

2f 2
x02

� �
ka3

w2
0

e�1

eþ2

� �
expð�Dx2=2w2

0ÞsinðkDxx0=f Þ
� �

:

(9.13)

Fig. 9.7 Optical path lengths of a bead on the focal plane of a Gaussian beam. The scattered light

from the bead interferes in the far field with the Gaussian beam
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This has the form of the original Gaussian beam plus an extra interference term that

varies as

DI � 2
ffiffiffiffiffiffiffiffiffiffiffiffi
I0Iscatt

p
expð�k2w2

0 sin
2 yÞ sinðkDx sin yÞ (9.14)

which is an asymmetric function of y that is linearly proportional to Dx (for Dx
much smaller than a wavelength). The asymmetric function can be detected with a

split detector at the back focal plane of a collecting lens. The split detector

integrates over the two lobes and produces a signal proportional to the difference,

which is linearly proportional to the bead displacement. The relative signal is [3,4]

Iþ � I�
Iþ þ I�

¼ 16ffiffiffi
p

p ka
w2
0

x

w0

e�x2=w2
0 (9.15)

with the polarizability

a ¼ a3
n2 � 1

n2 þ 2
(9.16)

and the intensity change is shown as an example in Fig. 9.8. Back-focal-plane

interferometry has become especially useful for laser tweezer experiments that

confine beads and wish to sense displacements of the bead from the optic axis.

By calibrating the optical confinement force and the differential displacement

signal, mechanical and dynamical properties of the trapped beads (or what they

are attached to) can be extracted quantitatively.

Fig. 9.8 Relative intensity change for a bead in water as a function of displacement off the optic

axis of a focused Gaussian beam. The beam radius and wavelength are 1 mm each, and the particle

size is 100 nm
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9.3.2 DIC Displacement Measurement

An alternative to back-focal-plane detection uses Nomarski optics to measure the

displacement of a bead in the focal spot of a laser trap [5]. The schematic for the

interferometer is shown in Fig. 9.9. The chief advantage of the Nomarski approach

over the back-focal plane approach is the use of the polarizing beamsplitter and two

photodetectors instead of the split detector. The split detector in the back-focal

plane configuration requires high mechanical stability. In the Nomarski approach,

the detected light is in the zero-order and is not imaged, making it more stable. The

optical train in Fig. 9.9 converts a lateral displacement of the particle into a linear

(in phase quadrature) intensity. The key element in achieving quadrature is the

quarter-wave plate and the polarizing beamsplitter before the balanced photodetectors.

The initial section of the optical train uses the conventional Nomarski process

that takes a wave polarized at 45� and converts it into two co-parallel beams with a

lateral shift equal to 2d, shown in Fig. 9.10. The particle is displaced an amount Dx
from the bisector. The total field for each beam separately after the sample plane

(and already assuming a far-field condition) is

E� ¼ k
ffiffiffiffiffi
S0

pffiffiffi
2

p
f
½ka expð�ðd � DxÞ2=2w2

0Þ � iw2
0�;

Eþ ¼ k
ffiffiffiffiffi
S0

pffiffiffi
2

p
f
½ka expð�ðd þ DxÞ2=2w2

0Þ � iw2
0�; (9.17)

Fig. 9.9 Schematic of a DIC

bead displacement

interferometer from [6]. Laser

illumination is passed through

the Nomarski optics to

produce two spatially shifted

diffraction-limited spots at

the focal plane. The

displacement of the bead

produces a signal

proportional to the

displacement detected in a

balanced photodetector pair
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where each field is for a separate orthogonal polarization, and where Ad is the

detector area that is assumed to be small and on the optic axis. Note that the shift to

the right for one beam is a shift to the left relative to the other beam. The total field

after the second recombining Wollaston prism is

~E ¼ x̂E� þ ŷEþ; (9.18)

where the polarizations are shown explicitly. The combined beams then pass

through the quarter wave plate that creates the field

~E ¼ x̂E� þ ŷiEþ: (9.19)

The final step is the polarizing beamsplitter that is oriented at �45�. The field

projection out each port of the polarizing beamsplitter is

~E �~p � ¼ ðx̂E� þ ŷiEþÞ � 1ffiffiffi
2

p ðx̂� ŷÞ

¼ 1ffiffiffi
2

p ðE� � iEþÞ: (9.20)

For the þ port the detected power for a detector area Ad is

I ¼ 1

2
½jE�j2 þ jEþj2 þ iEþðE�Þ� � iðEþÞ�E��Ad (9.21)

which is

I ¼ k2w2
0S0Ad

2f 2
w2
0 þ 2kae�d2=2w2

0 sinh
dDx
w2
0

� �� �
: (9.22)

Fig. 9.10 Geometry of the

two displaced beams and the

particle. The particle is

displaced from the center of

the two beams by the amount

Dx. The spatial shift of the
beams is equal to 2d, and w0 is

the beam radius
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By taking the difference between the two ports, twice the signal is obtained while

subtracting common-mode intensity fluctuations. The final signal is

DI ¼ 2
k2w2

0S0Ad

f 2
kae�d2=2w2

0 sinh
dDx
w2
0

� �
: (9.23)

For shot-noise-limited performance, the photon fluctuation noise associated with

the intensity S0 for a detection time T ¼ 1/BW is

DN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�
k2w4

0S0Ad

2hnBWf 2

s
; (9.24)

where � is the quantum efficiency of the detector, and the signal photon number is

NðDxÞ ¼ �S0Ad

hnBW
2k3aw2

0

f 2
e�d2=2w2

0 sinh
dDx
w2
0

� �
: (9.25)

Therefore, the signal-to-noise ratio is

S=N ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2�S0Ad

hnBW

r
2k2a
f

e�d2=2w2
0 sinh

dDx
w2
0

� �
: (9.26)

The noise-equivalent displacement (NED) of the particle is

DxNED ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hnBW
2�S0Ad

s
fw2

0

2k2ad
ed

2=2w2
0 : (9.27)

For a detected power of 1 mW, wavelength of 633 nm, focal length of 1 mm, bead

radius of 1 mm, beam radius at the sample plane of 2 mm, and beam displacement of

1 mm, the NED is approximately 0.05 pm per root Hertz. This ultra-small displace-

ment sensitivity is typical with these parameters, although in practice the detection

bandwidth tends to be large, and picometer displacement can be measured routinely

using interferometry in the laboratory.

9.4 Reflection Interference Contrast Microscopy

Phase-contrast microscopy and DIC microscopy rely on diffraction in the first case,

and on image shearing in the second case. To these phase-sensitive approaches can

be added a more direct form of interferometric imaging that uses in-line common-

path geometries that are mechanically stable.
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An in-line common-path design that is built directly into the microscope objective

lens is the Mirau interferometric objective shown in Fig. 9.11. A normal-incidence

beamsplitter is put into the optical path that reflects a reference wave to an internal

mirror that is at the same focal distance as the target sample. The reflected reference is

recombined with the signal wave at the beamsplitter and directed into the objective

lens, which relays the image to a conventional microscope. The topology of the target

is referenced to the flat reference mirror and is observed as interference fringes in the

image. This interferometer is relatively simple, and can have dynamic phase control

using a displacement of the objective lens relative to the beamsplitter. The drawbacks

for biological phase imaging are the relatively long working distance, and low fringe

contrast if the partial reflection is too large. For these reasons, the Mirau interferom-

eter is usually used for materials metrology of highly reflective surfaces.

An in-line configuration with much shorter working distance, and with higher

fringe contrast for weakly reflecting biological samples, is the reflection interfer-

ence contrast microscope (RICM) shown in Fig. 9.12. The objective lens is

modified by a quarter wave plate that helps reduce stray scattered light that

would otherwise limit the contrast of the interference fringes. This is called an

antiflex objective, because it reduces stray reflectances. Polarized light is sent

through the objective lens with a quarter-wave plate between the lens and the

immersion oil. The light polarization after the wave plate is circularly polarized.

The cover slip performs as a beamsplitter to generate the in-line reference wave,

and the biological sample provides the signal wave. These combined waves pass

through the quarter wave plate to generate linearly polarized light that is orthogonal

to the incident light and is passed by the polarizing beamsplitter. An analyzer filters

out background light [7]. The RICM approach is well-suited for cell adhesion and

membrane motion studies [8–10].

Fig. 9.11 The Mirau

interferometric objective uses

an in-line common-path

design with a normal-

incidence beamsplitter and an

internal reference mirror
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9.5 Fluorescence Interference Contrast Microscopy

Thin layers that are several hundred nanometers thick or less are effective interference

films even for “incoherent” light. This opens the door for sensitive interferometry with

arbitrary light sources that do not need long coherence. Therefore, thin nanometer-

scale films will show interference phenomena for fluorescent emission from biological

samples.

This effect is illustrated in Fig. 9.13. for silicon dioxide layers on silicon. The

membrane of a cell is labeled with a fluorophore, and the cell is placed on a tiered

oxide. The electric field at the surface of silicon is nearly zero, and hence the

fluorescence intensity is very low for the thinnest oxide of 10.9 nm. At a wavelength

of 532 nm in silica, the antinode is 92 nm above the silicon surface, and the

fluorescent membrane on this thickness of oxide exhibits the largest fluorescence

[11,12].

Similar fluorescence interference concepts apply in the the spectral domain [13].

A fluorophore on a spacer above a dielectric mirror interfers with itself in reflection.

The reflected light is put into a spectrometer, and interference fringes are observed

in the spectral domain analogous to spectral interferometery described in Chap. 1.

The fringe spacing is proportional to the optical path length difference between the

direct wave and the reflected wave. The substrate configuration and the spectral

interferometry are shown in Fig. 9.14. The two spectral interferometry curves are

from fluorophores that differ in height by only 20 nm.

Fig. 9.12 Antiflex objective

for reflection interference

contrast microscopy (RICM).

The polarization control

reduces stray reflected light
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9.6 Angular Scanning Interferometry

The angular dependence of light scattered from living cells and tissues carries

information on the size and density of scattering objects. For instance, angular

oscillations in scattered light can be related back to the size of the scattering object

using Mie scattering theory. It has been suggested that changes in the average size

of the nuclei that are too small to see in histology, can be captured by angle-

resolved light scattering. Discrimination of the signal from selected depths is

accomplished using short-coherence sources.

Two angle-resolved low-coherence interferometry systems are shown in

Fig. 9.15. One is a Michelson and the other is a Mach–Zehnder configuration.

In each case, a translated lens acts as an angular selective filter that accepts

Fig. 9.13 Fluorescence

interferometry of a cell using

oxide layers of varying

thickness. The cell membrane

is labeled with a fluorophore.

The changing conditions for

interference are observed for

four oxide thicknesses. With

permission from [11,12]

Fig. 9.14 Fluorescence interference in reflection above a dielectric mirror [13]. The structure is

shown in (a). The fringe spacing in the spectral domain is related to the optical path length

difference between the direct and the reflected wave. The two curves in (b) are from fluorophores

that are at different heights that differ by 20 nm
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backscattered light only from specific angles. The Michelson arrangement is simpler

[14], but theMach–Zehnder has a broader range of angles [15]. TheMach–Zehnder is

also operated with heterodyne detection at an intermediate frequency of 10 MHz

using an acoustic optic modulator on the reference wave to shift its frequency. The

system has fast acquisition and a wide angular range up to 15�.

9.7 Broad-Field Interference Microscopy

An approach complementary to in-line interference microscopy uses conventional

Michelson or Mach–Zehnder configurations. These enable phase-shifting interfer-

ometric imaging with quantitative phase extraction, but with less stability than the

common-path in-line configurations. They also can be combined with low coher-

ence for depth sectioning.

A phase-stepping Michelson microscope is shown in Fig. 9.16 that uses a mirror

on a finely adjusted stage (a voltage driven piezoelectric stack known as PZT) that

controls the phase [16]. By taking images at four different phases, the optical path

length can be quantified. Furthermore, by using low coherence light, the interfer-

ence is selective to a specific depth (tuned by shifting one of the Michelson

mirrors). Images of single cells from a tadpole are shown in Fig. 9.17, from a

depth up to 450 mm clearly showing nuclei under high resolution in the cells.

The Michelson short-coherence microscope performs in-line digital holography.

The holography is in the image-domain, and the phase information is retrieved by

Fig. 9.15 Angle-resolved low-coherence interferometry optical systems [14,15]. The translation

of the lens directs light backscattered at different angles to the detector. Two configurations are

shown. The Mach–Zehnder has a larger angular range and is detected as a heterodyne at an IF

of 10 MHz
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Fig. 9.16 A Michelson

interferometric microscope

with phase-stepping control

for phase retrieval [16].

A low-coherence source

provides depth selectivity

Fig. 9.17 High-resolution optical section images of a frog tadpole, using the Michelson phase-

stepping interferometer [16]



the use of the phase-stepping mirror. Because of the use of short coherence to select

information from a specific depth, this arrangement is also sometimes known as

full-field optical coherence tomography (OCT), although the tomographic part is

simply the phase retrieval. We will see in a later chapter that conventional OCT is a

laser raster scanning process that builds up three dimensions by scanning. Full-field

OCT, on the other hand, captures an entire depth-gated image and thus has a

parallel acquisition advantage.

9.8 Digital Holographic Microscopy

The improving bit depth of digital imaging arrays, known as charge-coupled device

CCD, opened the opportunity for digital holography under the high background

conditions of biological imaging. The principle of digital holography is virtually the

same as for traditional holography using photographic recording. Just as interfer-

ence fringes expose a photographic plate, they expose the wells of a CCD array as

buckets of electrons replace silver halide. The difference is in the “read out.” While

conventional holography uses a laser to diffract off the physical holographic

gratings, digital holography performs numerical reconstruction on the electronic

data. Digital holography is much more versatile than conventional holography,

because there are no disposable materials, and the postrecording numerical

manipulations can be as complex as needed to reconstruct information from the

scattering target.

The caveats on the comparison of conventional holography with digital holog-

raphy are on dynamic range and spatial resolution. Silver halide, and other types of

holographic recording like the photorefractive effect, can have a larger recording

dynamic range because they are not limited to a bit-depth of 12 or 14 bits. In

addition, the digital recording resolution is limited to the pixel pitch of the imaging

array, which is often on the order of 5 mm or larger. Nyquist sampling requires a

fringe spacing equal to twice the pixel pitch, placing the digital holographic fringe

spacing around 10 mm. Physical holographic recording media, on the other hand,

can record sub-micron fringe spacings. However, the overall ease of use and the

power of postprocessing afforded by digital holography make it highly attractive

for phase-sensitive recording of scattered light. An example of a digital hologram

(a Fresnel-domain hologram not too far from the image plane) is shown in Fig. 9.18

with its high-resolution numerical reconstruction.

An example of a digital holographic microscope is shown in Fig. 9.19 that uses

coherent red light that is split by a beamsplitter into a reference wave and an object

beam that interacts (in transmission) with a biological sample. The scattered object

wave is projected onto a CCD chip and interferes with an off-axis reference wave [18].

A typical interferogram is shown in Fig. 9.19b). The CCD is in a Fresnel regime

relative to the image plane of the sample. Therefore, the numerical reconstruction is an

inverse Fresnel transform. The power of digital holography arises in the ability to

perform dynamic refocusing. By changing the control (distance) parameter in the
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Fresnel transform, the reconstructed image can be depth-sectioned by numerically

focusing at successive depths inside the target. This numerical focusing can provide

volumetric data without the need for a coherence (depth) gate as in coherence-domain

techniques like OCT. However, the axial selectivity is not as high as in the coherence-

domain approaches.

Digital holograms are typically recorded in the Fresnel regime, where slight

changes in target distance can be numerically recovered through the inverse Fresnel

transform. This aspect of digital holographymakes it particularly easy to use without

lenses when target and CCD distances are in the range of millimeters. One broad

class of applications that can be approached by this regime is cytometry. An example

of a lens-free holographic cytometry configuration is shown in Fig. 9.20. Red blood

Fig. 9.18 Image-domain digital hologram and its numerical reconstruction [17]

Fig. 9.19 A digital holographic microscope for investigation of biological samples [18]
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cells are suspended at two different heights (1.025 and 1.080 mm) above the surface

of a CMOS pixel array and illuminated with a broad beam at several successive

angles. The forward-scattered light interferes with the original wave to form an

in-line hologram on the CMOS array. A captured hologram is shown in Fig. 9.21

showing characteristic Airy rings around the individual blood cells.

Fig. 9.20 Lens-free holographic recording onto a CMOS pixel array. This “shadow-casting”

approach, when combined with multiple illumination angles, allows reconstruction of the cell

height to an accuracy of a few microns [19]

Fig. 9.21 Example of an in-line lens-free hologram of red blood cells [20]
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The continuing improvement of dynamic range and speed of digital pixel arrays

(CCD and CMOS) lends itself to increasingly more powerful digital holographic

approaches for biology and medicine. Many of these applications are in the field of

quantitative phase microscopy, but an increasing ability to use coherence-domain

detection also widens the door for digital holography of more complex biological

targets such as living tissue. The properties of light propagation through tissue and

its detection using coherence techniques are the topics of the next several chapters.
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Chapter 10

Light Propagation in Tissue

From the point of view of biomedical applications, the propagation of light in

biological tissues is a combination of good news and bad news. The good news is

that tissue is highly translucent, allowing light to penetrate far inside. This property

has been experienced by anyone who has covered a flashlight with their hand at

night and seen it glow red. The bad news is that it is heterogeneous, distorting wave

fronts and scattering light in many directions. This is experienced when trying to

see a splinter that is lodged just below the surface of the skin where it shows up as a

dim blur. This good news/bad news is at the core of a clear split in optical behavior

in tissue. Image-bearing light, also called ballistic or coherent light, is attenuated

rapidly as light propagates in tissue. Yet scattered photons continue to scatter and

transport across large distances. The image-bearing light can be accessed in imag-

ing applications by using a coherence detector (interferometry or holography) to see

with micron-scale resolution up to a millimeter inside tissue. On the other hand,

diffusing light can be utilized by solving the diffusion equation and reconstructing

objects many centimeters inside. Between these two methods, there is a trade-off

between depth of penetration and spatial resolution. Coherent light can provide

cellular resolution, but only near the surface. Diffusing light provides only coarse

imaging, but penetrates deep inside tissue.

Diffusing light is a central feature of light propagation in tissue, and its depth of

penetration, combined with low tissue absorption, make it a dominant effect in any

optical technique. Most coherence-domain imaging approaches must deal with a

high-amplitude diffuse background. It makes all of the coherence approaches

intrinsically “high-background” that require extremely high discrimination to

extract the small coherent fraction. Although the diffusing light is valuable in its

own right as a means to perform deep tomography in tissue, because diffusing light

has very low spatial coherence, it is not commonly used for interferometric detec-

tion. Therefore, this chapter does not cover the imaging applications of diffuse

light, which has been covered extensively elsewhere [1].

Coherent light that is detected in a “coherence gate” is minimally scattered by

the tissue. The scattering consists of low-angle forward scattering, which retains

much of the coherence properties of the light, plus one or a few high-angle

D.D. Nolte, Optical Interferometry for Biology and Medicine, Bioanalysis 1,
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scattering events. The number of such events needs to be small enough such that the

phase along the optical path is not scrambled too much. Coherent light is a central

focus of this book and this chapter.

10.1 Origins of Light Scattering in Tissue

Light is scattered by heterogeneity. Any change in optical property that occurs over

a length scale comparable to a wavelength or smaller becomes a source of scatter-

ing. The amplitude, angle, and wavelength dependence of such scattering depends

on factors such as the size and shape of the scatterer, the density of the scatterers,

and the relative refractive index difference between the scatterer and the

surrounding medium. The chief question of optical propagation is how much

light is scattered, and how much remains unscattered (or weakly scattered) as

light penetrates tissue?

Light in uniform tissue is attenuated with an approximately constant probability

per length given by the attenuation coefficient m. This behavior is captured in the

general expression

dI

ds
¼ �mI (10.1)

which has the simple exponential decay solution

IðsÞ ¼ I0e
�ms (10.2)

where s is the path length and I0 is the initial intensity. The simple exponential

decay is called the Lambert–Beer law with the characteristic decay length given by

L ¼ 1

m
(10.3)

The expression in (10.1) is generic in that it pertains to many different ways of

characterizing light propagation. For instance, the intensity in (10.1) could be the

coherent fraction of light that is being attenuated as photons are scattered out of the

propagating beam. Or it could be a diffuse fraction, decaying as photons migrate

away. It can also be either a scalar or a vector quantity, with the vector quantity

describing momentum flux or polarization. The decay of coherence, polarization, or

diffuse intensity can all have different attenuation rates mi dictated by the different

scattering statistics.
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10.1.1 Scattering Phase Functions

Before tackling the attenuation of light in optically dense media that has multiple

scattering, it helps to look at light attenuation in dilute media that is dominated by

single scattering. In this case, the extinction coefficient is related to the scattering

cross section of the scatterers Csca through

m ¼ NVCsca (10.4)

for a volume densityNV of scatterers. However, in addition to total extinction, it is also

valuable to understand the likelihood of scattering into an angle y. The probability

function is called p(y), and is known as the phase function. The phase function is

normalized by

1

4p

ð
pðyÞ dO ¼ 1

1

2

ð
pðyÞ sin y dy ¼ 1 (10.5)

for scattering into 4p solid angle. For a dilute collection of spheres, the phase

function is obtained from the Mie Scattering factors

pðyÞ ¼ 4p
ðds=dOÞðyÞ

2p
Ð ðds=dOÞ sin y dy

¼ ðjS1j2 þ jS2j2Þ
1
2

Ð ðjS1j2 þ jS2j2Þ sin y dy
(10.6)

This is shown in Fig. 10.2 for particles with nrel ¼ 1.04, l ¼ 633 nm in a medium

with index nm ¼ 1.33 and a ¼ 1 mm. Fig. 10.1 shows the log intensity on a polar

plot, with a very strong forward scattering lobe. In Fig. 10.2 the 1 mm radius particle

scattering phase function p(y) is compared with a particle with a half micron radius.

Both particles show strong forward scattering with many secondary lobes.

A large particle like the cell nucleus has strong forward scattering, while a small

particle has more isotropic scattering. For this reason, forward scattering is

dominated by larger organelles like the nucleus, while backscattering is dominated

by smaller organelles like the mitochondria. However, the organellar backscatter

tends to be structureless, while the nuclear backscatter can show angular dependence

similar to that in Fig. 10.2, with periodicity related to the nuclear size [2]. This is

used in light scattering spectroscopy (LSS) to detect small changes in nuclear size

that are too small to be observed using conventional histology [3, 4]. An example of

the backward angular scattering from a particle with a radius of 2.5 mm compared to

2.75 mm (10% larger) is shown in Fig. 10.3. There is a clear change in the oscillating

10.1 Origins of Light Scattering in Tissue 277



Fig. 10.2 Phase functions at a wavelength of 633 nm for two radii: a particle with a radius of 0.5

mm, a larger particle with a radius of 1 mm. The anisotropy factors are g ¼ 0.99 and g ¼ 0.97,

respectively

Fig. 10.1 Polar plot of log-intensity as a function of angle for a particle with radius 1 mm in

nm ¼ 1.33 with nrel ¼ 1.04 at l ¼ 633 nm. Even for this small particle, the scattering is strongly in

the forward direction
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pattern with increasing angle, even though this change is on the edge of microscopic

resolution. However, biological tissue is very complex, with significant morphology

that can affect the interpretation of angular backscattering [5].

Mie backscattering for a given particle exists in a two-dimensional space of

angle and wavelength. While LSS explores angular dependence, partial wave

spectroscopy (PWS) explores spectral dependence. An example of Mie backscat-

tering is shown in Fig. 10.4a for a 2.5 mm radius particle in water with a relative

index of nrel ¼ 1.04. There are clear oscillations in both angle and wavelength.

In the direct backscattering direction, a spectrum of the backscattered light is shown

in Fig. 10.4b with clear spectral oscillations related to the size of the particle.

In microscopy data, which arises from an imaging approach, the Mie backscattering

theory captures the general phenomenon, but quantitative details differ that need to

be addressed [6]. This PWS approach can be used to detect subtle size changes in

nuclear sizes that are indicative of precancerous conditions [7, 8].

An important parameter that characterizes the degree of forward scattering is

called the anisotropy factor g, which is the average of cos (y) over the phase

function

g ¼ hcos yi ¼
Ð
pðyÞ cos y dOÐ

pðyÞ dO (10.7)

Fig. 10.3 Phase function angular dependence for backscattering from a 5 mm diameter spherical

particle compared with a sphere 10% larger. The angular dependence of the backscatter is sensitive

to size changes that are below the resolution of histology

10.1 Origins of Light Scattering in Tissue 279



The anisotropy factor g as a function of sphere radius is plotted in Fig. 10.5 for a

relative index of 1.04. The anisotropy rises quickly around 0.3 mm radius to g¼ 0.9.

Many tissue types have anisotropy factors around g ¼ 0.9. However, light propa-

gation through tissue cannot be described as single-scattering from spherical

particles. Instead, more general principles need to be developed to understand

tissue anisotropy.

Fig. 10.4 Partial wave spectroscopy of a 2.5 mm radius particle with relative index nrel ¼ 1.04 in

nm ¼ 1.33. The spectral oscillation period is related to the size of the spherical target

Fig. 10.5 Anisotropy factor as a function of sphere radius for relative index of 1.04 in a medium

with nm ¼ 1.33. The anisotropy rises rapidly above a radius of 0.2 mm
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10.1.2 Henyey–Greenstein Phase Function

Tissue cannot be represented as a dilute target. Cells are densely packed in tissue,

and are filled with a high density of organelles. Therefore, Mie coefficients are not

necessarily the most appropriate means to describe the probability distribution.

A probability function that has matched experimental data relatively well is the

Henyey–Greenstein function

pðyÞ ¼ 1� g2

ð1þ g2 � 2g cos yÞ3=2;
(10.8)

where g is the average cosine. Henyey–Greenstein distributions are shown in

Fig. 10.6a for g ¼ 0.7, 0.8, and 0.9. A comparison of the Henyey–Greenstein

function with Mie scattering for g ¼ 0.99 on a particle with a ¼ 1 mm in water

with a relative index nrel ¼ 1.04 is shown in Fig. 10.6b. Many tissues have high

anisotropy with g greater than 0.8. For instance bovine muscle, pig brain, and white

chicken muscle have g in the range 0.94–0.97, for human dermis it is 0.82, and for

the gray and white matter of the brain it is 0.96 and 0.83, respectively, although

these tissues can have large variability.

The Henyey–Greenstein function is expressed as an expansion of Legendre

polynomials through

pðyÞ ¼
X1
n¼0

ð2nþ 1ÞxnPnðcos yÞ (10.9)

where the coefficients xn are

xn ¼ 1

2

ð
pðyÞPnðcos yÞ sin y dy (10.10)

For large anisotropy (g > 0.7) the coefficients in the expansion of pðyÞ have

approximately the simple form

xn � expð�ð1� gÞnÞ (10.11)

which causes the low-n (forward-scattering) expansion to dominate.

10.1.3 Absorption, Scattering, and Extinction

When a medium has absorption in addition to scattering, the extinction is the

combination of both

mt ¼ ma þ ms (10.12)
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and the mean free path is

Lt ¼ 1

ma þ ms
¼ 1

mt
(10.13)

These are dimensional quantities. Dimensionless quantities that relate to light

propagation in the presence of both absorption and scattering are the albedo

Fig. 10.6 Henyey–Greenstein function for (a) anisotropy factors g ¼ 0.9, 0.8, and 0.7.

(b) Comparison of HG with Mie for a ¼ 1 mm with g ¼ 0.99
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a ¼ ms
mt

¼ ms
ma þ ms

(10.14)

and the optical thickness

t ¼
ðd
0

mtds (10.15)

A system with high scattering relative to absorption has a high albedo, while high

absorption means a low albedo. The optical thickness is the thickness of a sample

(or a depth inside the sample) in units of scattering lengths.

10.2 Photon Transport

Tissue is optically thick, which means that typical biological samples have physical

scales that are many times the photon scattering length. Therefore, any light that

penetrates to a significant depth inside tissue experiences multiple scattering. In this

situation, the photons “diffuse,” and one can define average intensities within the

tissue through the effect of scattering on energy and momentum flux.

The transport equation for a flux J under the condition of multiple scattering is

dJð~r; ŝÞ
ds

¼ �mtJð~r; ŝÞ þ
ms
4p

ð
4p

pðŝ0; ŝÞJð~r; ŝ0Þ dO0 (10.16)

where Jð~r;~s Þ is the irradiance per solid angle propagating in the direction ŝ, and the
phase function is pðŝ0; ŝÞ ¼ pðyÞ for azimuthally isotropic scattering with

cos y ¼ ŝ0 � ŝ. The irradiance is related to the intensity through

Ið~r Þ ¼
ð
4p

Jð~r; ŝÞ dO (10.17)

An approximate solution to the transport equation of (10.16) can be made using

the small-angle approximation (SAA). This approximation is appropriate for high

anisotropy factor g in which most scattering is small-angle forward scattering.

The flux in (10.16) is replaced by an angular intensity and is divided by mt to yield

dIðt; yÞ
dt

¼ �Iðt; yÞ þ a

4p

ð
4p

pðy0; yÞIðt; y0Þ dO0 (10.18)
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where the phase function is

pðy0; yÞ ¼
X1
n¼0

xnPnðcos yÞPnðcos y0Þ (10.19)

and the coefficients xn are given in (10.10). The solution of the differential equation
in (10.18) has the form

Iðt; yÞ ¼
X1
n¼0

bnðtÞPnðcos yÞ (10.20)

When this is plugged into (10.18) the expression for the bn is obtained as

dbnðtÞ
dt

¼ �cnbnðtÞ (10.21)

where

cn ¼ 1� axn (10.22)

and a is the albedo. The solutions to (10.21) are single exponentials

bnðtÞ ¼ An expð�cntÞ; (10.23)

where the values An are found from the initial conditions. The intensity is then

Iðt; yÞ ¼
X1
n¼0

Ane
�cntPnðcos yÞ (10.24)

For plane-wave illumination at normal incidence,

An ¼ 2nþ 1

4p
(10.25)

and therefore

Iðt; yÞ ¼ I0
2p

X1
n¼0

2nþ 1

2
e�cntPnðcos yÞ (10.26)

The diffuse angular scattering in the SAA is obtained by subtracting the coherent

component from the total intensity. The diffuse intensity is thus

Idðt; yÞ ¼ I0
2p

X1
n¼0

2nþ 1

2
ðe�cnt � e�tÞPnðcos yÞ (10.27)
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The diffuse intensity is plotted in Fig. 10.7 as a function of optical depth

and propagation angle from 0 to 180� for g ¼ 0.6. The diffuse light has a strong

forward character with increasing backscattering at increasing depth. The forward

scattered diffuse light increases with increasing depth to about t ¼ 1.5 and then

decays for deeper optical depths. The forward-scattered diffuse light Idðt; 0�Þ is

plotted in Fig. 10.8 for g ¼ 0.9 and g ¼ 0.8. The forward scattering is stronger for

higher anisotropy.

The solution in (10.27) is for a plane-wave illumination with no spatial profile.

The total flux in the propagation direction is the fluence that penetrates ballistically

to depth into the tissue. This net forward fluence is obtained by projecting the

fluence along the propagation axis and integrating over all angles. The result is

IðtÞ ¼ Ð
4p Iðt; yÞ cos y dO

¼ I0
Ðp
0

P1
n¼0

2nþ1
2

e�cntPnðcos yÞ cos y sin y dy

¼ I0 expð�ðma þ ð1� gÞmsÞzÞ
¼ I0 expð�ðma þ m0sÞzÞ

(10.28)

Fig. 10.7 Angular profile of the diffuse intensity as a function of optical depth for g¼ 0.6. Most of

the light forward scatters, with a peak in the diffuse intensity in the forward direction at an optical

depth of approximately 1.5
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where t ¼ ðma þ msÞz and

m0s ¼ msð1� gÞ (10.29)

is the reduced scattering coefficient. The reduced scattering coefficient is an

important feature of photon transport in highly anisotropic scattering media (that

have large values of the anisotropy factor g), such as in living tissue. Most photons

scatter in the forward direction, which preserves much of the directionality of the

initial plane wave, even in the presence of multiple scattering. For large

anisotropies, light penetrates much deeper than 1/ms. The results of the integration
in (10.28) are shown in Fig. 10.9 for g ¼ 0.6 as the curve marked with m0 which has
a noticeably slower decay than the curve marked with m. The depths achieved by

optical coherence tomography are made possible by coherent detection of light that

is multiply scattered in the forward direction, retaining partial coherence, and aided

by spatial filtering provided by the tight focus of the incident probe beam and

collection optics.

10.2.1 Diffuse Surface Reflectance

The small-angle scattering approximation (SAA) neglects backscatter from the

surface of the tissue, which is clearly not physical. Indeed, diffuse reflectance is

one of the most important experimental techniques in tissue optics [9, 10].

Fig. 10.8 Diffuse intensity in the forward direction y ¼ 0� for g ¼ 0.9 and g ¼ 0.8
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This deficiency in the SAA can be partially remedied by considering small-angle

scattering with a single high-angle scattering event. The backscattered intensity is

IbðtÞ ¼ 2pmsNVe
�ð1�gÞt

ðp
0

Iðt; yÞ ds
dO

ðp� yÞ
� �

sin y dy (10.30)

where Iðt; yÞ is from (10.26) and NV is the number density of particles. This

expression integrates backscattering from all internal angles and assumes propa-

gation back to the surface with a reduced extinction coefficient. The resultant

backscattered intensity as a function of optical depth is approximately

IbðtÞ ¼ I0NAðtÞsbe�ð1�gÞ2t (10.31)

where sb is the total backscattering cross-section and NA(t) is the effective areal

density of scatterers (Fig. 10.10).

Fig. 10.9 Intensity vs. optical depth for the ballistic fraction as well as for the total forward

fluence integrated over theta

Fig. 10.10 Small-angle approximation with a single backscattering event. The backscattered

photon is forward scattered back to the sample surface where it contributes the diffuse reflectance

of the sample
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10.3 Enhanced Backscattering

Enhanced backscattering (EBS) occurs when coherent light illuminates a random

medium. In the backscattering direction, there is an enhanced diffuse reflectance

that has an angular width of approximately Dy � l=‘0, where ‘0 is the transport

length. This enhanced reflectance is caused by constructive interference of time-

reversed paths. The light-scattering geometry is illustrated in Fig. 10.11. Consider a

single ray that follows a multiply scattered path and emerges from the surface at a

distance D~r with a k-vector ~kout. If the illuminating wave is a plane wave, then there

must be a time-reverse path in which a ray enters at the exit point of the first ray, and

exits at entrance point of the first ray to emerge with the same ~kout. The phase of

both paths are equal and interfere constructively in the backward direction. The

phase difference between these time-reversed paths is

Df ¼ ð~kout þ ~k inÞð~r2 �~r1Þ (10.32)

For perfect backscattering, the phase difference vanishes. With increasing angle of

diffuse reflectance, and for larger deflections of the entering and exiting paths, the

phase difference grows, and the constructive enhancement decreases to the inco-

herent background.

The angular dependence of the diffuse reflectance is determined by

IðyÞ ¼
ð ð

pð~r Þ expð�ik~r sin yÞd2r (10.33)

Fig. 10.11 An incident plane wave can execute two multiply scattered time-reversed paths. The

backscattered waves have the same phase and interfere constructively to produce an enhanced

backscatter signal
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where pð~r Þ is the probability of a backscattered photon exiting at a distance r from
where it entered the sample. In the diffusion approximation, for which the sample

thickness is much larger that a mean transport length ‘0, the angular dependence of
the diffuse reflectance is [11]

IEBSðyÞ � 3

8p
1þ

ffiffiffi
2

p
þ 1

ð1þ ky‘0Þ2 1þ 1� exp
ffiffiffi
2

p
ky‘0

ky‘0

� �" #
(10.34)

which has a full-width at half maximum

Dy � 1:8

k‘0
� l

p‘0
(10.35)

which is extremely small, typically in the milliradian range for biological tissues.

An example of the EBS is shown in Fig. 10.12. The enhancement is a factor of two

in this ideal case. The narrow angular width of the EBS makes it difficult to observe

this effect in practice, although it has been accomplished for relatively dilute

diffusive media [12].

A significant advance on the detection of EBS was achieved by the use of probe

light with short spatial coherence [13]. The use of partial coherence modifies

(10.33) by modulating pð~rÞ by the second-order degree of coherence gð2Þð~rÞ

IðyÞ ¼
ð ð

pð~rÞgð2Þð~rÞ expð�ik~r sin yÞd2r (10.36)

Fig. 10.12 Enhanced backscatter (EBS) angular distribution from a diffusely scattering medium.

The full-width at half maximum is approximately 1 millirad
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with the requirement that the spatial coherence length must be much greater than

the transport length ‘0 so that the diffusion approximation to pð~rÞ may be used.

Equation (10.36) is a Fourier transform, so that the diffuse reflectance for low-

coherence enhanced backscattering (LEBS) becomes a convolution [14]

ILEBSðyÞ ¼ FTðpð~r Þ � gð2Þð~r ÞÞ ¼ IEBSðyÞ � Gð2ÞðyÞ (10.37)

with Gð2ÞðyÞ as the angular Fourier transform of gð2Þð~rÞ. The angular diffuse

reflectance is the convolution of IEBSðyÞ (which is extremely narrow) with the

Fourier transform of the second-order coherence function, which can be much

broader when short coherence is used. Therefore, the convolution broadens the

enhanced backscattered peak, which can be adjusted by controlling the spatial

coherence length in the experiment.

An experimental arrangement for low-coherence enhanced backscatter (LEBS)

is shown in Fig. 10.13. An incoherent source is spatially filtered by the aperture

wheel to control the spatial coherence length at the sample surface. The scattered

light is passed through a Fourier transform lens to the surface of the CCD chip. The

polarizers and liquid-crystal tunable filter select polarizations and wavelengths

for LSS analysis. The shorter coherence length significantly suppresses speckle.

Fig. 10.13 Low-coherence enhanced backscattering (LEBS) experimental arrangement. The

aperture wheel controls the spatial coherence at the sample surface. The Fourier-transform (FT)

lens maps the angular distribution of intensity to the surface of the CCD chip. The liquid-crystal

tunable filter selects wavelengths for light-scattering spectroscopy (LSS) [14]
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When the coherence length xsc is smaller than the transport length ‘0, the angular

width of the enhanced backscatter peak is

Dy � l
xsc

(10.38)

although the details depend on the form of the second-order coherence function

and on pð~rÞ.
Low-coherence enhanced backscatter has potential for biomedical optical diag-

nosis applications. The sensitivity of the backscattered diffuse reflectance to the

morphological details of the scattering sample exceeds the ability of conventional

histology to detect sub-wavelength changes in the structure of nuclei in cells in

tissue. The low-coherence backscattering approach has been applied to the early

detection of colorectal cancer [15] and pancreatic cancer [16, 17].

10.4 Multiple Dynamic Light Scattering

Dynamic light scattering is a powerful characterization tool for remotely extracting

dynamic information from inside media, such as internal displacements, diffusi-

vities and velocities [18, 19]. In the dilute limit, in which scattered light is only

scattered once, dynamic light scattering is called quasi-elastic light scattering

(QELS) [20]. In biological applications, QELS is useful for optically thin systems,

such as cell monolayer cultures, in which it can provide information on diffusion

and directed motion in the cytosol [21, 22] and nucleus [23] and undulations of the

plasma membrane [24–28]. However, as the optical thickness of a sample increases

beyond one optical transport length, multiple scattering becomes significant, and

the diffusive character of light begins to dominate [29–31]. The challenge, and the

goal, is to continue to be able to extract meaningful dynamics from inside living

tissues.

10.4.1 Diffusing Wave Spectroscopy

Even in the presence of multiple scattering, dynamic light scattering information

can still be extracted [32, 33] using diffusing wave spectroscopy (DWS) [34, 35]

and an equivalent formulation of multi-scattering dynamic light scattering called

diffuse correlation spectroscopy (DCS) [1, 36–38]. In biological applications, DWS

has been used to assess tissue response to burns [39], brain activity [40], to monitor

blood flow [1, 41], and to monitor tissue structure [42].

There are two basic principles underpinning DWS. First, each scattering event

along a path contributes stochastically to the phase shift of the photon following
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that path. In this way, the stochastic phase modulations accumulate in the phase of

the photon, and hence can be expressed as a product of stochastic exponentials.

Second, all the possible paths that a photon can take must be considered in the total

correlation function. The density of these possible paths are found as a solution to

the photon diffusion equation.

The complex field of a single path consisting of Nk scattering events is

EkðtÞ ¼ e�iot
YNk

n¼1

ane
i�qn�rnðtÞ (10.39)

The total field is the combination of all paths

EðtÞ ¼
X
k

Ek (10.40)

The first-order correlation function for the field fluctuations is

g
ð1Þ
k ðtÞ ¼ e�iot

YNk

n¼1

janj2ei�qnD�rnðtÞ
* +

¼ e�iothjanj2i expð�h�q2ihDr2ðtÞiNk=6Þ (10.41)

where the cross terms in the correlation function vanish because scattering events

are assumed to be uncorrelated (an assumption that can break down in some

circumstances). Because the scattering vector qn varies with each scattering

event, a mean value can be assigned to it as

h�q2i ¼ 2k2
l

‘0
(10.42)

where l is the scattering mean free path, and ‘0 is the transport mean free path. The

number of scattering events for each path is

Nk ¼ sk=l (10.43)

where sk is the total path length. The kth path correlation function is then

g
ð1Þ
k ðtÞ ¼ e�iothjanj2i expð�k2hDrðtÞisk=3l�Þ (10.44)

The combined correlation function of all paths is

gð1Þ ¼
X
k

PðkÞgð1Þk ðtÞ (10.45)
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For a continuous distribution of possible paths this is

gð1ÞðtÞ ¼
ð1
0

exp � k2s
3l� hDr

2ðtÞi
� �

rðsÞ ds (10.46)

where r(s) is the probability density of possible paths that is obtained by solving

the photon diffusion equation subject to the boundary geometry of the sample

and the intensity distribution of the incident light [1].

The autocorrelation function can be reexpressed as

gð1ÞðtÞ ¼
ð1
0

exp �2
t
t0

s

l�

� �
rðsÞ ds (10.47)

where the argument 2ðt=t0Þðs=l�Þ of the exponential is the single-scattering case,

multiplied by the quantity s=l�, which is the average number of scattering events

along the path. Note that longer paths lead to faster decorrelation times because

more scattering events add to scramble the phase. For this reason, transmission

experiments have much faster decay rates than backscattering experiments in the

multiple scattering regime [34].
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Chapter 11

Optical Coherence Tomography

Optical coherence tomography (OCT) has emerged as one of the most important

and successful applications of interferometry in the biomedical sciences. This is

due, in part, to its simplicity, but also because its advantages are well matched to

applications on transparent or translucent media, particularly in ophthalmology.

OCT is a form of laser ranging, somewhat like radar. But where radar seeks to

isolate distant reflections based on time of flight, OCT isolates reflections based on

distance of flight, while rejecting the predominant noncoherent diffuse light that

arises in dense turbid media. As we saw in the previous chapter, light propagating in

tissue retains partial coherence as unscattered or minimally scattered photons,

which can be reflected by structures inside the tissue and returned to the surface.

OCT uses coherence-domain detection, namely interferometry, to isolate these

coherent returns and to measure how far the reflected light has traveled. By

scanning across a biological sample, three-dimensional maps of reflective structure

are created up to about 1–2 mm inside. There are two principle modes of short-

coherence interference that are Fourier transforms of each other. One is in the time

domain, actively tuning optical path length changes in the reference arm to adjust

the detection gate to a specific depth. The other is in the frequency domain, which

uses spectral interference fringes to identify reflections coming from many different

depths simultaneously. Time-domain OCT was the first configuration that was

investigated [1], but the need to actively adjust the depth gate made the acquisition

time-consuming. Fourier-domain OCT was developed about 10 years later [2],

bringing with it great advantages of parallelism and speed.

11.1 Coherence Gating

Coherence gating refers to the use of short-coherence light to spatially localize the

interference of two waves. In its simplest manifestation, using ultrafast pulsed

lasers, the coherence length of a laser pulse is equal to lc ¼ cDtp, where Dtp is the
pulse duration. For Dtp ¼ 10 fs, the coherence length is lc ¼ 3 mm, which is
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approximately the level of axial resolution that is possible using laser ranging with

ultrafast light sources. However, coherence gating does not need to be performed

using pulses. Virtually any broadband light source (with good spatial coherence),

even a continuous wave (CW) source, with a spectral width Dl may be used to

perform coherence gating. The key concept is the matching of optical path lengths

between a signal path and a reference path. When the optical path lengths match, or

at least are within a coherence length, then interference will occur.

One of the key aspects in OCT performance is the axial resolution that can be

achieved for a given source spectrum. It is common to define widths in OCT

applications as full-width at half maximum (FWHM). The axial coherence function

of a short-coherence source is

I1ðzÞ ¼ hE�ð0ÞEðzÞi ¼ E2
0 exp �4 ln 2

z

Dz

� �2
� �

(11.1)

in which Dz is the FWHM of the coherence function. The Fourier transform of the

spatial coherence function is

I1ðqÞ ¼ FT½I1ðzÞ� ¼ E2
0

ffiffiffiffiffiffiffiffiffiffiffi
p

4 ln 2

r
Dx exp

�q2Dz2

16 ln 2

� �

¼ E2
0

ffiffiffiffiffiffiffiffiffiffiffi
p

4 ln 2

r
Dx exp �4 ln 2

q2

Dq2

� �
(11.2)

from which the assignment can be made

DzDq ¼ 8 ln 2 (11.3)

that relates Dz to the Dq. OCT is performed almost exclusively in the backscatter

configuration for which q ¼ 2k. Therefore,

Dz ¼ 8 ln 2

Dð4p=lÞ ¼
2 ln 2

p

� �
l2

Dl
(11.4)

This equation defines the full-width half-maximum axial resolution of OCT. Note

that the resolution length is half of the coherence length of the light source. This

factor of 2 comes from q¼ 2k in the backscatter configuration. The axial resolution
as a function of bandwidth is shown in Fig. 11.1 for two center wavelengths at 800

nm and 1.33 mm. Bandwidths of 50 nm are typical, with 5 mm resolution at 800 nm.

Ultra-high resolution toward 1 mm requires bandwidths greater than 150 nm.

Axial resolution in OCT is improved by decreasing the mean wavelength or by

expanding the spectral bandwidth of the source. An example of ultra-high OCT

resolution, with a bandwidth of Dl¼ 350 nm at a center wavelength of l¼ 800 nm,

has an axial resolution of 1 mm. This resolution is sufficient to see single cells and

even nuclei within the cells. In vivo ultra-high resolution OCT is shown in Fig. 11.2

for an African tadpole (Xenopus laevis) in which nuclei are clearly visible.
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11.2 Time-Domain OCT

Time-domain OCT is the simplest, conceptually, to configure in the laboratory and

to analyze. It consists of a conventional Michelson interferometer with a delay line

to tune the optical path length of the reference arm to match a chosen depth in the

sample. Examples of a free-space and a fiber-optic-based system are illustrated

in Fig. 11.3. The reference-arm mirror in these examples is on translation stages

with piezoelectric stacks for rapid scanning of short distances. The range of motion

should be up to a millimeter, which is beyond piezoelectric displacements. Fast

linear displacements are possible with voice-coil actuators, but again with limited

range of motion. To scan through a full millimeter of tissue (approximately the limit

of the penetration depth of OCT) requires a faster and larger displacement approach

that can be provided by Fourier optics.

Fast delay lines can be constructed using Fourier-transform techniques that

were originally developed for pulse-shaping applications [5]. The concept is

Fig. 11.1 Axial resolution vs. light source bandwidth for center wavelengths l ¼ 800 nm and

l ¼ 1.33 nm

Fig. 11.2 Ultra-high resolution of living cells in the African tadpole (Xenopus laevis) with 1 mm
axial resolution achieved using a bandwidth of 350 nm [3]
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illustrated in Fig. 11.4. A collimated beam is incident on the diffraction grating that

disperses the wavelengths into a spectrum that is recollimated by the Fourier-

transform lens. At the Fourier plane of the lens, a rotational galvanometer imparts

a small angle y on the spectrum that is reflected and transformed back onto the

grating. The spectral components of the beam are recombined by the grating into an

output beam that has a path delay proportional to y.
The path delay on the output beam originates in the Fourier-transform relation-

ship between time delay in the time domain and phase in the Fourier domain.

A real-valued Gaussian spectral amplitude given by

sðoÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p

p
so

p expð�ðo� o0Þ2=2s2oÞ (11.5)

Fig. 11.3 Examples of

time-domain OCT systems.

(a) A free-space system.

(b) A fiber-optics

system [4]
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is transformed into the time domain as

EðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p

ffiffiffi
p

p
so

p Z 1

0

expð�ðo� o0Þ2=2s2oÞe�iot do

¼
ffiffiffiffiffiffiffiffi
2so

p
p1=4

e�io0te�t2=2Dt2
(11.6)

which is a Gaussian pulse of center frequency o0 and pulse duration

Dt ¼ 1

so
: (11.7)

Now, if a linear phase is imposed on the spectral amplitude as

sðoÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p

p
so

p expð�ðo� o0Þ2=2s2oÞ exp½iðo� o0Þt� (11.8)

this is transformed to

EðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p

ffiffiffi
p

p
so

p Z1
0

e�ðo�o0Þ2=2s2oe�ioteiðo�o0Þtdo

¼
ffiffiffiffiffiffiffiffi
2so

p
p1=4

e�io0ðtþtÞe�ðt�tÞ2=2Dt2 (11.9)

Fig. 11.4 Fourier transform rapid scanning delay line. The reference wave is dispersed spectrally

and Fourier transformed to a mirror with a rapidly cycling tilt angle. The reflected and

retransformed wave has an optical path length delay proportional to the mirror angle
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which is an identical pulse, but delayed by an amount t relative to the original pulse.
The linear phase is easily implemented as the angle on the mirror on the Fourier

plane in Fig. 11.4. The relationship is

f ¼ 2ky sin y; (11.10)

where the position y is

y ¼ f
Dl
L

(11.11)

for a focal length f and a grating spacing L. This is related to frequency by

Do ¼ cDk

¼ �c2p
Dl

l2
(11.12)

to give

f ¼ 2kf
Dl
L

sin y

¼ � 2ðo� o0Þ
c

fl
L

sin y:
(11.13)

The time delay is then

t ¼ 2fl
cL

sin y: (11.14)

As an example, for a grating spacing of 1 mm, a focal length of 10 cm at a center

wavelength of 840 nm, this is a delay of 2.5 ps per degree. The delay for a 1 mm

coherence depth is about 10 ps. Therefore, only a few degrees of deflection for the

mirror is sufficient to scan to the full depth in tissue.

The application of Fourier domain and spectral approaches to rapid delay lines

has clear advantages. These advantages can be utilized even more directly through

the principle of spectral interferometry for more sensitive and faster modes of OCT.

11.3 Fourier-Domain OCT

Time-domain OCT is a serial acquisition process in which one voxel value is

obtained at a time as the time delay is scanned in z for a given position (x, y).
The voxels are compiled one by one as each dimension is scanned individually.
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Multiplex approaches that detect multiple data points simultaneously have an

obvious advantage of speed and signal-to-noise. Simultaneous measurements of

all depths (within a range defined by the operational parameters of the system) can

be made at a given position (x, y) using Fourier-domain techniques such as spectral

interferometry or by using a swept source.

11.3.1 Spectral-Domain OCT

Spectral interferometry was introduced in Chap. 1. There is a somewhat counterin-

tuitive effect that two well-separated temporal pulses entering a spectrometer will

cause interference fringes to appear in the measured spectrum. The fringe spacing

Dl is related to the delay between the two pulses.

Dt ¼ l2

cDl
: (11.15)

The depth resolution is the same as for time-domain OCT and is based on the

spectral width of the source. These same relations hold for a continuous-wave short-

coherence source, such as a superluminescent diode. Delay times are simply

converted to optical path length, and the same form of spectral interferometry

continues to hold.

An example of a spectral-domain OCT system is shown in Fig. 11.5. A short-

coherence source is used in a Michelson interferometer configuration in which a

reference wave and a distributed time-of-flight signal are combined and sent

Fig. 11.5 Spectral-domain OCT system. Scattered light with multiple time-of-flights is combined

with a single reference pulse and interferes at the output of the spectrometer grating [4]
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into a spectrometer. A linear CCD array detects the spectrum that includes the

spectral interference of the distributed time-of-flight returns that interfere with the

reference. The spectral interference fringes are already in the Fourier domain,

containing all the combined interferences from all of the return reflections from

the sample. To extract depth information requires only a Fourier transform of

the interferogram to obtain the depth profile.

The maximum range is set by the minimum resolvable interference Dlmin on the

linear detector array. The range is

range ¼ cDtmax

2
¼ l2

4Dlmin

(11.16)

for a minimum measurable Dlmin. For an array with N elements detecting a

spectrum width Dl, the minimum wavelength fringe is

Dlmin ¼ 2
Dl
N

; (11.17)

where the factor of 2 is for Nyquist sampling. The range is then

range ¼ Nl2

8Dl
; (11.18)

where Dl is the e-1/2 bandwidth.

11.3.2 Swept-Source and In-Line OCT

Short-coherence light sources tend to have low powers and uncollimated spatial

modes that require special engineering solutions to be useful in OCT applications.

Tunable lasers, on the other hand, can have high powers and excellent collimation.

Even though the coherence length of tunable lasers tends to be very large, they can

still be used as Fourier-domain OCT sources because of the Fourier-transform

relationship between phase and position. For instance, if there are N distinct

reflections distributed in depth di, then the net field arising from these reflections is

Es ¼
XN
n¼1

Ene
iðo=cÞ2ndi ; (11.19)

where o is the instantaneous angular frequency of a long-coherence source. If the

frequency is swept [6–8], and detected relative to a stable reference, then the

interferogram is

ISSðoÞ ¼ IR þ Er

XN
n¼1

jEnj cos o
c
2ndn � fn

� �
: (11.20)
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When the swept-source spectrum is transformed back into real space,

delta-functions occur at the locations of the reflectors

ISSðxÞ ¼ Er

XN
n¼1

jEnjdð2ndnÞ: (11.21)

The resolution of swept-source OCT is set by the tunability range Dl, and the

depth range is set by the minimum resolvable wavelength during tuning Dlmin. The

advantage in signal-to-noise over time-domain OCT is typically 20–30 dB. Swept-

source OCT has become one of the favored OCT approaches because of the

advantages on speed, signal-to-noise, and easy optical implementation.

Fourier-domain OCT makes possible ultra-stable reference configurations that

enable phase-sensitive detection. An in-line common-path configuration is shown

in Fig. 11.6 that consists of a coverslip carrying cells. The coverslip provides an

in-line reference reflection for the Fourier-domain system. Because the coverslip

has no mechanical instability, the reference wave is stable, providing high axial

sensitivity to sub-nanometer displacements. This approach can be used to study

systems with small dynamic displacements [9–11].

References

1. Huang, D., Swanson, E.A., Lin, C.P., Schuman, J.S., Stinson, W.G., Chang, W., Hee, M.R.,

Flotte, T., Gregory, K., Puliafto, C.A., Fujimoto, J.G.: Optical coherence tomography. Science

254, 1178 (1991)

2. de Boer, J.F., Cense, B., Park, B.H., Pierce, M.C., Tearney, G.J., Bouma, B.E.: Improved

signal-to-noise ratio in spectral-domain compared with time-domain optical coherence tomog-

raphy. Opt. Lett. 28(21), 2067–2069 (2003)

Fig. 11.6 In-line spectral-

domain OCT. The front

reflection from the coverslip

provides a stable reference for

spectral interferometry

performed with high phase

stability. The displacement

sensitivity is sub-nanometer

References 305



3. Drexler, W.: Ultrahigh-resolution optical coherence tomography. J. Biomed. Opt. 9(1),
47–74 (2004)

4. Fercher, A.F., Drexler, W., Hitzenberger, C.K., Lasser, T.: Optical coherence tomography –

principles and applications. Rep. Prog. Phys. 66(2), 239–303 (2003)

5. Weiner, A.M.: Femtosecond optical pulse shaping and processing. Prog. Quant. Electron.

19, 161–237 (1995)

6. Fercher, A.F., Hitzenberger, C.K., Kamp, G., Elzaiat, S.Y.: Measurement of intraocular

distances by backscattering spectral interferometry. Opt. Commun. 117(1–2), 43–48 (1995)

7. Chinn, S.R., Swanson, E.A., Fujimoto, J.G.: Optical coherence tomography using a frequency-

tunable optical source. Opt. Lett. 22(5), 340–342 (1997)

8. Choma, M.A., Sarunic, M.V., Yang, C.H., Izatt, J.A.: Sensitivity advantage of swept source

and Fourier domain optical coherence tomography. Opt. Express 11(18), 2183–2189 (2003)

9. Choma, M.A., Ellerbee, A.K., Yang, C.H., Creazzo, T.L., Izatt, J.A.: Spectral-domain phase

microscopy. Opt. Lett. 30(10), 1162–1164 (2005)

10. Ellerbee, A.K., Creazzo, T.L., Izatt, J.A.: Investigating nanoscale cellular dynamics with

cross-sectional spectral domain phase microscopy. Opt. Express 15(13), 8115–8124 (2007)

11. McDowell, E.J., Ellerbee, A.K., Choma, M.A., Applegate, B.E., Izatt, J.A.: Spectral domain

phase microscopy for local measurements of cytoskeletal rheology in single cells. J. Biomed.

Opt. 12(4) (2007)

306 11 Optical Coherence Tomography



Chapter 12

Holography of Tissues

Living biological tissue is an unlikely candidate as a target for holographic imaging.

It is strongly aberating, strongly scattering, strongly heterogeneous, nonstationary,

anisotropic, and volumetric in extent. Coherent light propagating through it

becomes spatially diverse (many scattered wave vectors) and temporally diverse

(many scattered frequencies and phases). Holographic imaging, which requires a

steady relative phase condition between a signal and a reference wave, is difficult

under these conditions. Nonetheless, holographic techniques are increasingly being

applied to probe the physical and chemical properties of living tissue. For instance,

for short penetration through translucent targets, in-line phase-shifting interferom-

etry has provided full-field coherence-gated imaging at microscopic resolutions

[1, 2]. Alternatively, off-axis holography has probed structural variations at broader

tissue scales [3], and can be used to measure dynamic processes such as intracellular

motion [4]. The advent of digital holography [5, 6], in which holographic interference

fringes are captured directly on a CCD chip, has made holography easily accessible

and affordable for an expanding number of biological applications.

The main character of all holographic imaging of tissue is the presence of

speckle. Speckle is ubiquitous in all coherent imaging systems, and is guaranteed

when the target is as structurally and dynamically diverse as living tissue. There-

fore, all tissue holography is speckle holography. In this sense, speckle mitigation is

the opposite of what is required for hologram recording, although speckle reduction

after image reconstruction is still useful when striving for high-resolution imaging.

The properties of speckle fields, their dependence on the optical properties of the

imaging system, and the effect they have on spatial and temporal coherence were

discussed in detail in Chap. 3. Speckle holography is performed when a coherent

off-angle reference is added to the speckle field, as discussed in Sect. 3.5. In this

chapter, the optical configurations for speckle holography are described, and the

recording of speckle holograms is explained, along with specific applications to

tissue holography.
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12.1 Dynamic Holography

Tissue holography is fundamentally dynamic holography. Tissue is a living and

moving target, with intracellular motions that are fast enough to produce Doppler

shifts above 20–50 Hz. The speckle field that is returned from a target sample

displays flickering and shimmering. To capture the instantaneous speckle field

holographically (with high fringe contrast) requires short hologram exposure times

down to 10 ms, and perhaps faster. Dynamic holography is simply high-speed

holography, in which the holographic reconstruction (or at least the holographic

recording) is performed at high speeds with short hologram refresh times. Dynamic

holograms can be physical entities, such as optical changes induced in physical

media, like photorefractive crystals, or they can be detected digitally on a planar

detector array (CCD or CMOS digital camera).

12.1.1 Photorefractive Holography

The photorefractive effect [7] is one of the most sensitive forms of physical

hologram recording. Photorefractive materials convert a spatial variation in inten-

sity (e.g., interference fringes) into a matched spatial variation in optical properties

(e.g., refractive index). If the interference fringes arise from the interference of a

signal wave and a coherent reference wave, then the refractive index changes inside

the material constitute a physical hologram. Because photorefractive materials are

dynamic, with hologram storage times that last only as long as the dielectric

relaxation time, it is common to read the hologram out at the same time it is

recorded by the same reference wave. This simultaneous readout (diffraction)

gives the photorefractive effect the character of a third-order nonlinear optical

material, known as a w(3) material, in which waves mix through two-wave mixing

and four-wave mixing.

In two-wave mixing, two coherent waves with k-vectors ~k1 and ~k2 cross inside a
material and produce interference fringes with a grating vector ~K ¼ ð~k2 � ~k1Þ. The
incident waves are scattered (diffracted) by the grating into ~k1;scatt ¼ ~k1 þ ~K ¼ ~k2
and ~k2;scatt ¼ ~k2 � ~K ¼ ~k1. In other words, each wave diffracts into the direction of

the other. The two output waves are each coherent superpositions of the two input

waves. This two-wave mixing process is shown at the top of Fig. 12.1. The details

of the grating formation in the material and the diffraction efficiency determine how

much of each wave is mixed in the output, and determines their relative phase.

Two-wave mixing can be used as an adaptive beam combiner that is insensitive to

mechanical vibrations in an adaptive interferometer [8], which was the basis of the

adaptive BioCD application [9].

In four-wave mixing, shown at the bottom of Fig. 12.1, two coherent waves with

k-vectors ~k1 and ~k2 again write a grating in the photorefractive material, but there is

a counter-propagating wave ~k3 ¼ �~k2 that is coherent and counter-propagates

308 12 Holography of Tissues



against the direction of one of the pump waves. This counter wave is diffracted into

a new wave that counter-propagates in the direction of the other pump wave
~k3;scatt ¼ �~k2 þ ~K ¼ �~k1. This “fourth wave” can have special properties, known

as phase conjugation [10–12], that have applications for distortion-free imaging in

biological samples [13].

There are several classes of photorefractive materials, with trade-offs between

diffraction efficiency and response rate. The strongest photorefractive gratings are

generated in ferroelectrics such as LiNbO3 and BaTiO3, but the weak transport in

these materials causes them to respond slowly to changing fringe patterns giving

them slow update rates [14, 15]. These materials are ideal for storage and self-

organizing memory applications, but are not ideal for fast image processing. The

fastest photorefractive materials are high-mobility semiconductors such as GaAs,

InP, and CdTe [16]. The dielectric relaxation time in these materials can be as

short as a microsecond under high illumination because of the high carrier mobility.

These materials are good choices for real-time image processing applications,

but have relatively low diffraction efficiencies. A highly sensitive class of

photorefractive semiconductors are photorefractive quantum-wells [17, 18]. These

are thin films of multiple layers of GaAs and AlGaAs grown by molecular beam

epitaxy that use quantum-confinement effects to enhance the optical properties.

Fig. 12.1 Two-wave mixing and four-wave mixing geometries in dynamic media. In two-wave

mixing, the waves write gratings that cause self-diffraction that is phase matched to each wave. In

four-wave mixing two waves write a diffraction grating that diffracts a probe wave
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Photorefractive quantum-well devices are the most sensitivity dynamic holographic

media with the highest speeds, but diffraction efficiency remains a trade-off.

A material that occupies the middle ground between efficiency and speed are

photorefractive polymers [19, 20]. Despite being polymers, these can have fairly

good carrier transport, while special chromophores can provide fairly large electro-

optic effects. Speeds in the range of milliseconds are achievable with diffraction

efficiencies approaching 100%. These photorefractive materials have found

applications in holographic imaging of tissue [3, 21–24].

12.1.2 Holographic Coherence-Gating

Coherence-domain detection of light scattered from tissue requires a short-coher-

ence gate to distinguish path-matched photons from non-path-matched photons. In

conventional optical coherence tomography (OCT) this is provided by a coherent

reference on the point detector, yielding a temporal heterodyne signal that is

demodulated to extract signal vs. depth. Topography is recorded by scanning the

point detection over the sample. Off-axis short-coherence holography also

constitutes coherence-domain detection, with the added advantage that it uses

spatial heterodyne (spatial interference fringes) and thus is a full-frame approach

that captures x–y images at a gated depth z.
The principles of short-coherence holographic coherence-gating are illustrated

in Fig. 12.2. The coherent laser ranging aspects are identical to OCT. However,

Fig. 12.2 Photorefractive coherence gating of light backscattered from tissue. The concept is

illustrated in (a) using a pulsed source that creates distributed time-of-flight “echoes” from a turbid

sample. When these reflections are coincident with a coherent reference pulse inside the

photorefractive material, the interference fringes create a diffraction grating that diffracts the

reference wave, shown in the optical schematic in (b), that is imaged onto a digital camera
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instead of using a temporal heterodyne, in photorefractive coherence-gating the

reference wave is off-axis, generating a spatial heterodyne signal – the hologram.

The hologram is only created by light that has the same optical path length as the

reference, which is swept through the volume of the target sample. At each depth

selected by the reference optical path, only coherently reflected waves write a

hologram. This hologram diffracts the reference wave into an imaging system

that reconstructs the depth-selected reflectances on a digital camera.

An important aspect of holographic coherence-gating using dynamic media, such

as photorefractive quantum-well devices, is the background-free nature of the coher-

ence detection. The signal wave returning from a translucent volumetric sample is a

complicated combination of distributed time-of-flights from coherent reflectors as

well as a very high background of multiply scattered light, illustrated in Fig. 12.3.

However, only the coherent part writes the hologram. The background passes through

the holographic film and is not recorded. The hologram, which is only of the

coherent structure at the selected depth, diffracts the reference wave into a diffracted

direction that has no other background and can be detected directly using imaging

Fig. 12.3 A photorefractive quantum-well device used as a holographic coherence gate. The

photorefractive device is a thin film that diffracts the reference wave into a background-free

direction where it is imaged directly, with no computed tomography, onto a camera plane
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lenses and a camera. A Fourier-domain holographic configuration is usually used,

requiring only a single transform lens to reform the image at the camera plane [25].

Photorefractive quantum-well devices are fast, with dynamic recording speeds

up to 1 kHz. However, they are absorption-based nonlinear devices and hence have

diffraction efficiencies limited by the device background absorption. The image and

reference beams produce an internal refractive index grating that has a magnitude

equal to

nK ¼ nmax

2
ffiffiffiffiffiffiffiffiffiffiffiffi
IsigIref

p
Isig þ Iref þ Ibackground

; (12.1)

where Isig is the coherent component of the returned light, Iref is the reference

intensity and Ibackground is all other intensities, mainly arising frommultiply scattered

light, but also including signal light that is outside the coherence length. A similar

equation holds for an absorption grating aK. The high background that arises from

multiple scattering can be several orders ofmagnitude larger than the coherent signal

intensity. This high background partially erases the holographic grating, but this can

be partially offset by adjusting the reference intensity. The maximum hologram

amplitude occurs when the reference intensity equals the background intensity Iref¼
Iback. The grating amplitude under this condition is given by

nK ¼ nmaxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Iback=Isig

p : (12.2)

Therefore, the strongest holographic grating is determined by the ratio of the

background intensity to the signal intensity. The diffraction efficiency from the

holographic grating depends on the grating amplitude as

� ¼ pnKL
l

� �2

þ aKL
4

� �2
" #

e�a0L; (12.3)

where L is the thickness of the active region of the device. The exponential

absorption term decreases the overall diffracted intensity. Under optimal perfor-

mance, the diffraction efficiency of the photorefractive quantum-well devices

approach several percent. Although the efficiency is smaller under high background

tissue imaging conditions, the square-root dependence in (12.2) enables observable

holograms to be recorded even up to relatively high background levels.

12.1.3 Multicellular Tumor Spheroids

There is a significant benefit to probing three-dimensional tissues, as opposed to

two-dimensional monolayer cultures, when seeking to uncover the collective

behavior of cells in tissues. While microscopic imaging of cellular motility and

motility-related gene expression is well-established in two dimensions [26], cells in
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contact with flat hard surfaces do not behave the same as cells embedded in the

extracellular matrix [27, 28]. A major conceptual and experimental shift has occurred

in the past 10 years away from 2D cell cultures to 3D tissue cultures [29–32]. Cancer

morphogenesis progression and metastasis, in particular, is strongly dependent on a

three-dimensional environment [33–35]. Supporting this experimental trend are

models of the extracellular matrix (ECM) in which different ECM models

have different properties, with the goal of including the relevant three-dimensional

biology. Special attention has been paid lately to mechanical properties [36–38] and

cell-ECM adhesions [27, 39, 40].

Recent work has raised the dimensionality of cellular motility imaging from 2D

to 3D, using microscopies such as confocal fluorescence [41, 42], two-photon [43,

44], optical projection tomography (OPT) [45], and single-plane illumination

projection (SPIM) [46]. Three-dimensional videography of motile metastatic cells

in ECM [28, 47] has been performed primarily with confocal microscopy [48, 49]

and light-sheet-illumination approaches [29, 46]. Lateral resolution in these cases is

diffraction-limited at the surface of the 3D matrix but degrades the deeper the

sectioned plane penetrates into the target sample. Although structured illumination

[50] and stimulated emission [51] approaches can beat that limit under special

circumstances, these also suffer significant degradation in resolution with increas-

ing probe depth, limiting access to motility information from deep inside the sample

where it is far from the artificial influence of surfaces.

Multicellular spheroids of normal cells or neoplastic cells (tumor spheroids)

are ideal targets for optical coherence imaging (OCI) applications (Fig. 12.4).

Fig. 12.4 Monolayer culture compared with a three-dimensional multicellular spheroid. Cells

behave differently in two dimensions relative to three dimensions, that captures the natural cellular

environment
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The spheroids are balls of cells that may be cultured up to 1 mm in size in vitro

[52–57]. The spheroids can be used to simulate the optical properties of a variety of

tissues such as the epidermis and various epithelial tissues andmay be used to simulate

the histological and metabolic features of small nodular tumors in the early avascular

stages of growth [57].

Beyond a critical size (about 100 mm), most spheroids develop a necrotic core

surrounded by a shell of viable, proliferating cells, with a thickness varying from

100 to 300 mm. The development of necrosis has been linked to deficiencies in the

metabolites related to energy generation and transfer. The limiting factor for

necrosis development is oxygen – the oxygen consumption and oxygen transport

reflecting the status of the spheroid [53, 58]. Early work on spheroids [59] launched

the study of therapeutic strategies for cancer using the spheroid response to

different drugs. The response to drug therapy was quantified from an analysis of

spheroid volume growth delay, increase in the necrotic area, and change in survival

capacity. This work focused on hypoxia and its induction by chemical agents [60].

12.1.4 Photorefractive Optical Coherence Imaging

Photorefractive OCI is a full-frame coherence-domain volumetric imaging

approach that shares much in common with OCT, but performs direct imaging

inside highly scattering media and needs no computed tomography [61, 62].

Holographic coherence-gating is background free, and uses conventional optics to

image directly onto a camera or video recorder. In this sense, it is more direct than

full-frame OCT, which still requires phase stepping and image reconstruction [1, 63].

A selected set of pseudo B-scans obtained using holographic OCI for a repre-

sentative tumor spheroid is shown in Fig. 12.5. The 800 mm diameter tumor is

resting on a Petri dish. The grayscale is the logarithm of reflected intensity. The

strongest reflectors are from inside the necrotic core of the spheroid, while the outer

shell is optically more homogeneous and scatterers less. The full three-dimensional

data set is shown in Fig. 12.6 for two thresholds. On the left, the threshold captures

all reflected signals. On the right of the figure, only the brightest reflections are

plotted. The healthy shell is stripped away and the necrotic core is revealed,

including its “shadow” on the Petri dish.

The reflected intensities from a tumor spheroid are histogrammed in Fig. 12.7 at

several selected radii from the center of the spheroid. The histograms are fit

by single-decay exponentials over many orders of magnitude, with the brightest

reflections coming from the necrotic core, and weaker reflections from the homo-

geneous healthy shell. The speckle contrast in all cases is near unity, signifying

fully developed speckle caused by multiple scattering and channel cross talk driven

by the full-field illumination [65]. Despite the lack of spatial detail in the

reconstructed tissue holograms, the temporal fluctuations carry significant

dynamical information, which is discussed in Sect. 12.3.
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Fig. 12.5 Holographic optical coherence imaging (OCI) pseudo B-scans (y–z plane at selected

x-values) of a 800-mm diameter tumor spheroid resting on a Petri dish. From ref. [64]

Fig. 12.6 Volumetric reconstruction of a tumor spheroid resting on a Petri dish. The image

on the left shows the volumetric reflectances. The image on the right is thresholded to show

only the highest reflectances, uncovering the necrotic core and its “shadow” on the Petri dish.

From ref. [64]



12.1.5 Phase-Conjugate Imaging

Dynamic holography in photorefractive materials provides a unique opportunity to

compensate directly the aberrations that degrade image resolution deep inside

tissue. The four-wave mixing geometry shown in Fig. 12.8 uses a back-propagating

reference wave to read out the hologram written by the two forward waves. This

backward-diffracted wave that counter-propagates back along the direction of the

original object wave has interesting and important properties: it behaves as if it

were time-reversed, with conjugated phases that retrace their paths through

aberrating objects to emerge undistorted. This has obvious potential applications

in distortion-free image transmission.

In Fig. 12.8, the signal wave and the reference wave generate a refractive index

grating with the component

Dn / S�ReiKy; (12.4)

where S and R are the complex field amplitudes. The index grating carries the

conjugated phase of the signal wave S*. The grating vector is

~K ¼ ~kR � ~kS: (12.5)

When the back-propagating wave scatters from the grating, it creates a wave that

acquires the conjugated phase of the original signal wave

Fig. 12.7 Intensity histograms for tissue at increasing radii from the center of the spheroid. The

intensity distributions are Poissonian across several orders of magnitude, with the brightest

intensities found at the center of the necrotic core
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P / Be�ikByDn

/ S�e�ikByReiKy

/ S�ðBRÞe�ikSy: (12.6)

Because the reference wave is structureless (a plane wave), the reference and back

wave amplitudes are constant. Therefore, the phase-conjugated wave is

P / S�e�ikSy

/ ðSeikSyÞ� (12.7)

which is the phase-conjugate of the original signal wave.

Time-reversal is a powerful concept in physics that helps to unify phenomena

and to establish correspondences, such as the Stokes relations for transmission and

reflection [66]. Time-reversal becomes a powerful tool in optics through its ability

Fig. 12.8 Phase-conjugate scattering geometry. The refractive grating carries information on the

conjugated phase of the signal wave. The backpropagating wave scatters from this grating and

acquires the conjugated phase
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to compensate for refractive aberrations that occur during wave propagation

through heterogeneous media. The correspondence of phase conjugation with

time-reversal is made by identifying the phase-conjugate wave as

P / ðSeikSy�iotÞ�

/ ðSeikSyþioð�tÞÞ�
(12.8)

in which the scattered wave is complex-conjugated with a negative time argument

(-t). The operation of complex conjugation with negative time is the definition of

the time-reversal operator on a complex wave C

TC ¼ C�ð�tÞ: (12.9)

Therefore, the phase-conjugated wave is also a time-reversed wave. This property

allows phase-conjugated waves to retrace their paths through aberrating objects to

emerge undistorted.

The behavior of a phase-conjugate mirror is shown in Fig. 12.9 for an incident

wave that is distorted by a phase aberration; in the figure it is a dielectric obstacle.

The distorted wave is one of the two pump waves on a photorefractive crystal.

Fig. 12.9 Phase-conjugate

aberration correction using a

time-reversal mirror
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The other pump wave is a plane wave that is reflected to counter-propagate against

the direction of the incident pump wave. This wave is diffracted through four-wave

mixing into the direction of the incident distorted wave. Because the diffracted

wave picks up a phase modulation that is the phase-conjugate of the incident wave

phase aberrations, when it counter-propagates back through the distorting object,

the phase distortion is nulled. What emerges is a plane wave reflected back, despite

the interposed distorting object. The reflected phase-conjugated wave is time-

reversed – like running the movie backward, as all the phases are compensated

and the wave emerges as a plane wave again (bottom of figure). This principle can

be used to create an imaging approach that compensates for the aberrating

properties of tissue.

Phase conjugation has been applied to biological tissues [13] using the photo-

voltaic material LiNbO3 as the photorefractive crystal. An image passes through

aberrating tissue onto the photorefractive crystal that acts as a phase-conjugating

mirror. The conjugate reference beam is diffracted, passing back through the

aberrating tissue and is imaged onto a CCD camera. This technique can be used

to suppress the turbidity of tissue [67]. However, the dynamic nature of living

tissue, relative to the slow speed of the phase-conjugate mirror, limits the fidelity of

the phase-conjugate readout [68].

12.2 Digital Holography

The rapidly advancing development of CCD chips and digital cameras has provided

low-cost and high-performance digital recording platforms for holographic

applications. The hologram writing processes that were discussed in Chap. 2 and

in Sect. 12.1 apply directly to hologram recording on CCD camera planes. What

changes is the form of readout. In physical holograms, the readout is by diffraction

of an illuminating laser. In digital holograms, the readout is performed numerically.

Not only does this eliminate the physical hologram and the readout optics, but

digital holography has the additional advantage that the quantitative phase of the

object is computed directly. The optical arrangement for transmission digital

holography is the same as for conventional holography. A schematic is shown in

Fig. 12.10 for a thin object and for lens-free holography.

12.2.1 Free-Space Propagation

The electric field EsðrÞ at the hologram plane is related to the field E0ðr0Þ just after
the object by the free-space propagator Hðr; zdÞ through

EsðrÞ ¼
ð
Hðr; zdÞE0ðr0Þ d2r0 (12.10)

12.2 Digital Holography 319



which is the expression (2.66) in Sect. 2.2.1. The free-space propagator is, in

general, a Fresnel propagator, given previously in (2.68)

HðrÞ ¼ �i
k

2pzd
eikzdeiðk=2zdÞr

2

(12.11)

but it also can be any free-space propagator, including that for imaging through a

lens, or for performing an optical Fourier transform.

At the hologram plane the signal field combines with the reference field to

produce the hologram field

EH ¼ Er þ Es (12.12)

with the hologram intensity

IH ¼ Ir þ Is þ ErE
�
s þ E�

rEs: (12.13)

Because the reference field is usually a simple wave (like a plane wave or a

spherical wave), the amplitude and phase associated with the reference field may

be a constant or smoothly varying. Therefore, the amplitude and phase variations of

Fig. 12.10 Lens-free holographic recording with a CCD chip. This specific schematic is for a

transmission hologram with off-axis reference. The reference angle is highly exaggerated
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the fourth term in the above equation arise from the signal field Es, which was

directly related to the field at the object by

IHs ¼ E�
rEs ¼ E�

r

ðð
Hðr; zdÞE0ðr0Þ d2r0: (12.14)

The goal of digital holography is therefore accomplished in two steps: (1) extraction

of the complex function IHs from the hologram intensity; and (2) reconstruction of

the object phase from the complex function IHs.

12.2.2 Phase Extraction

The complex function IHs must be extracted from an intensity distribution on the

hologram plane that is purely real. Only by isolating IHs separately from the third

term in (12.13) is it possible to quantify the phase of the object field. There are in

general two ways to isolate IHs: (1) by phase-stepping interferometry; and (2) by

off-axis holography (Fig. 12.11).

12.2.2.1 Phase-Stepping Interferometry

In phase-stepping interferometry, the constant phase of the reference wave is

stepped through discrete values fn, and multiple hologram images are recorded,

one for each reference phase value. The hologram field is then

EH ¼ Ere
ifn þ Es (12.15)

Fig. 12.11 In-line and off-axis holographic recording configurations. The in-line configuration

uses a discrete phase stepper to control the relative phase for post-processing phase extraction. The

off-axis configuration is spatial heterodyning, with the interference fringes acting as the carrier

frequency

12.2 Digital Holography 321



and the hologram intensity is

IHðfnÞ ¼ Ir þ Is þ eifnErE
�
s þ e�ifnE�

rEs: (12.16)

For N discrete phases, the complex hologram intensity IHs is extracted as

IHs ¼ 1

N

XN
n¼1

eifn IHðfnÞ: (12.17)

As an example, when N ¼ 4, the complex intensity is extracted as

IHsðx; yÞ ¼ 1

4
½ðIHð0Þ � IHðpÞÞ þ iðIHðp=2Þ � IHð3p=2ÞÞ�: (12.18)

The resulting function IHsðx; yÞ is a complex-valued function of pixel position (x,y)
on the CCD camera that contains the information of the phase of the object.

12.2.2.2 Off-Axis Holography

Phase-stepping interferometry requires multiple exposures to extract the complex

function IHs. An alternative approach is to tilt the axis of the reference wave relative
to the optic axis of the signal wave. This creates a spatial phase that modulates the

reference wave as

EH ¼ Ere
�ikx sin y þ Es (12.19)

with the resulting interference intensity pattern

IHðx; yÞ ¼ Ir þ Is þ eikx sin yErE
�
s þ e�ikx sin yE�

rEs: (12.20)

This intensity pattern represents a hologram spatially modulated by a carrier wave.

An example is shown in Fig. 12.12. The full-frame hologram is shown in Fig. 12.12a

with a magnified portion in Fig. 12.12b. The periodic fringes modulate the speckled

hologram in the x-direction. A line section through the data of Fig. 12.12a is

shown in Fig. 12.13a, which shows the combination of speckle and the fringe

pattern. When the trace in Fig. 12.13a is Fourier transformed, it produces the

spectrum in Fig. 12.13b that consists of the Fourier transform of IHs, plus its complex

conjugate, in addition to the zero-order field.

From Fig. 12.13b it is seen that the carrier wave and subsequent transformation

have spatially separated the multiple terms in (12.20). This is the consequence of

taking the Fourier transform that gives

FTðIHðx; yÞÞ ¼ irdðkxÞdðkyÞ þ isðkx; kyÞ þ ere
�
s ðkx þ k sin y; kyÞ þ e�r esðkx � k sin y; kyÞ;

(12.21)
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Fig. 12.12 Digital Fourier-domain hologram (left) and magnified showing the interference fringes

(right). From ref. [3]

Fig. 12.13 Digital Fourier-domain hologram (top) and reconstructed image (bottom). From ref. [3]



where i and e represent the Fourier transforms of intensity I and field E, respectively.
The resulting transformation consists of a delta function at the center from the

reference wave, a zero-order field from the signal, and two displaced complex fields,

one centered on –k sin y and the other at k sin y. These complex fields have only the

spatial variation from Es, because Er is assumed uniform.

The retrieval of IHs is accomplished by isolating the complex values around

k ¼ –ksin y, recentering them at the origin of the Fourier plane, and transforming

back to the real-space plane. This procedure is equivalent to single-sideband

demodulation, because the off-axis configuration is equivalent to spatial hetero-

dyne. The complex intensity is then retrieved as

IHsðx; yÞ ¼ FT�1ðShiftðHPðFTðIHÞÞÞÞ; (12.22)

where HP stands for “high-pass.” The result is the complex-valued function that is

to be related back to the object field E0ðr0Þ.
Off-axis digital holography using coherence-gated depth selection was applied

to multicellular tumor spheroids and to the eye of a mouse [3]. Cross-sections of a

tumor are shown in Fig. 12.14, which can be compared with Fig. 12.5. The digital

reconstructions have finer speckle structure than the photorefractive structures, but

the same differentiation between the optically heterogeneous core and the more

homogeneous outer shell are captured. The reconstructed digital hologram of the

eye of a mouse is shown in Fig. 12.15, showing the cornea, lens, and iris.

12.2.2.3 Resolution Limits

The discreteness of the pixels of a CCD or CMOS array set limits on the resolution of

off-axis digital holography. The interference fringes need to be well sampled by the

discrete pixels, as shown in Fig. 12.16. Full resolution is predicted using Nyquist

sampling theory, with two pixels per fringe spacing L, and two fringes per speckle.
However, a general rule-of-thumb for practical implementation is three pixels per

fringe and three fringes per speckle. In other words

aspeck � 3L � 3ð3DxpixÞ: (12.23)

These values are evaluated on the Fourier plane for Fourier-domain holography.

This recording condition establishes the spatial resolution of the reconstructed

image as

Res � 9

N
FOV, (12.24)

where the Res is the reconstructed image-domain speckle size, N is the number of

pixels that span the recorded Fourier-domain hologram, and FOV is the field-of-view
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Fig. 12.14 Reconstructed digital holograms from OCI of a tumor spheroid shown at selected

coherence-gated depths from top to bottom. The bright reflections from the necrotic core are

clearly distinguishable from the weaker reflections of the homogeneous shell

Fig. 12.15 Reconstructed digital holograms from OCI of a mouse eye. From ref. [3]



of the object. As an example, for a field-of-view of 1 mm and a hologram that spans

300 pixels, the resolution is 30 mm.

12.3 Motility Contrast Imaging and Tissue Dynamics
Spectroscopy

The active internal motions of cells were described in Sect. 8.4 of Chap. 8,

comprised of organelle transport, membrane undulations, and cell shape changes.

These different processes occur on different spatial and time scales, with the

general trend of large spatial scales occurring on long time scales and small objects

moving on fast time scales. When light scatters from living tissue, the internal

motions contribute strongly to the dynamic evolution of the light-scattering phases

and hence to the speckle. The speckle fields returned from living tissue are highly

dynamic, consisting of intensity fluctuations in both space and time. For the case of

broad illumination, the spatial variability is not as important as the temporal

variability. By measuring the fluctuating intensities, and analyzing their statistical

properties, information can be extracted related to the degree of activity of living

tissue and the relative contributions from different types of intracellular motions.

Coherence gating can be applied to dynamic light-scattering to provide

three-dimensional localization of the intracellular motions of cells [69]. This is

the principle of motility contrast imaging (MCI) which has been applied to living

tissue and used to study the effects of antimitotic cytoskeletal drugs on tissue

dynamics [70]. Coherence-gated dynamic light-scattering lies between the regimes

of single and multiple scattering. The coherence gate preferentially selects singly

scattered ballistic photons [71–73], but multiply scattered photons may also be

path-matched to the reference [74, 75].

Fig. 12.16 Relationships of sizes for well-resolved speckle holograms. There should be several

pixels per fringe, and several fringes per speckle
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12.3.1 Motility Contrast Imaging

Holographic OCI applies a holographic coherence gate on fully developed speckle,

capturing dynamic speckle fluctuations from a selected depth inside tissue. An

example of intensity fluctuation autocorrelations is shown in Fig. 12.17 for healthy

tissue, metabolically poisoned tissue and cross-linked tissue. The variance of the

healthy tissue, and the characteristic correlation time, set it apart from cross-linked

tissue. Metabolically poisoned tissue has a behavior that falls between these

extremes. The statistical differences between healthy vs. necrotic tissue, and between

healthy vs. treated tissues provides the basis for a new kind of imaging contrast,

called MCI. Examples of MCI, and applications for studying drug–response, are

shown in Fig. 12.18.

The basic optical setup in Fig. 12.18a uses light backscatter with an off-axis

holographic coherence gate on a CCD camera. The camera is on a Fourier plane,

capturing Fourier-domain holograms of the tissue. At a fixed depth, multiple

sequential holograms are recorded and reconstructed numerically. The varying

intensities of each pixel from frame-to-frame carry information about the dynamical

motions that occur at that depth and at that x–y location. The normalized standard

deviation (NSD) is color-coded and plotted in Fig. 12.18b for several selected depths

inside an 800-mm diameter tumor spheroid. The proliferating shell shows highly

dynamic behavior (red colors) surrounding the necrotic core (blue colors). The

volumetric reconstruction is shown in Fig. 12.18c as a cut-away. This was the first

volumetric motility contrast image of living tissue [70]. The dynamical motion of

Fig. 12.17 Speckle intensity autocorrelation traces of healthy tissue, metabolically poisoned

tissue and cross-linked tissue
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the living tissue provides a natural (endogenous) image contrast for function

imaging.

In addition to providing an imaging contrast, the dynamical motion is also a

measure of the internal dynamics of the tissue, and can be used to track changes

caused by changes in the tissue environment or the tissue response to applied drugs.

The NSD motility metric can be tracked in time after a dose is applied. The time-

course of the motility is shown in Fig. 12.18d for several doses of the antimitotic

drug colchicine. Higher doses act faster and have a stronger suppression of the

intracellular motions. Colchicine acts by inhibiting microtubule polymerization and

hence inhibits mitosis, but also suppresses the motions of organelles that rely on the

microtubules as their pathway. A different antimitotic drug, taxol, has the opposite

effect and stabilizes microtubules. This also inhibits mitosis, but the microtubules

remain available for other natural functions of the cell. The dose-response of

several antimitotic drugs is shown in Fig. 12.18e, for tubulin destabilizers colchi-

cine and nocodazole, tubulin stabilizer taxol, and actin destabilizer cytochalasin D.

The use of the motility metric to track tissue response to drugs is performed

nondestructively, without labels, and in real-time.

Fig. 12.18 Examples of motility contrast imaging (MCI). (a) Schematic of the holographic

coherence gating optics. (b) Motility contrast image sections of a tumor, with false color propor-

tional to the degree of motion. The healthy shell is clearly contrasted with the necrotic core.

(c) A volumetric reconstruction based on intracellular motility. (d) Response curves for increasing
concentrations of colchicine. (e) Dose–response curves for nocodazole, colchicine, cytochalasin D,
and taxol
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12.3.2 Tissue Dynamics Spectroscopy (TDS)

MCI captures the total motions of living tissue, but does not differentiate the many

types of motion that were discussed in Chap. 8. The key to identifying different types

of motion using coherence gating is to analyze the frequency contributions to

dynamic speckle intensity fluctuations returned from living tissue. For instance, the

spectral power density from healthy tissue is shown in Fig. 12.19a. This power

spectrum is constructed by finding the different frequency contributions to the

fluctuating speckle. The spectrum has a frequency roll-off above 0.1 Hz and falls

with an exponent around n ¼ 1.7 as it approaches the noise floor above 5 Hz. The

spectrum is essentially featureless, without any significant spectral features to iden-

tify possibly different contributions. However, changes in the power spectrum caused

by environmental perturbations or applied drugs can show more specific signatures.

The differential relative spectral power density is defined as

Dðo; tÞ ¼ Sðo; tÞ � Sðo; t0Þ
Sðo; t0Þ ; (12.25)

Fig. 12.19 Examples of tissue dynamics spectroscopy (TDS). (a) Power spectrum of speckle

intensity fluctuations. (b) A drug–response spectrogram, showing relative spectral changes with

frequency along the x-axis and time along the y-axis. The drug–dose is applied at t ¼ 0. (c)
Drug–response spectrogram for the cytokine TNF. (d) Drug–response spectrogram for iodoacetate
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where S(o,t) is the power spectrum at time t, and t0 is the time used for normalization

(prior to perturbation of the tissue). The frequency-time representation of the

spectral changes constitutes a tissue response spectrogram for an applied drug or

condition [4]. An example for nocodazole is shown in Fig. 12.19b. Frequency is on

the x-axis and time is on the y-axis. The drug dose is applied at time t¼ 0. The drug

induces enhanced spectral content at low and high frequencies, and suppresses the

mid frequencies. There are approximately three frequency bands. The upper band

above 0.5 Hz is associated with organelle transport. The mid band from 0.05 to 0.5

Hz is associated with membrane undulations, and the low band below 0.05 Hz

captures gross changes in the membrane and cell shape. Examples of additional

drug–response spectrograms are shown in Fig. 12.19c for the cytokine TNF and in

Fig. 12.19d for themetabolic poison iodoacetate. Each drug has its own “fingerprint”

that captures how the drug affects intracellular motions. These fingerprints may be

useful for drug candidate screening in the drug development pipeline.
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Chapter 13

Appendix: Mathematical Formulas

13.1 Gaussian Integrals
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13.2 Gaussian Beams

A Gaussian beam with intensity

Iðx; yÞ ¼ S0 expð�ðx2 þ y2Þ=w2
0Þ

has an integrated power

P ¼
ð ð

Iðx; yÞ dx dy

¼ S0

ð1
0

e�r2=w2
02pr dr

¼ 2pS0

ð1
0

e�r2=2w2
0r dr

¼ 2pS0
w2
0

2

¼ S0pw2
0

The dimensionless field amplitude is

E ¼
ffiffi
I

p
¼

ffiffiffiffiffi
S0

p
expð�ðx2 þ y2Þ=2w2

0Þ

When Fourier transformed using a lens of focal distance f, the field at the Fourier
plane is

Eðx0; y0Þ ¼
ffiffiffiffiffi
S0

p 2pw2
0

fl
exp � 2p2w2

0

ð flÞ2 ðx
02 þ y02Þ

 !

The intensity at the Fourier plane is

Iðx0; y0Þ ¼ S0
2p
f l

� �2

w4
0 exp � 2p

fl

� �2

w2
0ðx02 þ y02Þ

 !

with an integrated power

P ¼
ð ð

Iðx0; y0Þ dx0 dy0 ¼ S0pw2
0
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13.3 Fourier Transforms

Definition:

FðkÞ ¼ FTð f ðxÞÞ ¼
ð1

�1
f ðxÞe�ikx dx

f ðxÞ ¼ FT�1ðFðkÞÞ ¼ 1

2p

ð1
�1

FðkÞ eikx dk ¼
ð1

�1
FðnÞei2pnx dn

Fourier transforms of Gaussian functions:
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p
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e�k2=4a

ð1
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e�ðx�x0Þ2=2s2e�ikx dx ¼ e�ikx0
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se�k2s2=2
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e�ðx�x0Þ2=2s2 þ e�ðxþx0Þ2=2s2
h i
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se�k2s2=2

¼ 2
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se�k2s2=2e�ik�x cosðkDxÞ

13.3.1 Autocorrelation Relationships

AðtÞ ¼
ð1

�1
f ðtÞf ðtþ tÞ dt
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Wiener–Khinchin theorem:

AðtÞ ¼ FT�1ðFðoÞF�ðoÞÞ ¼ FT�1ðSðoÞÞ

SðoÞ ¼ hjf j2i
p

o0

o2
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� �
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" #
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1þ ðotÞ2

Parseval’s theorem:

ð1
�1

f ðtÞg�ðtÞ dt ¼
ð1

�1
FðnÞG�ðnÞ dn

Rayleigh’s theorem:

ð1
�1

f ðtÞf �ðtÞ dt ¼
ð1

�1
FðnÞF�ðnÞ dn

13.4 Gaussian Pulses

The dimensionless field of a Gaussian pulse is

EðtÞ ¼
ffiffiffiffiffi
S0

p
expð�io0tÞ expð�t2=2t2Þ

with a total fluence given by

J ¼
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�1
jEðtÞj2 dt ¼ S0
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expð�t2=t2Þ dt
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p

p
t
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In the spectral domain, the spectral density is

sðoÞ ¼
ð1

�1
EðtÞ dt ¼

ð1
�1

ffiffiffiffiffi
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p
expð�io0tÞ expð�t2=2t2Þ dt
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13.5 Error Function
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13.6 Gaussian Diffusion

The mean displacement squared for Gaussian diffusion is

hx2i ¼ 1

d

ffiffiffiffiffiffi
1

2p

r ð1
�1

x2e�x2=2d2 dx ¼ d2
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The squared displacement after N symmetric steps is

Dx2 ¼ Nd2

13.7 Probability Distribution Generation

dy

dx
¼ 1

PðyÞ

PðyÞ dy ¼ dx

FðyÞ ¼
ð
PðyÞ dy ¼ x

y ¼ F�1ðxÞ

Example

PðyÞ ¼ 2ð1� yÞ

FðyÞ ¼ 2y� y2 ¼ x

y ¼ 2� ffiffiffiffiffiffiffiffiffiffiffiffiffi
4� 4x

p

2
¼ 1�

ffiffiffiffiffiffiffiffiffiffiffi
1� x

p

13.8 Trigonometric Identities

sinðA� BÞ ¼ sinA cosB� cosA sinB

cosðA� BÞ ¼ cosA cosB� sinA sinB
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tanðA� BÞ ¼ tanA� tanB

1� tanA tanB

sin 2A ¼ 2 sinA cosA ¼ 2 tanA

1þ tan2 A

cos 2A ¼ cos2 A� sin2 A ¼ 1� tan2 A

1þ tan2 A

eiyxX� þ e�iyx�X ¼ eiyðaþ ibÞðA� iBÞ þ e�iyða� ibÞðAþ iBÞ
¼ eiy½aAþ bB� þ e�iy½aAþ bB� þ ieiy½bA� aB�
� ie�iy½bA� aB�

¼ 2½aAþ bB� cos yþ 2½aB� bA� sin y
¼ 2½ReðxÞReðXÞ þ ImðxÞImðXÞ� cos y
þ 2½ReðxÞImðXÞ � ImðxÞImðXÞ� sin y
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See Interferometer
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