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Preface

This volume of Methods in Molecular Biology focuses on techniques to
determine the function of a gene. Traditionally, the function of a gene was
determined following cloning, which provided its DNA sequence and an abil-
ity to modify this sequence. Experiments were performed that looked for phe-
notypic changes in a cell line or model organism following modifications to the
sequence, knocking out of the gene, or enhancing expression of the gene. In the
1990’s, the growing sequence databases and the BLAST algorithm provided
additional power by allowing identification of genes with known function that
had similar sequences and potentially similar molecular mechanisms. On the
experimental side, methods, such as two-hybrid screening that could directly
determine the partners of specific proteins and even the domains of interaction,
came into widespread use.

With the advent of high-throughput technologies following completion of
the human genome project and similar projects in model organisms, the num-
ber of genes of interest has expanded and the traditional methods for gene func-
tion analysis cannot achieve the throughput necessary for large-scale
exploration. Although computational tools such as BLAST remain a good point
of departure, it is often the case that a gene that appears interesting in a high-
throughput experiment shows no obvious similarity to a gene of known func-
tion. In addition, when BLAST does find a similar gene, the process has often
only begun. For example, BLAST and family-based derivatives may tell you
that a gene of interest is likely to be a kinase, but that does little to tell you its
interaction partners or the biological processes in which it plays a role.

This volume brings together a number of techniques that have developed
recently for looking at gene function. Computational techniques remain a good
point of departure in gene function analysis, as they are inexpensive and can
help focus research on those genes that have a high probability of importance.
But computational methods can still only predict function, since our knowledge
of the detailed biochemical processes that drive cells remains limited in terms
of the nonlinear modeling required to predict behavior purely numerically.
Computational prediction should therefore always be followed by biochemical
and biological techniques to probe the functions of specific targets.

This volume commences, as do most experimental analyses, by looking at com-
putational predictions of gene function. These techniques are divided into two
groups, based solely on ease of use. The first set of techniques are straightforward
to apply and therefore have moderately low activation energies on the part of the
user. The second group are techniques that require moderate programming skills,
an ability to create specialized files, or the use of command line interfaces.

Vil



viii Preface

The first group of computational techniques (Chapters 1-5) includes methods
focused on analysis of gene transcription patterns, promoter analysis, and deter-
mination of regions of protein disorder. Microarrays provide global measures of
transcriptional output in a number of organisms, and the widespread availability
of both data sets and analysis tools make them a logical starting point for gene
function analysis. Many of these chapters utilize microarray data for functional
inference. In chapter 1, Bidaut provides a method based on the analysis of gene
expression data from deletion mutants that permits linking of genes to bio-
logical pathways, permitting genes of unknown function to be linked to known
pathways. In chapter 2, Kirov and colleagues present an approach using the web-
based resource, WebGestalt, to interpret the function of sets of genes through
association analysis. In chapter 3, Wang and Ochs analyze microarray data with
a modified version of Nonnegative Matrix Factorization to link genes of
unknown function to those of known function. In chapter 4, Gonye and col-
leagues describe a web-based tool, PAINT, that uses promoter analysis to iden-
tify gene regulatory networks from microarray data. In chapter 5, Uversky and
colleagues describe a web-based tool that predicts protein function by predicting
the amount and location of disorder in the structure of a protein.

The second group of computational approaches (Chapters 6—10) includes
methods that require greater effort on the part of the reader, but which can also
offer greater reward. In chapter 6, Crabtree and colleagues describe the web-
based Sybil tool, which allows users to use comparative genomics to identify
orthologous sets of genes or proteins, leveraging knowledge from different
organisms to predict gene function. In chapter 7, Date uses phylogenetic profil-
ing and the Rosetta stone method to identify functional linkages between pro-
teins, predicting protein interaction partners. In chapter 8, Davuluri provides an
approach for predicting the targets of transcription factors and for using this
information with ChIP on chip data, linking transcription factors to the genes
they regulate. In chapter 9, Osborne and colleagues utilize MetaMap Transfer
and the Unified Medical Language System to form relationships between free
text in Medline, permitting identification of reported associations between
genes. In chapter 10, Ho and colleagues describe an advanced statistical
approach to identify genes whose expression is linked, either correlated or anti-
correlated, across the conditions in a microarray experiment.

The final portion of this volume (Chapters 11-17) focuses on methods that
can experimentally measure and validate gene function, from methods to knock
out or reduce the expression of genes, to methods to look for protein interaction
partners, and finally to methods that create transcription factors with special-
ized function. These types of approaches naturally extend the computational
methods of the earlier chapters, focused as they are on gene expression, tran-
scriptional regulation, and protein interactions. In chapter 11, Caldwell and
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colleagues demonstrate how to use the deletion of genes in the chicken B cell
line DT40 to determine gene function. In chapter 12, Zhang and colleagues
describe a retroviral-based short hairpin RNA delivery system for knocking
down genes in mammalian systems. In chapter 13, Cheng and Chang describe a
DNA vector-based short hairpin RNA system for inhibiting gene activities in an
inheritable or inducible manner. In chapter 14, Hust and colleagues discuss
methods to select antibodies for specific proteins, permitting users to determine
where and when proteins are present and active in their systems. In chapters 15
and 16, Tikhmyanova, Serebriiski, and colleagues present two modifications of
yeast two-hybrid protein interaction traps that utilize a linked yeast-bacterial
approach for refining identification of protein interaction partners. In chapter
17, Thibodeau-Beganny and Joung describe how to use bacterial two-hybrid
technology to select Cys2His2 zinc finger domains with specific properties.

Michael F. Ochs
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1

Gene Function Inference From Gene Expression
of Deletion Mutants

Ghislain Bidaut

Summary

Expression data from knockout mutants is a powerful tool for gene function inference, per-
mitting observation of the phenotype of a deleted gene on the organismal scale. A computational
method is demonstrated herein to assess gene function from gene expression measured in dele-
tion mutants using Bayesian decomposition, a matrix factorization technique that permits the
extraction of patterns and functional units from the data, i.e., sets of genes belonging to the same
pathways shared by sets of knockout mutants. ClutrFree, a cluster visualization program is used
to aid in the interpretation of functional units and the assessment of gene functions for a subset
of unknown genes.

Key Words: Bayesian decomposition; data dimensionality; gene function discovery; gene-
expression analysis; microarray; gene ontologies.

1. Introduction

Assessment of function for genes in yeast Saccharomyces cerevisiae is essen-
tial for the understanding of molecular function and the annotation of unknown
genes in higher eukaryotes (1). At the date of this writing, more than 60% of genes
are reliably annotated in S. cerevisiae, which promotes it as one model to compare
and model pathways in other genomes. In addition to the genome sequence, a
large set of microarray experiments monitoring gene transcription activity under
various conditions is available from public repositories. Techniques are now fairly
mature, and integrated solutions are provided by microarray makers such as
Affymetrix (Santa Clara, CA) and Agilent technologies (Santa Clara, CA), which
permit the generation of very reproducible data. On the computing side, microar-
ray management systems and database-based repositories of microarray data
permit access, archiving, and tracing of experimental methods.

From: Methods in Molecular Biology, vol. 408: Gene Function Analysis
Edited by: M. Ochs © Humana Press Inc., Totowa, NJ

1



2 Bidaut

The critical step in such a high throughput experiment is the process of
analysis itself, i.e., converting a high-dimensional data set to a reduced data rep-
resentation and then to lists of genes of interest. Several techniques (hierarchi-
cal clustering, neural networks, and support vector machines, see ref. 2 for a
review) have been proposed, but researchers have not yet reached a consensus
on a de facto standard to adopt, and this remains an open question. The use of
Bayesian decomposition (BD) is demonstrated herein, which has proved to be
an effective analysis method to reduce data dimensionality and separate over-
lapping signals in a variety of data types (spectral data decomposition on chem-
ical shift images [2,3], microarray gene-expression data such as in the present
case, and in the yeast cell cycle [4,5] and bacterial phylogenetic profiles [6]). In
gene-expression analysis, BD has been successfully applied to several data sets
in a way that takes the underlying behavior of gene expression into account, i.e.,
gene products can serve more than one role and therefore genes can be part of
multiple functional units.

As an example herein, a deletion mutant data set is analyzed and made avail-
able publicly (1). However, the method can be applied to any large-scale data
set containing conditions linked to large changes in the expression of individ-
ual genes (e.g., large-scale siRNA studies). Briefly, for this data set, 300 knock-
out mutants or chemical treatments of yeast Saccharomyces cerevisiae were
grown in rich media and their gene expression was measured by complemen-
tary DNA two-color microarrays. In addition, 63 cultures of wild-type yeast
have been grown in rich media to infer the variation of transcription independent
of the knockout phenotype in order to generate a gene-specific error model. The
data dimensionality has been estimated before by comparing consistency of
results for multiple runs of BD with a variable number of patterns (5). Tools and
techniques used were similar to those described herein.

In this chapter, methods for the inference of gene function using BD are
detailed, together with advanced visualization software that simplified explo-
ration and interpretation. The chapter covers the setup of the computing envi-
ronment, the download of data and annotations, their analysis with BDrun, and
visualization of the results and graphical interpretation with ClutrFree (7).

2. Material
2.1. Software

The procedure is done under a Unix-type operating system, such as MacOS
X (Apple Computers Inc., Cupertino, CA) or Solaris (Sun Microsystems Inc.,
Palo Alto, CA). Likewise, Linux, a free Unix clone for personal computers, is
available from several distributors (RedHat Enterprise [RedHat, RTP NCJ),
Debian Linux [Debian Project], Ubuntu Linux (Canonical Ltd., Douglas, Isle of
Man) or preinstalled on new machines.
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The components necessary for the analysis are the following:

¢ The Sun Java virtual machine runtime environment, available from Sun Micro-

systems (Palo Alto, CA) (http://www.sun.com), which allows to run the tools
used in this chapter. This is often installed by default on new computers.

e The BD program (BDrun), part of the BDtools package available from the Fox

Chase Cancer Center Bioinformatics website (8), under the form of an archive
BDtools.tar.gz. This package is extracted with the following command line, which
creates a directory “BDtools” containing binaries and documentation:

$ tar xzf BDtools.tar.gz.

e The ClutrFree program is also available from the Fox Chase Cancer Center Bio-

informatics website (9). This program is available as an executable jar file-clutrfree.jar.
To install, download it and save it in the desired location (e.g., /home/ghbidaut/
clutrfree/clutrfree jar). Documentation is available as a pdf file from the same website.

2.2. Data Set and Annotations
2.2.1. Filtered Data Set

The filtered reduced data set is available as a tar archive from the supporting

website of this chapter (see ref. 10).

1.

2.

3.

To extract the archive, the following steps must be executed:

The archive “filtered_rosetta_dataset.tar.gz” must be downloaded from the supporting
website to the hard drive.

The archive is extracted by the following command line:

$ tar xvf filtered_rosetta_dataset.tar.gz.

This creates two file: Fr764_228 ratio.txt and Fr764_228 ratio.unc.

The .txt file contains the gene-expression ratios of experiment over control (this

is not a log ratio). The .unc file (at the same format) contains the corresponding
uncertainties derived from the gene-specific error model. This is a reduced version
of the original data set based on gene variation across experiment: genes showing
a variation of at least threefold across experiments, and experiments characterized

by

a variation of twofold across at least two of the remaining genes were retained,

leaving a total of 764 genes across 228 conditions. The file format respects the
standard American Standard Code for Information Interchange (ASCII) tab-
delimited format used in many analysis packages. Each row represents a gene tran-
scriptional profile across mutants. The format is detailed in Table 1.

2.2.2. Annotation of Genes and Conditions

* For gene annotation, the MIPS ontologies (Munich Information Center for Protein

Sequences, Munich, Germany) are being used. They are accessible through their
website, and a Perl script (automips.pl) to retrieve and format them is provided.
The script is downloadable from the supporting website and is invoked using the
following command line:

$ auto mips list of genes.txt -o annotation.txt.
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Table 1

Input File Format Used by BDrun

Gene name Mutant1 Mutant2 Mutant3
Gene_1 Expression_value_1_1 Expression_value_1_2 Expression_value_1_3
Gene_2 Expression_value_2_1 Expression_value_2_2  Expression_value_2_3
Gene_3 Expression_value_3_1 Expression_value_3_2 Expression_value_3_3

Values are tab-delimited. Expression values is a generic term and may be an absolute expres-
sion value, or a ratio of experiment/control. Log values are not acceptable as BD performs the
factorization on positive, additive distributions. The uncertainties file is the exact same format.

A snapshot of the annotations (April 2005) is also available from the supporting
website (annot.txt).

* The list of experiments (conditions in the Rosetta data set) must be supplied for
later visualization in ClutrFree. The list is provided on the supporting website as
a tab-delimited file (expnames.txt).

3. Methods

First, the approach in Subheading 3.1. is discussed. Then pattern recogni-
tion in Subheading 3.2. is performed, followed by visualization, interpretation,
and functional analysis in Subheading 3.3.

3.1. Introduction to the BD Algorithm

The BD algorithm is a matrix factorization algorithm that retrieves simulta-
neously two matrices A and P, which when multiplied together, reconstruct the
expression data D under the noise &:

D=AP+¢

D is the gene-expression data matrix, and P a set of basic vectors in which
the data is projected. The A matrix is a set of coefficients that allows the recon-
struction of D through multiplication of A and P, i.e., the contribution of each
basic vector to each gene (Fig. 1). For more details on the underlying mathe-
matics (see ref. 11). Briefly, BD is a Gibbs Sampler that samples the solution
space using an atomic prior (12) and minimizes the %> distance between data D
and model A'P. The algorithm operates in two stages: first, the burn-in stage,
during which the Markov chain reaches an area of high probability and equili-
brates. The second stage is the sampling stage, during which samples are taken
to construct a distribution for A and P elements, leading to a measure of mean
and standard deviation for each element.

3.1.1. Application to the Rosetta Compendium

The two matrices P and A generated by BD from the Rosetta Compendium
contain, respectively, a series of patterns and the distribution of those patterns
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Fig. 1. The data matrix D is decomposed into a pattern matrix P and a distribution
matrix A. These are recombined by multiplication to reconstruct the data matrix D. BD
generates matrices with elements that are defined by an additive and positive distribution.

in the compendium. Owing to the nature of the prior, BD finds positive additive
patterns that are physiologically significant and that can be interpreted in the
following way: each pattern describes mutants sharing groups of genes, so-
called functional units. Examination of the pattern matrix P by row gives the
distribution of mutants for a given functional unit, and by columns, how a given
mutant is distributed across functional unit. Examination of the distribution
matrix A by row gives the distribution of a given gene in functional units, and
by column, the gene content of each functional unit (Fig. 1). Functional units
are groups of genes related to a pattern, and shared by one or more mutant.
Genes grouped are part of the same pathway or group of pathways, and genes
can be part of several functional units, matching biological borrowing of func-
tion (see ref. 13 for a review of gene function sharing mechanisms in bacteria).

3.1.2. Issue of Dimensionality

The main parameter to set when running BD is the number of patterns to find
in the data (5). Therefore, several BD runs increasing the number of patterns and
observing the hierarchical splitting of pathway are performed. When the number
of patterns increases, functional units (A matrix) grouping several pathways will
split into those different pathways, and the patterns that those units relate to will
also split (P matrix). As the number of patterns reaches 16 (5), the patterns lose
consistency and have a low correlation with the patterns at 15 dimensions, so
the optimal number of patterns is predicted as 15. This is because of an increase
in degrees of freedom as the number of dimensions needed to explain the data
is exceeded.
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Table 2
Folder Layout to Use With the Visualization Program ClutrFree

exp_5/ Folder containing the BD result for 5 patterns: the
“Fr764_228_ratio.bdo” and “Fr764_228_ratio.gnm” files
generated by BDrun for five patterns

exp_6/ Folder containing the BD result for 6 patterns: the
“Fr764_228_ratio.bdo” and “Fr764_228_ratio.gnm” files
generated by BDrun for six patterns

exp_20/ Folder containing the BD result for 20 patterns
annot.txt Tab-delimited file with gene annotations
expnames.txt Tab-delimited file with mutant names

3.2. Applying BD to the Rosetta Compendium With BDrun
3.2.1. Organizing the Data Files

To display the decomposition results with ClutrFree, the data needs to be
properly organized at two levels: the BD results level and the gene and experi-
ments (conditions) level. Because the variable that is changed between each BD
run is the dimensionality, each BD experiment is to be stored in a separate
folder called “exp_dim” (“‘dim” being the number of patterns for the current
experiment, for example, “exp_05" contains the decomposition result for five
patterns). ClutrFree can handle arbitrarily named folders but this scheme is fol-
lowed for clarity and to facilitate the writing of other visualization programs.
Other files that have to be included are the condition annotations (the list of
knockout mutant names) and the gene annotations generated from the MIPS
website. The final file layout is a folder containing the files in Table 2.

3.2.2. BDrun and Parameters Selection

BD is run from BDrun, a Java graphics interface that permits the specifica-
tion of parameters and data loading. The program is started by double-clicking
on its icon under MacOS X, or by the following command lines:

$ cd /path to bdtools

$ java -jar BDrun.jar.

This brings up the BDrun interface and starts the BDserver computational
engine. The BDrun window is organized in three parts (Fig. 2). The right panel
contains a series of fields that allows for fixing the parameters (reasonable
defaults are provided by the program). The left panel displays messages given
during the Markov chain progression and permits the monitoring of the anneal-
ing and sampling period by displaying the evolution of the number of atoms
(12) and > values. The bottom panel permits the operations of loading input
files and running the algorithm. Following is the detailed step-by-step proce-
dure to run the analysis.
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Fig. 2. The main BDrun window, with the parameters to be set on the left and the
message window on the right. The sets of parameters on the bottom left allows to run
BD on a remote machine, and to select a variant of the algorithm. BD is controlled by
the set of buttons at the bottom (operations).

1. The data must be loaded by using the [Load] button. The file Fr764_228_ratio.txt
must be chosen and the uncertainty file Fr764_228_ratio.unc must be present in
the same directory. If successful, the left textual display gives the message:
read:/home/ghbidaut/data/Rosetta_ Compendium/Fr764_228_ratio.unc
read:/home/ghbidaut/data/Rosetta_Compendium/Fr764_228_ratio.txt.

Next, the following parameters need to be reviewed and