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Roles of Plant Hormones in Plant Resistance
and Susceptibility to Pathogens

Lionel Navarro, Rajendra Bari, Alexandre Seilaniantz, Adnane Nemri,
and Jonathan D.G. Jones

Abstract Plants and animals trigger an innate immune response upon perception
of pathogen-associated molecular patterns (PAMPs) such as flagellin. In Arabidop-
sis, flagellin perception elevates resistance to Pseudomonas syringae pv. tomato
DC3000 (Pst DC3000), although the molecular mechanisms involved remain elu-
sive. A flagellin-derived peptide transiently enhances the accumulation of a plant
microRNA that directs degradation of mRNA for TIR1, an F-box auxin receptor.
The resulting repression of auxin signaling effectively restricts Pst DC3000 growth,
implicating this previously unsuspected miRNA-mediated switch in bacterial dis-
ease resistance. These data suggest that elevation of auxin levels constitute a bacte-
rial pathogenicity strategy that is suppressed during the innate immune response to
PAMPs. In a separate work, we showed that DELLA proteins, which are normally
associated with gibberellin responses, play a role in the balance between salicylic
acid and jasmonic acid–mediated defense signaling pathways. DELLA loss-of-
function mutants show reduced growth inhibition in response to flg22, enhanced
susceptibility to necrotrophic pathogens, and enhanced resistance to Pst DC3000.

1 Introduction

Plants perceive a 22 amino acid–conserved peptide flg22, located in the N-terminal
part of eubacterial flagellin (Felix, 1998). In Arabidopsis, recognition of flg22 is
associated with early changes in host transcript levels, including a rapid down-
regulation of a subset of genes (Navarro et al., 2004). This down-regulation
is potentially post-transcriptional because promoter analysis does not identify
over-representation of common cis-regulatory elements within the promoters
of flg22-repressed genes (Navarro et al., 2004). Plants use RNA silencing for
post-transcriptional gene regulation. This sequence-specific mRNA degradation

L. Navarro
The Sainsbury Laboratory, John Innes Centre, Colney Lane, Norwich NR4 7UH, UK; Institut de
Biology Moleculaire des Plantes du Centre National de la Recherche Scientifique, 67084
Strasbourg Cedex, France
e-mail: lionel.navarro@ibmp-ulp.u-strasbg.fr
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2 L. Navarro et al.

mechanism is mediated by small (21-24nt) RNAs known as short interfering
(si)RNAs and micro (mi)RNAs. Both siRNAs and miRNAs are derived from
double-stranded (ds)RNA by the action of homologues of the RNaseIII-type
enzymes called Dicer (Dicer-like, or DCLs). In Arabidopsis, miRNAs are excised
from intergenic stem-loop transcripts by DCL-1, and direct cleavage of cellular
mRNAs carrying miRNA-complementary sequences (Bartel, 2004). Because the
steady-state level of several plant miRNAs—-and possibly several plant siRNAs—
varies in response to exogenous stresses (Jones-Rhoades and Bartel, 2004; Sunkar
and Zhu, 2004), we tested if those molecules could account for some of the
rapid post-transcriptional changes elicited by flg22 treatment. We used transgenic
Arabidopsis expressing plant virus–encoded proteins that suppress miRNA- and
siRNA-guided functions, anticipating that transcripts repressed by flg22-stimulated
small RNAs would likely be more elevated in those transgenic lines. Comparative
transcript profiling identified a subset of mRNAs fulfilling this criterion, among
which was an mRNA for the plant auxin receptor TIR1 (T ransport Inhibitor
Response 1).

2 Flg22 Triggers Auxin-Signaling Repression by Inducing
a Specific miRNA

TIR1 mRNA was previously identified as a target of miR393, a canonical
miRNA conserved across plant species (Bonnet et al., 2004; Jones-Rhoades and
Bartel, 2004; Wang et al., 2004). To identify whether miR393 plays a role in flg22-
reponse, we examined its levels over a time course of flg22 treatment. Northern
analysis revealed a transient and biphasic 2-fold increase in miR393 accumulation
in flg22-treated Arabidopsis seedlings, whereas the levels of the unrelated miR171
remained unaffected (Navarro et al., 2006). In addition, the miR393 levels were
unchanged in seedlings treated with flg22A.tum, an inactive peptide derived from
Agrobacterium tumefaciens flagellin (Felix, 1998). Quantitative RT-PCR (RT-
qPCR) analyses (employing primers flanking the miR393 cleavage site) revealed a
progressive decrease of TIR1 transcript accumulation upon flg22 but not flg22A.tum

treatments, leading to an overall ∼3-fold reduction in TIR1 mRNA 60 minutes
after elicitation. This progressive flg22-dependent reduction of the TIR1 mRNA
levels was also reflected at the protein level, as assessed in Arabidopsis transfor-
mants expressing a myc epitope-tagged form of TIR1 under the dexamethasone
(Dex)-inducible promoter (Dex::TIR1-Myc) (Navarro et al., 2006). Collectively,
these results indicate that flg22 triggers the rapid and specific repression of TIR1
accumulation through transient up-regulation of miR393 levels.

In addition to its role in auxin perception, TIR1 is part of the ubiquitin-
ligase complex SCFTIR1 that interacts with Aux/IAA transcriptional repressor
proteins to promote their ubiquitylation and subsequent degradation by the
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26S-proteasome (Gray et al., 2001). We used transgenic lines expressing a heat
shock–inducible AXR3/IAA17 protein fused with the �-glucuronidase (GUS)
reporter (HS::AXR3NT-GUS) (Gray et al., 2001). Seedlings were exposed to high
temperature and treated with either flg22 or flg22A.tum for 2 hours; GUS staining was
subsequently performed. Flg22, but not flg22A.tum, triggered a strong stabilization
of AXR3NT-GUS in roots and leaves. In contrast, no AXR3NT-GUS was observed
when seedlings were treated with flg22 at room temperature, indicating that flg22
does not activate the heat shock promoter. Time-course analysis revealed that
stabilization of AXR3NT-GUS starts 1.5 hours after flg22 elicitation, consistent
with the kinetics of TIR1-Myc protein repression (Navarro et al., 2006).

Aux/IAA proteins act as repressors of auxin signaling through heterodimer-
ization with ARF (Auxin Response Factor) transcription factors (Liscum and
Reed, 2002). ARFs bind directly to auxin responsive elements (AuxRE) found in the
promoters of primary auxin-response genes, leading to their transcriptional activa-
tion (or repression in some cases) (Hagen and Guilfoyle, 2002). The flg22-induced
stabilization of AXR3/IAA17, and presumably other Aux/IAA proteins, prompted
us to investigate if flg22 inhibits ARF protein function resulting in transcriptional
inactivation of primary auxin-response genes. To address this point, Arabidopsis
seedlings were challenged for 1.5 hours with either flg22 or flg22A.tum and the
transcript levels of the primary auxin-response genes GH3-like, BDL/IAA12, and
AXR3/IAA17 were monitored by RT-qPCR. This time point was chosen based on
the flg22-induced stabilization profile of the AXR3/IAA17 protein. We found that
all the three auxin-response genes were indeed repressed at this time point (Navarro
et al., 2006). Collectively, these results indicate that flg22 triggers, through the
action of miR393, a series of molecular events that ultimately lead to the rapid
down-regulation of primary auxin-response genes.

To assess if auxin is involved in disease resistance and susceptibility, we used
Arabidopsis transgenic lines that overexpress myc epitope-tagged versions of the
two TIR1 functional paralogs AFB1 and AFB3 (for auxin signaling F-Box proteins
1 and 3). Both act in a redundant manner with TIR1 to mediate auxin perception
and signaling. However, the AFB1 transcript, unlike the AFB3 transcript, is partially
resistant to miR393-guided cleavage, presumably because of a single nucleotide
polymorphism introducing a synonymous mutation in the miRNA complementary
site. Therefore, overexpression of AFB1 should have dominant-negative effects
upon a putative miR393-mediated defense response. When inoculated with virulent
P. syringae pv. tomato (Pst) DC3000, AFB1- but not AFB3-overexpressing plants
displayed a ∼100-fold higher bacterial titers compared to non-transformed plants,
as assessed at 2 and 4 days post-inoculation (Fig. 1A). In contrast, no difference
was observed with avirulent Pst DC3000 carrying AvrRpt2, which encodes the elic-
itor of race-specific resistance controlled by the Arabidopsis gene RPS2 (Fig. 1B;
Dong et al., 1991; Whalen et al., 1991; Kunkel et al., 1993). These results sug-
gest that miR393 specifically promotes basal resistance to virulent Pst DC3000
but is not implicated in race-specific resistance mediated by the RPS2 resistance
protein.
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A

DC

B

Fig. 1 MiR393-mediated down-regulation of auxin signaling is required for basal resistance to
Pst DC3000. (A) Growth of Pst DC3000 on AFB1-overexpressing lines, AFB3-overexpressing
lines, or Col-0 plants assessed 2 and 4 days post-inoculation (dpi) of 105 colony forming units
(cfu/mL) bacterial concentration. Inoculation was performed by syringe infiltration on 5-week
old plants. Error bars represent the standard error of log-transformed data from five independent
samples. (B) Growth of Pst DC3000 carrying AvrRpt2 on AFB1-overexpressing lines, AFB3-
overexpressing lines, and Col-0 plants. Inoculation was performed as in (A) and results are pre-
sented as in (A). (C) Molecular characterization of miR393-overexpressing lines. Upper panel:
schematic representation of the miR393-overexpressing construct; 35S: strong promoter from
Cauliflower Mosaic Virus (CaMV); At-miR393a: miR393 precursor derived from Arabidopsis
chromosome 2. Middle panel: Northern analysis of miR393 overexpression in independent T2
transgenic lines; EV: Empty vector; rRNA: ethidium bromide staining of ribosomal RNA. Bottom
panel: semi-quantitative RT-PCR of the TIR1 transcript. RT-PCR of the Actin2 transcript was also
performed to confirm equal amount of cDNA in each reaction. (D) Growth of Pst DC3000 in
miR393 overexpressing lines. Inoculation was performed as in (A) on three independent transgenic
lines that overexpress miR393 and display lower TIR1 mRNA level as depicted in (C). Growth was
monitored at 4 dpi as described in (A)

The Arabidopsis genome contains two miR393 precursor loci located on chro-
mosome 2 and 3, termed At-miR393a and At-miR393b, respectively (Gustafson
et al., 2005). Both precursors give rise to an identical mature miRNA. To further
assess the role of miR393 and auxin signaling in bacterial disease resistance, we
transformed Arabidopsis with a construct, in which transcription of the At-miR393a
precursor is driven by the strong 35S promoter (Fig. 1C). Three independent T2
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transgenic lines were selected based on high miR393 accumulation. Accordingly,
these transgenic lines had low levels of TIR1 mRNAs, as compared to lines trans-
formed with an empty vector (Fig. 1C). Upon infection with virulent Pst DC3000,
all the three miR393-overexpressing lines, but not the empty vector transformants,
displayed ∼100-fold lower bacterial titers at 4 dpi, confirming that miR393 restricts
Pst DC3000 growth (Fig. 1D). Furthermore, no difference in bacterial growth was
observed in transgenic lines overexpressing an artificial miRNA directed against
the green fluorescence protein (gfp) mRNA (Parizotto et al., 2004), indicating a
miR393-specific effect (data not shown).

3 Does Auxin Play a Role in Bacterial Pathogenenity?

Besides its role in plant growth and development, auxin was also reported to
affect plant–pathogen interactions (Yamada, 1993). For example, the tumorigenic
P. syringae pv. savastanoi produces high level of IAA that is implicated in the
development of oleander knots (Yamada et al., 1991). The role of auxin in disease
susceptibility is not restricted to tumorogenic bacteria because exogenously applied
auxin was also reported to induce susceptibility of maize to Helminthosporium
leaf spot and of tobacco to Tobacco Mosaic Virus (TMV) (Simons et al., 1972;
Hoffman, 1973). Moreover, auxin can suppress the hypersensitive response (HR),
a plant-triggered cell death process often induced to restrict pathogen growth
(Novacky, 1972; Matthysse, 1987; Robinette and Matthysse, 1990). Interestingly,
we note that most P. syringae strains produce IAA and Pst DC3000 infection
triggers higher accumulation of free IAA in Arabidopsis (Glickmann et al., 1998;
O’Donnell et al., 2003). In addition, the virulent AvrRpt2 type-III secreted pro-
tein appears to promote the auxin-signaling pathway in an Arabidopsis rps2
mutant background, resulting in enhanced bacterial disease symptoms and growth
(B. Kunkel, personal communication). Consistent with the role of auxin in bacterial
pathogenicity, we found that delivery of the auxin analog 2,4-dichlorophenoxyacetic
acid (2,4-D) at 20 �M concentration together with Pst DC3000 (105 cfu/mL) sig-
nificantly promotes bacterial disease symptoms as early as 3 days post-inoculation
(data not shown). However, only a mild effect on bacterial growth was observed
(∼1.5-fold higher bacterial titer compared to plantstreated with Pst DC3000 alone).
Lower concentrations of 2,4-D still promote Pst DC3000 disease symptoms without
having a significant effect on bacterial growth (data not shown). These results sug-
gest that exogenous auxin predominantly promotes Pst DC3000 disease symptom
development.

We show here that a bacterial PAMP down-regulates auxin signaling by enhanc-
ing the endogenous levels of miR393. Overexpressing auxin signaling through a
TIR1 paralog that is partially refractory to miR393 guided–cleavage enhances sus-
ceptibility to virulent Pst DC3000 and, conversely, repressing this hormonal path-
way through miR393 overexpression induces resistance to the bacterium. These
results indicate that down-regulation of auxin signaling is part of a plant-induced
immune response. They also suggest that auxin might promote disease susceptibility
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to bacteria. Consistent with this hypothesis, we found that the auxin-analog 2,4-D
promotes significantly Pst DC3000 disease symptom development (data not shown).
These data suggest that elevation of auxin levels constitute a bacterial pathogenicity
strategy that is suppressed during the PAMP-triggered response.

4 Flg22 Triggers Growth Inhibition of Arabidopsis Seedlings

Flg22 not only triggers many canonical defense responses, but also causes growth
inhibition. DELLA proteins are negative regulators of gibberellin (GA) signaling
and are known to restrain plant growth (Harberd, 2003). We wondered whether
flg22-triggered growth inhibition involved stabilization of DELLA proteins, whose
GA-provoked degradation is important for growth (Harberd, 2003). To test the above
hypothesis, Arabidopsis DELLA tetra mutants (mutants in which 4 out of 5 Ara-
bidopsis DELLA genes were mutated: Achard et al., 2006) and wild-type seedlings
were examined for flg22-induced growth inhibition. We found that DELLA tetra
mutants displayed reduced flg22-triggered growth inhibition compared to La-er
seedlings (Fig. 2A, B). The Arabidopsis fls2-17 seedlings, which are defective
in flagellin sensing (FLS) receptor, showed no growth inhibition by flg22. This
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Fig. 2 DELLA proteins act as positive regulators of flg22-triggered growth inhibition. The Ara-
bidopsis wild-type La-er displays enhanced flg22-triggered growth inhibition, whereas the DELLA
tetra mutant is partially compromised in this flg22-induced developmental phenotype. Arabidopsis
wild-type La-er, fls2-17, and DELLA mutants were grown on solid medium for 7 days and then
transferred for another 7 days in liquid medium containing either flg22A.tum or flg22 at a final
concentration of 10 nM. Growth inhibition was assessed visually (A) and quantified by measuring
seedling fresh weight (35 < n < 42). (B) Percentage of growth inhibition of La-er, fls2-17, and
DELLA tetra mutants
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suggested that flg22 treatment might stabilize DELLA proteins. In another stud-
ies, we found that flg22 delays the GA-induced disappearance of GFP-RGA (data
not shown), which is consistent with the induction of DELLA protein stabilization
by flg22.

5 Role of DELLA Proteins in Plant Disease Resistance
and Susceptibility

The involvement of DELLA proteins in plant defense was examined by challenging
DELLA tetra mutants with bacterial and fungal pathogens. When DELLA mutant
plants were infiltrated with a biotrophic pathogen, Pst DC3000, they showed
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Fig. 3 DELLA proteins act as negative regulators of plant defense against Pst DC3000 and as
positive regulators of defense against A. brassicicola. (A) DELLA tetra mutants are more resistant
to Pst DC3000. Growth of Pst DC3000 on DELLA tetra (gai-t6/rga-t2/rgl1-1/rgl2-1) and La-er
plants was assessed 2 days post-inoculation (dpi) of 105 colony-forming units (cfu/ml). Inocula-
tion was performed by syringe infiltration on 4-week old plants grown in long-day conditions.
Error bars represent the standard error of log-transformed data from five independent samples.
(B) DELLA tetra mutants are more susceptible to A. brassicicola. Four-week old plants (grown
in long-day conditions) were sprayed with A. brassicicola spores at a concentration of 5 × 105

spores/ml and pictures were taken at 7 dpi
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enhanced resistance compared to wild-type plants (Fig. 3A). Salicylic acid (SA) is
the major signaling molecule involved in the resistance of plants against biotrophic
pathogens (Durner et al., 1997). To check whether DELLA proteins interfere
with the SA-dependent plant defense pathway, the expression of SA-dependent
marker genes PR1 and PR2 were monitored in DELLA tetra and wild-type plants
challenged with Pst DC3000. We found an earlier and stronger induction of both
PR1 and PR2 genes in Pst DC3000-inoculated tetra plants compared to wild-type
plants (data not shown).

Since the SA-dependent plant defense pathway is mutually antagonistic to the
jasmonate/ethylene (JA/ET)-dependent pathway, we next investigated whether the
stronger induction of SA-dependent genes, in the tetra infected mutant, leads to
the suppression of JA/ET-dependent gene expression. The expression of JA/ET-
dependent marker genes PDF1.2 and VSP1 were reduced in Pst DC3000-challenged
tetra plants compared to wild-type plants (data not shown). This indicates that
DELLA proteins are involved in the repression of SA-dependent gene expression
and activation of JA/ET-dependent gene expression in Arabidopsis.

The involvement of DELLA proteins in the positive regulation of the JA/ET-
pathway led us to examine whether DELLA tetra mutants were altered in their
resistance to the necrotrophic pathogen Alternaria brassicicola Interestingly, 7 days
after inoculation with A. brassicicola, DELLA tetra mutant leaves were diseased
and heavily colonized with fungal hyphae, indicating enhanced susceptibility to
A. brassicicola compared to wild-type plants (Fig. 3B). This indicates that DELLA
proteins act as positive regulators of plant defense responses to A. brassicicola.

6 Are DELLA Proteins Integrators of Plant Defense Pathways?

These data show that DELLA proteins are involved in the repression of SA-
dependent plant defense and activation of the JA/ET-dependent plant defense path-
way. This suggest that DELLA proteins play an important role in establishing the
balance of defense responses mounted by a plant and suggest new mechanisms
for crosstalk between different plant-signaling pathways involved in growth and
defense (Fig. 4). It is conceivable that abscisic acid (ABA), by antagonizing GA
action, could have the opposite effect. ABA and ethylene pathways are involved
in plant responses to diverse abiotic and biotic stresses, but particularly in the
drought response and wound response respectively. Recently, it has been shown that
two independent salt stress-activated phytohormonal signaling pathways (ABA and
ethylene) regulate plant development through integration at the level of DELLA
function (Achard et al., 2006). These data, together with the data on miR393 and
auxin signaling during defense, suggest that crosstalk between hormone pathways
has insufficiently been acknowledged as an important determinant in the outcome
of plant–pathogen interactions. It seems likely that DELLA proteins will turn out to
play an important role in this crosstalk.
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Fig. 4 DELLA proteins are involved in balancing plant defense responses against different
biotrophic and necrotrophic pathogens. The phytohormone GA promotes the degradation of
DELLA proteins to relieve DELLA restraint. The accumulation of GA is supposed to result in nec-
trotroph resistance. DELLA proteins activate JA/ET pathway involved in the resistance against nec-
trotrophs. Due to the antagonism between JA/ET and SA pathways, DELLA proteins are involved
in the suppression of SA-pathway required for the resistance against biotrophs. Other hormones
such as Auxin and Coronatines are also believed to stimulate JA/ET pathway. Auxin stimulates
ABA pathway which also acts positively on DELLA proteins. This indicates that DELLA proteins
are involved in the mechanism for integration of plant growth and defense responses against various
stresses
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Canine Genetics Facilitates Understanding
of Human Biology

Elaine A. Ostrander, Heidi G. Parker, and Nathan B. Sutter

Abstract In the past 15 years the field of canine genetics has advanced dramatically.
Dense comparative maps, production of ×1.5 and ×7.5 genome sequences, SNP
chips, and a growing sophistication regarding how to tackle problems in complex
genetics have all propelled the canine system from a backwater to the forefront of
the genomics landscape. In this chapter, we explore some of the critical advances in
the field that have occurred in the past 5 years. We discuss the implications of each
on disease gene mapping. Complex trait genetics and advances related to finding
genes associated with morphology are also discussed. Finally, we speculate on what
advances will likely define the field in the coming 5 years.

1 Introduction to Dogs and Breeds

The domestic dog is believed to be the most recently evolved species from the family
Canidae. Within the Canidae there are three distinct phylogenetic groups (Wayne
et al., 1997; 1987a, b). The domestic dog shares a clade with the wolf-like canids
such as the gray wolf, coyote, and jackals. Dogs are thought to have arisen in quite
recent time, perhaps as little as 40,000 years ago, with the initial domestication
events occurring in eastern Asia (Savolainen et al., 2002; Vila et al., 1997).

Most dog breeds arose in the last 200–300 years and many of the most common
modern breeds were developed in Europe in the 1800s. Currently, there are over 400
recognized and distinct dog breeds of which 155 are registered by the American
Kennel Club (AKC) in the United States (American Kennel Club, 1998). While a
breed of dog can be recognized by its physical attributes such as size, shape, coat
color, head shape, leg length, etc., the concept of a breed has been formally defined
by both dog fanciers and geneticists.

According to registering bodies like the AKC, becoming a registered member of
a breed simply requires that both of a dog’s parents are documented members of
the same breed, and that a small fee be paid. As a result, dog breeds are essentially

E.A. Ostrander
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closed-breeding populations with little opportunity for introduction of new alleles.
Dog breeds are characterized by a lower level of genetic heterogeneity than that
seen in mixed breed dogs as a result of small numbers of founders, population bot-
tlenecks, and the over representation of some males (popular sires) who perform
well in dog shows (Parker et al., 2004; Parker and Ostrander, 2005). As a result,
the current population of ∼10 million purebred dogs in the United States repre-
sents an ideal group in which to study the genetics of both simple and complex
traits.

Recently, attempts have been made to define the concept of a breed at the
genetic level (Koskinen, 2003; Koskinen and Bredbacka, 2000; Parker et al., 2004).
For example, Parker et al. (2004) utilized data from 96 (CA)n repeat-based
microsatellite markers spanning all dog autosomes on 414 dogs to determine
the degree to which dogs could be assigned to their appropriate breed using a
clustering algorithm. Only a small set of closely related breed pairs (i.e., Whippet
and Greyhound; Alaskan Malamute and Siberian Husky) could not be reproducibly
distinguished when compared to other breeds. Similarly, using the Doh assignment
test, 99% of the dogs tested were correctly assigned to their distinct breed group
using only the microsatellite data.

The above results are interesting in light of studies on genetic diversity in human
populations. In the Parker et al. (2004) study, we showed that humans and dogs have
similar levels of overall nucleotide diversity, 8 × 10−4. Genetic variation between
dog breeds, however, is much greater than the observed variation between human
populations (27.5% versus 5.4% by AMOVA). The degree of genetic homogeneity,
not unexpectedly, is much greater within the membership of any given individual
dog breed than it is within distinct human populations. So the concept of a dog
“breed” is much more definitive, at the genetic level, than is the concept of a human
“population” or a human “race.”

2 Mapping Disease Genes in Dogs

Because dog breeds represent closed-breeding populations, they offer unique oppor-
tunities for disease gene mapping (Ostrander and Kruglyak, 2000). Diseases that
are problems for both human and companion animal health are excellent candi-
dates for study, particularly those associated with complicated phenotypes. The
mapping of complex traits in humans, such as cancer, diabetes, epilepsy, and
heart disease, has been stymied by the lack of large pedigrees, limited statisti-
cal methods, and both locus and phenotypic heterogeneity. As a result, the abil-
ity to unambiguously identify critical susceptibility loci for diseases like cancer
has been problematic (Ostrander et al., 2004). By working with canine families,
researchers are able to overcome many of these disadvantages. Dog pedigrees are
large, and often permit collection of several generations. For example, the pedi-
grees used to find the genes for a variety of forms of progressive retinal atrophy
(PRA) (Acland et al., 1994, 1998, 1999; Kukekova et al., 2006; Moody et al., 2005;
Sidjanin et al., 2002), copper toxicosis (Yuzbasiyan-Gurkan et al., 1997), renal
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cancer (Jonasdottir et al., 2000), narcolepsy (Lin et al., 1999; Mignot et al., 1991),
hyperuricosuria (Safra et al., 2006), pancreatic acinar atrophy (Clark et al., 2005),
and epilepsy (Lohi et al., 2005) all involved large, multigenerational families of
the sort unheard of in human genetics. In addition, the fact that all the dogs share
a common, often inbred genetic background means that phenotypic expression
among individuals with the disease is usually very similar. This latter point should
prove particularly useful as the community moves from the mapping of single
gene Mendelian disorders to identifying loci associated with complex traits such
as behavior and morphology.

We have appreciated the importance of genetic predisposition in the occurrence
of canine diseases for years (Patterson, 2000; Patterson et al., 1982). Indeed, the
dog is second only to human in the attention to which clinicians offer their clients
and the number of dollars spent on health care (American Veterinary Medical Asso-
ciation, 2002; Patterson, 2000). As a result, several hundred genetic diseases have
been identified in the dog (Sargan, 2004), many of which share strong phenotypic
similarities with human diseases. Many of these are collated in an online database
called IDID (Inherited Disease in Dogs), which is similar to the Online Mendelian
Inheritance of Man (OMIM) database (Sargan, 2004).

To date, dozens of loci have been identified for canine-inherited diseases and
in many cases the causative genes have been identified (reviewed in Parker and
Ostrander, 2005; Sutter et al., 2004; Switonski et al., 2004). Specific exam-
ples include metabolic disorders (van De Sluis et al., 2002; Yuzbasiyan-Gurkan
et al., 1997), blindness (Acland et al., 1998, 1999; Aguirre et al., 1978; Aguirre and
Acland, 1988, 1998; Kukekova et al., 2006; Moody et al., 2005), cancer (Jonasdottir
et al., 2000; Lingaas et al., 2003), neurologic disorders (Lin et al., 1999; Lingaas
et al., 1998), hip dysplasia (Chase et al., 2004), osteoarthritis (Chase et al., 2005b),
hyperuricosuria (Safra et al., 2006), pancreatic acinar atrophy (Clark et al., 2005),
Addison’s disease (Chase et al., 2006), and epilepsy (Lohi et al., 2005).

The lessons learned have been plentiful. We have gleaned insight into new
genetic mechanisms responsible for disease as well as learned something about
the genes and pathways associated with many diseases. In some cases knowledge
gained about the underlying disease genes have enlightened us about human condi-
tions for which we had little prior knowledge, such as the inherited sleep disorder
narcolepsy. In this case, the underlying mutation found in the genetically susceptible
Doberman Pinscher was a splicing defect in the gene for the hypocretin 2 receptor
(Lin et al., 1999).

In other cases we have learned about new types of genetic aberrations that can
cause disease. Recalling again the example of narcolepsy, the disease has been
shown to be caused at the molecular level by insertion of a canine-specific, short
interspersed nuclear element (SINE; Bentolila et al., 1999; Minnick et al., 1992;
Vassetzky and Kramerov, 2002). These retrotransposons are derived from a tRNA-
Lys and occur frequently throughout the canine genome (Bentolila et al., 1999;
Coltman and Wright, 1994; Kirkness et al., 2003). In addition to narcolepsy, aber-
rant insertion of SINEC Cf elements are associated with centronuclear myopathy
in the Labrador Retriever (Pele et al., 2005) as well as the gray merle coat coloring
that appears in many breeds (Clark et al., 2006).
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Another interesting example is found in a form of epilepsy similar to human
Lafora disease. The canine disease affects several breeds including the miniature
wirehaired dachshund. Lohi and collaborators have shown that the disease is caused
by expansion of an unstable dodecamer repeat in the Epm2b (Nhlrc1) gene (Lohi
et al., 2005). While trinucleotide repeat expansion has been reported in associa-
tion with several human neurologic disorders, this is the first report of a dodecamer
repeat expansion causing a disease in any species.

By far, the most interesting advances have been those that highlighted not only
new mechanisms of disease, but new genes as well. For instance, extensive progress
has been made in understanding the genetic basis of PRA in the dog (Acland
et al., 1994, 1998, 1999; Aguirre et al., 1978, 1998; Aguirre and Acland, 1988;
Kukekova et al., 2006; Lowe et al., 2003; Moody et al., 2005; Sidjanin et al., 2002).
PRA refers to a collection of ocular disorders reminiscent of the constellation of
human diseases known as retinitis pigmentosa (reviewed by Petersen-Jones (2005)).
Recently, a gene for progressive rod cone degeneration (prcd) was identified in
the Poodle, Labrador, and several other breeds (Goldstein et al., 2006; Zangerl
et al., 2006). This disease had previously been mapped to a gene-rich region of
canine chromosome 9 (CFA9) (Acland et al., 1998). As the disease is present in
several related breeds, the authors used linkage disequilibrium (LD) data from a
combination of 14 breeds to reduce the disease-associated interval from several
megabases (Mb) to just 106 Kb (Goldstein et al., 2006) (Fig. 1). They then iden-
tified a single missense mutation that accounted for both the canine disease and
the autosomal recessive retinitis pigmentosa in a patient from Bangladesh (Zangerl
et al., 2006).

In many cases, disease genes have been found in dogs after identification in
humans, or simultaneous with the disease gene in humans. For example, the gene
for canine renal cancer in the German Shepherd Dog, although linkage mapped first

Fig. 1 Linkage disequilibrium. The top chromosome represents an ancient chromosome with an
initial ancestral mutation as marked by the X. Meiotic recombination whittles away the shared
haplotype around the chromosome. Modern day chromosomes will share only a small region
of commonality around the mutation. Identification of this shared haplotype by SNP genotyping
facilitates fine mapping studies
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in the dog (Jonasdottir et al., 2000), was actually found (Lingaas et al., 2003) after
the orthologous human gene, which causes a similar disease called Birt-Hogg-Dube
Syndrome, was identified (Nickerson et al., 2002). The example of identifying the
gene for prcd remains one of the few, together with the identification of the gene for
copper toxicosis in the Bedlington Terrier, where the canine community has led the
human genetics community in the hunt for truly novel susceptibility genes (van De
Sluis et al., 2002).

3 Canine Breed Relationships

The above study by Goldstein et al. provides a nice example of how data can be com-
bined across breeds to identify disease loci of interest (Goldstein et al., 2006). To
generalize this concept, Parker et al. have studied over 85 breeds using a clustering
algorithm to understand the relatedness of one breed to another (Parker et al., 2004).
In their initial analysis, 85 breeds were ordered into four clusters, generating what is
now considered to be a new canine classification system for dog breeds (Ostrander
and Wayne, 2005) based on similar patterns of alleles, presumably from a shared
ancestral pool (Fig. 2). Cluster 1 comprised dogs of Asian and African origin as

Fig. 2 Population structure of the domestic dog. Figure is derived from the work of Parker
et al. (2004). Five dogs from each of 85 breeds were genotyped using 85 (CA)n repeat-based
microsatellites. Markers spanned all autosomes at 30 Mb density. Analysis was performed using the
computer program structure. Analysis at K = 2, 3, and 4 divided the population of 85 breeds into
the most likely groups based on allele sharing. Group 1 is comprised largely of Asian breeds such
as the Lhasa Apso, Shar Pei, and Akita. Group 2 is the mastiff group and includes, for example,
the Boxer, Bull Dog, and Presa Canario. Group 4 includes a mixture of dogs including working
breeds. Group 4 is enriched for sight and scent hounds and includes breeds such as the spaniels
and retrievers
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well as gray wolves. Cluster 2 is typified by mastiff-type dogs with big, boxy heads
and strong, sturdy bodies such as the Boxer, Mastiff, and Bulldog. The third and
fourth clusters split a group of herding dogs and sight hounds away from the gen-
eral population of modern hunting dogs comprised of terriers, hounds, and gun dog
breeds. Ongoing studies are underway to expand this work to include more breeds.
It is expected that this should allow even higher resolution of the breed relationships
picture, and a clearer understanding of how to best combine data across breeds for
fine resolution mapping studies.

4 Advances in Canine Genomics

While canine genetics has demonstrated significant progress in the past few years,
the rate at which we can expect new discoveries will accelerate dramatically in the
coming months. This is due almost exclusively to two major advances. First, the
publication of a gene dense canine radiation hybrid (RH) map allowed us, for the
first time, to understand the evolutionary relationship between the canine and the
human genomes (Hitte et al., 2005). In this study, a well-spaced set of 9850 sequence
tagged sites (STS) corresponding to a set of evenly spaced human genes selected
from the then available ×1.5 poodle sequence (Kirkness et al., 2003) were localized
on an RH map using a 9000 rad panel. Mutual-Blast alignments identified the best
target (human) gene sequence using the dog sequence as a probe to ensure that
we were, in fact, mapping the canine ortholog. A total of 9850 gene fragments were
eventually mapped, which corresponds to approximately half of the genes in the dog
genome, identifying some 264 conserved segments (CS) between dog and human.

Interestingly, most of these fragments (243) were later identified by the whole
genome assembly (CanFam1.0) of the dog (Lindblad-Toh et al., 2005), generated
from the ×7.5 sequencing effort. This suggests that a dense RH map provides as
much information for comparative genome mapping studies as a ×7–10 whole
genome shotgun sequence. In addition, detailed comparison of the canine ×7.5
whole genome assembly (CanFam 1.0) to the 9000 rad RH map showed that 99.3%
of the chromosomal assignments predicted by the RH map were in complete agree-
ment with the sequence assembly. Those that were not were quickly resolved and
found to represent issues such as the orientation of internal chromosomal frag-
ments. This advance was critical in allowing scientists to move between the canine
and the human maps, in assembling the canine genome sequence, and in find-
ing the precise breakpoints between the canine and the human genomes (Murphy
et al., 2005).

In addition to the above, the availability of both a ×1.5 poodle survey sequence
and a whole genome assembly of a ×7.5 boxer sequence is sure to impact canine
genetics research at every level (Kirkness et al., 2003; Lindblad-Toh et al., 2005).
We now know that the dog euchromatic genome is approximately 2.4 billion bases
and is comprised of about 243 conserved segments when compared to the human
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genome. The assembled sequence is estimated to cover 98–99% of the genome,
with the majority of the sequence contained within two supercontigs per chro-
mosome. That is, on average, two segments of continuous sequence cover each
of the dogs’ 38 autosomes. The gene count, at ∼19, 000, is less than what has
been predicted for the human genome, perhaps due to complexities associated with
splicing and gene families. There is a 1-1-1 correspondence between orthologs
of human, mouse, and dog for 75% of the genes. The full genome sequence can
be accessed through http://www.genome.ucsc.edu; http://www.ncbi.nih.gov, and
http://www.ensembl.org. A discussion of mining the canine genome sequence is
reviewed in O’Rourke (2005).

In addition to the Boxer sequence, a ×1.5 partial sequence of the Standard Poo-
dle is available (Kirkness et al., 2003). While in itself less complete than the Boxer
sequence, together these two resources have enabled the identification of more than
2 million single nucleotide polymorphisms (SNPs). We now know that a SNP occurs
about once in every 1000 bases in dogs (Lindblad-Toh et al., 2005) and a first gen-
eration canine SNP chip is now available from Affymetrix. The chip contains some
24,000 working SNPs that will change the landscape of whole genome associa-
tion studies in the dog. While microsatellites have proven sufficient for mapping
single gene traits, it has generally not been possible to analyze enough markers to
fully interrogate the genome in a complex trait association study. With thousands of
SNPs available on a single chip, we believe that it is now possible to identify subtle
variants responsible for a host of phenotypic observations.

Key to the development of the canine SNP chip were studies by both Lindblad-
Toh et al. (Lindblad-Toh et al., 2005) and Sutter et al. (Sutter et al., 2004) who
addressed the issue of how many SNPs are “enough” for doing whole genome
association studies in the dog. Sutter and colleagues examined the extent of LD
in five breeds with distinct breed histories and reported that the average length of
LD in these five breeds is approximately 2 Mb (Fig. 3). This is 40–100 times further

Fig. 3 Divergent population
histories of dog breeds.
Breeds were selected by
Sutter et al. (2004) in their
study of linkage
disequilibrium in dogs.
Breeds were chosen to
represent a variety of
morphologic types, levels of
present-day and historical
popularity, population
structure, and history (Wilcox
and Walkowicz, 1995)
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than the LD that typically extends in the human genome (Fig. 4). Thus, while a
typical whole genome association study in humans requires about 500,000 SNPs
(Kruglyak, 1999), in dogs the same study would require only about 10,000–30,000
markers. For diseases of interest to both human and canine health such as cancer,
heart disease, cataracts, etc., these LD findings argue that it will be far easier to do
the initial mapping study in dogs than in humans. These investigators also found
that the extent of LD varied over a near 10-fold range between breeds of dog (0.4–
3.2 Mb) (Sutter et al., 2004), arguing that breed selection would be important for the
initial mapping of any trait of interest.

As part of the canine genome sequencing effort, Lindblad-Toh and colleagues
undertook more extensive studies on canine LD, looking at more loci and more
SNPs. They concluded that perhaps as few as 10,000 SNPs would be needed to
fully cover the genome. They also found that the level of LD between breeds was
different, but argued that the levels across the genome will likely vary more than the
levels associated, on average, with any one dog breed versus another. Finally, both
studies looked at the issue of haplotype sharing and demonstrated that there was
low haplotype diversity and high haplotype sharing. Importantly, this means that a
single set of SNPs, or a single SNP chip, is likely sufficient for mapping studies in
any dog breed.

Fig. 4 Canine linkage disequilibrium. Summarized previously in Sutter et al. (2004) and Sutter
and Ostrander (2004). Five breeds were analyzed and five loci each and the results averaged for
each breed. D’ statistic is shown for each breed and for human. Gray shading indicates background
level. LD decay at the 50% level is indicated in upper right of each panel. LD extends the farthest
for the Akita, at 3.7 Mb, and the shortest for the Golden Retriever, at 0.48 Mb. For human the
comparable number is about 0.028 Mb. LD in dogs is about 50 times greater than that observed in
most human populations
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5 Mapping Genes for Morphology in the Dog

Breeds of dog differ by over 40-fold in size and display an amazing level of mor-
phologic variation. Indeed, Wayne et al. (1986a, b) have argued that the diversity
in skeletal size and proportion of dogs is greater than that observed in any other
terrestrial mammal. Studies to map quantitative trait loci (QTLs) in the dog asso-
ciated with body conformation have been led by Gordon Lark, Kevin Chase and
collaborators and are based upon their work with the Portuguese Water Dog (PWD)
(Chase et al., 1999, 2002). They chose the PWD because the breed offers several
advantages for complex trait mapping. There are only about 10,000 living AKC
registered PWD, and they derive historically largely from just two kennels (Chase
et al., 1999). The breed standard allows for significant variation, offering a greater
opportunity for mapping traits associated with morphology than would studies of
other breeds.

To initiate their studies these researchers collected DNA samples, health informa-
tion, pedigree data, and five standard X-rays of over 500 dogs (Chase et al., 1999).
They undertook a genome wide scan using over 500 microsatellite markers. Analy-
sis of the data suggested four sets of correlated traits or principal components (PC)
(Fig. 5). Each PC described a set of correlated phenotypic features for which QTLs
could be identified. PC1 regulates overall body size; PC2 describes the relationship
between pelvis, head, and neck; PC3 is shown in the inverse relationship between
the cranial volume and the length of skull and limbs; PC4 is the length versus width
of the skull and axial skeletons, representing a tradeoff between speed and strength
as illustrated by the hound-type dogs on the left and the mastiff-type dogs on the
right of Fig. 5.

Of particular interest to Chase and colleagues has been an understanding of the
loci which control body size in males versus females (Chase et al., 2005a). In an
analysis of 42 metrics derived from the five X-rays, they show that there are five
QTLs controlling overall body size in the PWD. Differences in skeletal size between

Fig. 5 Four principal
components for morphology.
Figure summarizes work of
Chase and colleagues in their
analysis of the Portuguese
Water Dog (Chase
et al., 2002). Data are based
on analysis of 90 metrics
derived for five X-rays taken
from each of several hundred
dogs. Analysis of each
principal component allows
identification of QTLs
controlling each set of
correlated traits
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females and males are due to an interaction between a QTL on CFA15, adjacent to
the insulin-like growth factor-1 (IGF-1) gene, and a locus on the X-chromosome
defined by the CHM marker. The locus on CFA15 is defined by marker FH2017.
Analysis of FH2017 genotypes suggests that in females the CFA15 allele control-
ling small size is dominant. However, in males the reverse is true and the genotype
associated with large size appears dominant. The situation is partly explained by
consideration of the QTL on the X-chromosome. Females that are homozygous
at the CHM marker and homozygous for the large size CFA15 genotype are, on
average, as large as the very largest males in the breed. However, any female that is
heterozygous at the CHM locus will be small, regardless of her FH2017 genotype.
Overall, this interaction explains about 50% of sexual dimorphism in the breed.

Why are these observations so important? First, they demonstrate that the canine
system is amenable to mapping of complex traits that are of interest to all mam-
malian biologists. Second, these studies highlight the value of studying complex
traits first in a single breed, especially one with small numbers of founders, but
a large amount of phenotypic variation. Finally, the results demonstrate that the
number of genes controlling complex traits is not so large as to be intractable. That
is, body size is likely controlled by a small number of QTLs that are identifiable
in the canine system. This has important implications for the mapping of complex
diseases as well as truly complex phenotypes such as those associated with behavior.

6 Summary and Future Aims

Until recently, advancement in the study of companion animal health has relied on
data from human and mouse studies. With the development of a ×7.5 whole genome
sequence assembly of the dog, a SNP chip, studies of canine breed relationships,
and a growing understanding of the architecture of the canine genome we are, for
the first time, mapping genetic traits of interest first in the dog. Our understanding of
disease genes important for both simple and complex traits is advancing at a rapid
rate, informing us about the underlying biology of diseases critical to both humans
and companion animals.

In the coming decade, the dog is likely not only to lead man in the discovery of
disease genes but to provide novel insights into our understanding of truly complex
phenotypes. How many of those will be relevant to the human condition? Only time
will tell, but we can rest assured that the dog, ever man’s faithful companion, will
be by our side as we unravel the mysteries of disease susceptibility, behavior, and
morphology.
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Xanthomonas oryzae pv. oryzae AvrXA21
Activity Is Dependent on a Type One Secretion
System, Is Regulated by a Two-Component
Regulatory System that Responds to Cell
Population Density, and Is Conserved in Other
Xanthomonas spp.

Sang-Won Lee, Sang-Wook Han, Laura E. Bartley, and Pamela C. Ronald

Abstract The rice pathogen recognition receptor, XA21, confers resistance to
Xanthomonas oryzae pv. oryzae (Xoo) strains expressing the pathogen-associated
molecule, AvrXA21. XA21 codes for a receptor-like kinase consisting of an extra-
cellular leucine rich repeat (LRR) domain, a transmembrane domain, and a cyto-
plasmic kinase domain (Ronald et al., 1992; Song et al., 1995). We show that
AvrXA21 activity requires the presence of rax (required for AvrXA21) A, raxB,
and raxC genes that encode components of a type one secretion system (TOSS).
In contrast, an hrpC− strain deficient in type three secretion maintains AvrXA21
activity. Xanthomonas campestris pv. campestris (Xcc) can express AvrXA21 activ-
ity if raxST, encoding a putative sulfotransferase, and raxA are provided in trans.
Expression of rax genes is dependent on population density and other functioning
rax genes, suggesting that AvrXA21 is involved in quorum sensing and that the
AvrXA21 pathogen-associated molecule represents an entirely new class of Gram-
negative bacterial signaling molecules. We discuss the implications of these results
for models of plant innate immunity.

Here, we provide a brief overview of some of the major concepts and molecular
features of plant and animal innate immune system perception. We then describe
new results from our studies of the XA21–AvrXA21 interaction and discuss how
these results call for some modifications in the way we think about plant innate
immunity strategies.
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1 Detection of Pathogens by Plants and Animal Hosts

Animals and plants both have well-developed immune systems for protection
against pathogen challenges. Adaptive immunity system, specific to animals,
depends on somatic gene rearrangements for generation of antigen receptors with
random specificities. In contrast, innate immunity is common to metazoans and
plants and involves perception of pathogen associated molecular patterns (PAMPs)
by pathogen recognition receptors (PRRs) (Girardin et al., 2002). PAMPs for
plants and/or animals have been defined as microbe-associated molecules that
are relatively conserved and required for the microbe’s lifecycle (Medzhitov
et al., 1997; Janeway et al., 2002). Representative PAMPs that have been iden-
tified to date are flagellin, a proteinasceous component of bacterial polar flag-
ella (Ramos et al., 2004), the peptidoglycan of Gram-positive bacteria (Leulier
et al., 2003), lipopolysaccharide of Gram-negative bacteria (Erbs et al., 2003),
single-stranded viral RNA (Jurk et al., 2002), and oomycete transglutaminase
(Brunner et al., 2002).

In animals, recognition of PAMPs in extracellular compartments is largely car-
ried out by the Toll-like receptor (TLR) family, which contains extracellular leucine
rich repeats (LRR) that act in ligand recognition and an intracellular Toll-Interleukin
1 (TIR) domain (Werling et al., 2003). Although TLRs recognize diverse molecules,
they activate a common signaling pathway to induce a core set of defense responses
(Barton et al., 2003). Intracellular recognition is largely carried out by the cytoplas-
mic nucleotide-binding oligomerization domain (NOD)–protein family. The NOD
family contains a large number of proteins from animals, plants, fungi, and bacteria
(Inohara et al., 2003).

Evidence has accumulated that plants also detect PAMPs, but unlike animal sys-
tems, which have PRRs for cytoplasmic and extracellular perception of PAMPs,
all biochemically characterized phytopathogen PAMPs are active at the cell surface
(Nurnberger et al., 2004). With notable exceptions, another general characteristic of
PAMP recognition by plants is that, while promoting expression of pathogenesis-
related proteins and other characteristics of pathogen response, it does not lead to
clear disease resistance or a related hypersensitive response (HR), which includes
localized plant cell death.

Surprisingly, little is known about PAMP receptors in plants. The only well-
characterized plant PRR for a PAMP is the Arabidopsis thaliana receptor-like kinase
(RLK), FLS2 (flagellin sensing 2), which includes an extracellular LRR ligand-
binding domain and an intracellular serine/threonine kinase, and directly recog-
nizes a conserved N-terminal fragment of bacterial flagellin (Felix et al., 1999;
Chinchilla et al., 2006). Stimulation of FLS2 by flagellin activates pathogenesis-
related gene expression and pretreatment with it leads to resistance (Gomez-Gomez
et al., 1999; Sun et al., 2006). Recent studies have shown that the presence of
FLS2 decreases host susceptibility to a pathovar of Pseudomonas syringae when
the pathogen is applied to leaves by spraying, but not infiltration (Zipfel et al., 2004;
Sun et al., 2006). This demonstrates a direct link between disease resistance and
PAMP perception that had previously been lacking in plants.
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In addition to recognition of conserved PAMPs, plant PRRs also recognize strain-
specific molecules produced by phytopathogens, termed pathogen avirulence (Avr)
factors (van’t Slot et al., 2002). This specific recognition generally triggers a strong
defense response, often including the HR. To explain the observation of interactions
between dominant PRR-genes and bacterial avr genes, Flor proposed the gene-for-
gene hypothesis in which a single plant-gene product recognizes a single bacterial
avr gene product and blocks disease formation (Flor, 1971).

The majority of plant PRR-genes cloned to date code for cytoplasmically local-
ized NOD family members, with a domain that contains a nucleotide-binding site
and a domain with leucine rich repeats (NBS-LRRs). All characterized NBS-LRRs
recognize Avr proteins from pathogenic bacteria that are secreted through a large
bacterial complex called a type three secretion system (TTSS). The TTSS is thought
to function by transporting molecules directly into the cytoplasm of the host cell
and it is known to be an essential transport system for disease development and bac-
terial multiplication (Henderson et al., 2004; Staskawicz et al., 2001). As recently
reviewed (Mudgett, M.B., 2005; Chisholm, 2006), examples of the profusion of
Avr molecules that rely on the TTSS for secretion, type III effectors, are AvrRpt2,
AvrB, AvrRpm1, HopPtoD2, AvrPphB, and AvrPto from P. syringae; and XopD,
AvrXv4, and AvrBsT from X. campestris. However, only a few type III effectors
have known biochemical functions. Of those that have been characterized, several
are enzymes, such as proteases and phosphatases, that act on host protein substrates
to interfere with, suppress, and manipulate host basal defense and signaling by
defense hormones such as salicylic acid, jasmonic acid, and ethylene (Thomma
et al., 2001). A recent elegant example of this comes from the human pathogen
Yersinia, in which the type III effector YopJ acetylates a mitogen activate kinase
(MAPK) protein kinase, blocking the site of its activation by phosphorylation
(Mukherjee, 2005). Others encode proteins with a nuclear localization signal and
more directly modulate host transcription. For example, the AvrBs3/PthA family
has a nuclear localization signal and an acidic transcription activation domain that
is required for AvrBs3-dependant HR (Szurek et al., 2001). Few direct interactions
have been reported between NBS-LRR PRRs and their corresponding effectors
(Dodds et al., 2006). Instead, the defense response is often triggered by interaction
between the NBS-LRR and another plant protein, which is targeted or modified by
the type III effector (Dangl, 2001).

In addition to the cytoplasmic NBS-LRRs, two other classes of plant PRR that
recognize Avr proteins have been described. These are the RLKs, composed of var-
ious putative ligand binding extracellular domains and an intracellular kinase, and
receptor-like proteins (RLPs), composed only of a membrane anchored extracellu-
lar domain or a presumed secreted extracellular domain (Shiu, 2003; Wang, 1998).
Relatively few plant RLKs and RLPs have been cloned and characterized to date,
though, like NBS-LRRs, sequence analyses indicate that there are a large number of
genes of these classes in plants (Shiu et al., 2003). The best-studied PRR RLK that
confers a race-specific response is the rice XA21 protein, which recognizes Xoo
strains carrying AvrXA21 activity (Song et al., 1995). The three other dominant
RLKs cloned and characterized to date are the Xa26 and Pi-d2 proteins in rice and
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RPG1 in barley (Sun et al., 2004; Chen et al., 2006; Brueggeman et al., 2002). The
potential ligand-binding capabilities of the extracellular domains of the RLK PRRs
and the fact that XA21 is present in microsomal fractions (Xu, 2006) and that Pi-d2
localizes to the cell membrane (Chen et al., 2006) suggest a simple model in which
XA21 and other RLKs recognizes Avr proteins in the extracellular space, directly
or indirectly, like the tomato Cf RLPs (Rooney et al., 2005).

Recent discoveries, including the results described here, call for a blurring of the
distinctions between PRR proteins that recognize PAMPs and those that recognize
Avr proteins and other conceptual dichotomies that have been established in plant
pathology. Rather, a continuum of classes seems to exist, with plants making use
of a diversity of strategies for innate immunity (McDowell et al., 2003). Here we
show that the PRR XA21 recognizes a race-specific molecule(s), AvrXA21, that
nonetheless has PAMP-like qualities. Although the AvrXA21 molecule(s) itself
has not yet been identified, we show here that AvrXA21 activity is (1) dependent
on a bacterial type one secretion system (TOSS), not a TTSS, (2) regulated by a
two-component regulatory system that responds to Xoo cell population density, and
(3) may be conserved in most Xanthomonas spp. These data suggest that AvrXA21
represents a new class of signaling molecules, which is used by Xoo for quorum
sensing and which does not fall into any of the previously described classes of
PAMPs or Avr factors.

2 The PRR XA21 Represents a Large Class of Kinases Predicted
to Be Involved in Innate Immunity

In our recent survey of kinases in yeast, fly, worm, human, Arabidopsis, and rice
show a correlation between a function in innate immunity and the absence of a con-
served arginine adjacent to a conserved asparatate in the activation loop in domain
VII of IRAK (interleukin-1 receptor-associated kinase)-family kinases, called non-
RD kinases (Dardick et al., 2006). Of the 38 characterized IRAK-family receptor
kinases in plants, all six RLKs associated with pathogen recognition fall into the
non-RD class as do animal kinases associated with innate immunity, IRAK, and RIP
(receptor-interacting protein) kinases. While there are only seven non-RD IRAK-
family kinases in humans, there are 47 in Arabidopsis and 371 in rice (Dardick
et al., 2006). Though certainly all of these receptors will not recognize the same
class of molecule; nonetheless, characterization of the molecule that XA21 rec-
ognizes could have significant impact toward understanding this large but poorly
understood class of receptors, and major effort has been ongoing in our lab toward
describing the AvrXA21 molecule(s).

3 AVRXA21 Activity Requires a Type One Secretion System

As previously described, we have cloned eight genes, raxC and three operons
(raxSTAB, raxPQ, raxRH), which are required for AvrXA21 (rax) activity of Xoo
strain, Philippine race 6 (PXO99) (Shen et al., 2002; Goes da Silva et al., 2004;
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Fig. 1 Working model for the synthesis, regulation, and function of AvrXA21. Functions assigned
to each of the rax gene products based on sequence homology and/or functional studies are as fol-
lows RaxH, histidine kinase; RaxR, response regulator; RaxP, ATP sulfurylase; RaxQ, adenosine-
5′-phosphosulphate kinase; RaxST, sulfotransferase; RaxA, membrane fusion protein, spanning
the inner membrane and the periplasmic space; RaxB, ABC (ATP binding cassette) transporter;
and RaxC, outer-membrane protein. See text for elaboration

Burdman et al., 2004). Mutations in any of the eight rax genes allow this normally
avirulent strain to form lesions when inoculated onto XA21-containing rice plants.
Figure 1 shows our working model for the action of the rax gene products in produc-
ing AvrXA21 activity. Based on sequence analysis and functional studies, the rax
gene products can be grouped into three functional classes as follows: RaxP, RaxQ,
and RaxST are sulfur metabolism enzymes; RaxA, RaxB, and RaxC form a TOSS;
and RaxH and RaxR form a two-component regulatory system (Shen et al., 2002;
Goes da Silva et al., 2004; Burdman et al., 2004). Because phylogenic analysis
suggests that the RaxB protein belongs to a specific family of ABC transporters that
secretes peptides (Goes da Silva et al., 2004), we hypothesize that the AvrXA21
molecule is a type one secreted peptide.

To test the model that AvrXA21 is produced and secreted due to the action of the
rax genes, we have developed a bioassay that detects AvrXA21 activity, consisting
of cutting the tips off of 6-week-old rice plant leaves and pretreating the leaves by
dipping them for 5 hours into supernatant prepared from media in which Xoo has
been grown. Pretreated leaves are then inoculated by cutting immediately below the
first cut site with scissors that have been dipped in a suspension of Xoo (Kauffman
et al., 1973), and disease progression is monitored for 2–3 weeks. We used this
bioassay to test the effect of mutations in each of the rax genes on AvrXA21 activ-
ity. Without pretreatment (first four leaves from left in Fig. 2), Xoo wild-type strain
carrying AvrXA21 activity (AvrXA21+) and raxST knockout (raxST−) strain were
inoculated onto leaves of japonica rice varieties, Taipei 309 (TP309, susceptible
rice line) and a TP309 transgenic line carrying XA21 (TP309-XA21). This shows
that TP309 is susceptible to both the strains and the XA21 plants are susceptible
to the raxST− strain. In contrast, XA21 leaves inoculated with the wild-type strain
expressing AvrXA21 activity are resistant. The next four leaves show the effects of
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pretreatment with supernatants from strain supernatant onto various Xoo genotypes.
Pretreatment of wild-type leaves in XA21 rice plants prevents infection by the
raxST− strain. In contrast, pretreatment with supernatant from the AvrXA21−,
rax-gene knock-out mutants, including raxST− (Fig. 2), raxA− (Fig. 2), and raxB−,
raxC−, raxP−, and raxQ− strains (data not shown), does not prevent disease by the
raxST− strain. However, a hrpC−, TTSS-deficient strain (Zhu et al., 2000) has no
effect on AvrXA21 activity as pretreatment with supernatant from this strain blocks
lesion development by the raxST− strain. These results indicate that AvrXA21
activity is dominant, i.e., it can block lesion development by AvrXA21 minus
strains, and is secreted by a TOSS but not the TTSS, leading to recognition by
XA21 at the cell surface.

This is the first discovery of type I secreted factor that can trigger innate immu-
nity. While there are five systems (type I–V) for protein secretion in Gram-negative
bacteria (Henderson et al., 2004), only the TTSS has previously been shown to
secrete Avr factors, which are then detected intracellularly. We hypothesize that

Fig. 2 Bioassay showing that AvrXA21 activity is present in medium of PXO99 wild-type and
TTSS deficient mutant (hrpC−) strains, but not in a TOSS-deficient mutant (raxA−) strain or a
sulfuryltransferase-deficient (raxST−) strain. Rice leaves from cultivar TP309 and TP309 trans-
genic for XA21 (TP309-XA21) were inoculated with PXO99 wild type (first and third leaves from
left) or raxST− (second and fourth leaves from left) strains using the standard clipping method in
which scissors are dipped in a solution of bacteria (OD600 = 0.5), the rice leaves are clipped, and
then lesions are measured 2 weeks later. To measure AvrXA21 activity, the raxST− strain was used
for inoculations onto TP309-XA21 following pretreatment with cell-free supernatant of PXO99
wild-type, raxST− , raxA− , and hrpC− strains. Shown are representative leaves from one of three
independent experiments
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other members of the large complement of plant non-RD IRAK-family recep-
tor kinases will be found to detect molecules secreted by other systems (Dardick
et al., 2006). Indeed, indirect evidence suggests that type II secreted molecules are
involved in eliciting plant defense (Jha et al., 2005).

4 The AVRXA21 Pathogen-Associated Molecule Is Conserved
in Xanthomonas campestris pv. campestris

XA21 confers resistance to 29 out of 32 tested Xoo strains, which suggests that all 29
strains carry AvrXA21 activity (Wang et al., 1996). In our previous report, the Xoo
strain KR1, which lacks AvrXA21 activity, acquired this activity when the raxSTAB
operon was provided on a plasmid (Goes da Silva et al., 2004). We hypothesized
that other Xanthomonas species carry the cognate molecules that confers AvrXA21
activity but lack the appropriate sulfation and secretion systems. To test this possibil-
ity, we introduced the PXO99 raxSTAB region into a bacteria that is non-pathogenic
on rice, Xcc ATCC 33913. We chose this strain because it carries closely related
homolog of all the rax genes except for the raxSTAB operon.

We carried out the AvrXA21 activity assay with supernatant prepared from
Xcc transformed with the PXO99 raxSTAB genes and compared the lesion lengths
(Table 1). Pretreatment with the supernatant of Xoo wild-type strain and the Xcc
strain carrying the raxSTAB genes induces resistance against infection by the
raxST− Xoo (lesion lengths of 1.3 ± 0.43 and 1.8 ± 0.8 cm, respectively); whereas,
leaves pretreated with the supernatant of Xoo raxST− strain and Xcc wild-type strain
have long lesions (10.1 ± 5.2 and 10.0 ± 4.8 cm). Thus, the supernatant of Xcc
carrying raxST, raxA, and raxB genes possesses AvrXA21 activity. Furthermore,
Xcc carrying Xoo raxST and raxA genes showed full AvrXA21 activity but not with
raxST alone (data not shown), suggesting that AvrXA21 modification and secretion
may be a sequential process requiring both the raxST and the RaxA gene products
or that the activity or stability is altered in the absence of RaxA.

Importantly, these results suggest that the core AvrXA21 molecule is conserved
among different species, a key component of the definition of a PAMP. Nonetheless,
the requirement for raxST and raxA suggests that XA21-mediated recognition of
the AvrXA21 molecule requires a specific TOSS inner membrane protein (RaxA)
and/or a post-translational modification, sulfation, that is likely catalyzed by the
putative sulfotransferase, RaxST (Goes da Silva et al., 2004). There are many exam-
ples of post-translational modification affecting extracellular recognition. Typically,

Table 1 Comparison of lesion lengths on rice leaves. The data are averages from 10 scored leaves

Pretreatment Xcc
of supernatant PXO99 raxST− Xcc (raxSTAB)

Inoculation raxST−

Lesion length a 1.3 ± 0.43 10.1 ± 5.2 10.0 ± 4.8 1.8 ± 0.8
a cm, average ± standard deviation
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sulfated molecules are directed outside of the cell to serve as modulators of cell–
cell interactions (Bowman et al., 1999). A notable example pertinent to agriculture
is sulfation of the Sinorhizobium meliloti Nod factor that is required for specific
recognition by its host alfalfa (Roche et al., 1991). In plants, tyrosine sulfation of
phytosulfokine is required for recognition by the phytosulfokine receptor kinase, a
plasma membrane RLK for proliferation of plant cells (Matsubayashi et al., 2002).

The other element of the definition of a PAMP is that it is essential for the
pathogen. The fact that the core of AvrXA21 appears to be conserved in Xcc sug-
gests that the molecule(s) has a function that makes it selectively advantageous.
In addition, while we did not observe differences in virulence in the raxSTAB and
raxC knockout strains under controlled conditions, in a field study, 37 Xoo Korean
strains lacking AvrXA21 activity appeared to have reduced fitness (Choi, 2003). An
additional study showed that Xoo strains that lost AvrXA21 activity did not persist
at the same field site into the next season suggesting that these strains were at a
competitive disadvantage (C.M. Vera Cruz, personal communication). These results
suggest both that the core AvrXA21 molecule is conserved between Xoo and Xcc
and that loss of AvrXA21 results in a fitness cost to Xoo. Therefore, AvrXA21, the
detection of which by PRR XA21 confers dominant resistance, shares characteris-
tics of PAMPs and Avr proteins.

5 Cell Density Dependent Expression of Rax Genes

What is the function of AvrXA21? Like other living organisms, bacteria have devel-
oped multiple systems for responding to environmental variation, such as changes
in temperature, osmolarity, pH, nutrient availability, and even population size. Two-
component systems, composed of histidine kinases (HK) and response regulators
(RR), have an important role in environment sensing. Phosphorylation of the RR
by the HK regulates gene expression and governs the response to an environmental
stimulus (Charles et al., 1992). Bacteria themselves produce some stimuli. In a pro-
cess called quorum sensing (QS), small molecules serve as signals to recognize cell
population, leading to changes in expression of specific genes when the signal has
accumulated to some threshold concentration (Fuqua, et al., 1994). QS molecules
regulate their own expression and are also called autoinducers (Waters et al., 2005).

Preliminary studies using the raxST promoter in front of GFP suggested that
rax gene expression may be dependent on cell density (data not shown). To test
this more thoroughly, the wild-type strain (PXO99) was cultured for 72 hours and
then diluted. The diluted cultures were returned to the incubator and, as they grew,
aliquots were removed for RNA isolation. Gene expression was measured using
real-time quantitative PCR and primers specific for the following four rax genes,
one in each operon: raxST, in raxSTAB (Fig. 3); raxP, in raxPQ; raxR, in raxRH;
and raxC (data not shown). Remarkably, the expression of all four rax genes was
only observed in the wild-type strain at high cell densities; whereas, levels of a
ribosomal RNA were unaffected. We also observed rax gene expression in a strain
constitutively expressing RaxR. Figure 3 shows that the density dependence of rax
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Fig. 3 Cell-density-dependent expression of the raxST gene. Cultures of wild-type (circles) and
raxR constitutive expression mutant (PXO99raxR− /pML122raxR: squares) strains were grown to
saturation in NB media for 72 hours at 28 ◦C (cell density at OD600 ≥ 1×108 colony forming units
(CFU)/mL and then diluted to 1×105 CFU/mL. We measured expression of the raxST gene (closed
symbols, solid lines) by preparing RNA from samples at various cell densities after dilution and
performing real-time quantitative PCR with three primers pair corresponding to different region of
the gene. Ribosomal RNA (open symbols, dashed lines) in wild-type and the mutant strains were
used as a control. Percent expression at each cell density was calculated relative to the copy number
of the sample at 1 × 105. Data are from one of two independent experiments. Expression is high
at 105 CFU/ml because the strains were grown to high density and diluted, i.e., the bacteria in this
sample behave as if they are still at high density

gene expression in the raxR overexpressing strain is partially lost. This result indi-
cates that RaxR is involved in regulation of the density-dependent expression of
the rax genes, including itself. This auto-induction is consistent with a roll of the
product of the rax gene pathway, namely AvrXA21, in QS (Waters et al., 2005).

The characteristics of the Xoo rax-genes suggest a QS system with features sim-
ilar to that typically found in Gram-positive bacteria; thus, the AvrXA21 QS system
represents a novel class of QS in Gram-negative bacteria. Oligpeptides are the pre-
dominant signaling molecules for genetic competence in Bacillus substilis (Tortosa
et al., 1999), virulence in Staphylococcus aureus (Novick et al., 1999), and the pro-
duction of antimicrobial peptides, inducing bacteriocins and lantibiotics, in lactic
acid bacteria (Risoen et al., 2000; Kleerebezem et al., 1997). As QS molecules,
these peptides also activate their own expression and have been given the name auto-
inducible peptide (AIP). AIPs are known to be a secreted by ABC-transporters that
are similar to RaxB and are sensed by two-component systems. Significantly, while
QS via two-component systems is not unique to Gram-positive bacteria, secretion
of the putative AvrXA21 peptide by a TOSS would be the first described occurrence
of an AIP in Gram-negative bacteria.

In summary, our data suggest that the AvrXA21 PAM is a secreted peptide, and
hint that the biological function of the AvrXA21 PAM is as a QS signal molecule, the
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production of which is regulated in a cell-density-dependent manner in the Gram-
negative bacteria, Xoo, by a two-component system. Thus, the rice XA21 PRR
effectively eavesdrops on the AvrXA21-mediated molecular conversation among
Xoo, using AvrXA21 as an indicator of the presence of a pathogenic bacterial
population of significant size and leading to plant responses that effectively halt
infection (Fig. 1). Sequence analysis of the genomes of several phytopathogenic
bacteria that are similar to Xoo reveals the abundance of the rax classes of molecular
components. Xoo, Xcc, Xanthomonas axonopodis pv. citri, and Xylella fastidiosa
each possess genes for approximately 30 two-component systems together with
three to five TOSSs that, like RaxB, are predicted to transport peptides. Further-
more, it is apparent that X. fastidiosa does not use TTSS for pathogenesis because
genome analysis has revealed the absence of these components in this bacterium.
Rather, X. fastidiosa contains TOSS genes similar to raxA, raxB, and raxC as well
as sequences encoding as many as 10–12 peptides that are candidates for secretion
(C. Dardick and P.C. Ronald, unpublished results). These observations highlight that
the interactions among phytopathogens, their hosts, and the environment are more
sophisticated than currently recognized.

Our data suggesting that the function of the AvrXA21 pathogen-associated
molecule is a QS signaling molecule may present a critical clue to answering the
question, why is AvrXA21 maintained in Xoo regardless of its use for detection
by a host protein? Based on others’ results that suggest decreased fitness of rax
mutants, AvrXA21 may be essential for Xoo as a signal molecule for cell–cell com-
munication. We carefully hypothesize that Xoo may use QS to coordinate infec-
tion and production of virulence factors. QS has global effects on bacteria growth,
survival, and interactions with eukaryotes as QS-responsive genes compose up to
10% of the Pseudomonas aeruginosa trascriptome (Wagner et al., 2003). In that
report, a large portion of QS-promoted genes code for membrane proteins and pro-
tein export apparatuses involved in secretion of virulence factors. A relationship
between QS and virulence has also been described for the human pathogen Vibrio
cholerae (Miller et al., 2002). Interestingly, in another case a host can produce QS
mimic molecules that interfere the QS regulated behaviors of the infecting bacteria
(Teplitski et al., 2004). However, given the abundance of other QS peptides and
small molecules such as bacteriocins and lantibiotics in the host vicinity, it will
not be surprising if these peptides are shown to play a role in the interaction of
other bacteria with their hosts. In principle, recognition of TOSS elicitors could be
exploited to generate new types of specific and environmentally benign pesticides
from those elicitors.

6 Perspective

The data presented here as well as results of others in recent years establish that
there is not a clear dichotomy between PAMP recognition and Avr recognition;
rather, plant innate immunity functions as a continuum between the two general
types (Table 2) (Sun et al., 2006).
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Table 2 General characteristics of PAMPs (pathogen-associated molecular patterns) and the PRR
(pathogen recognition receptors) responsible for their recognition as opposed to the features of
Avr (avirulence) proteins and their corresponding PRR proteins. Characteristics of AvrXA21 and
XA21 are shown in bold if they appear to be unique compared with known systems

PAMP·PRR General
characteristics

AvrXA21·XA21
characteristics

Avr·PRR General
characteristics

PAMP (e.g., flagellin)

- Conserved among
diverse species

- Required for lifecycle

- Not typically actively
secreted

AvrXA21

- Strain specific

- Activity is regulated in a
cell-density dependent by a
two-component system

- Activity requires
modification enzymes

- Synthesized in absence of
plant host (thus part of
lifecycle)

- Absence compromises
virulence in field

- Secreted by TOSS

Avr (e.g., AvrRpt2)

- Strain specific

- Many synthesized only in
presence of host

- Absence compromises viru-
lence

- From bacteria, secreted by
TTSS

PRR (e.g., FLS2)

- Extracellular,
(intracellualr recognition
only shown in animals)

- Recognition and
response does not lead to
resistance in most cases

XA21

- Recognition likely
extracellular

- Confers dominant resistance

PRR (e.g., Rps2)

- In dicots, recognition is
mostly intracellular.

- Confers dominant resistance

PAMPs have been defined as being derived from conserved structures required
for pathogen function; whereas, Avr factors are thought to be maintained by spe-
cific strains as virulence factors. The features of AvrXA21 form a hybrid between
these two categories. The AvrXA21 molecule appears to be conserved in Xcc, but
sulfation seems to provide specificity to the system, just as flagellin recognition
by rice is modulated by glycosylation (Taguchi et al., 2003, 2003). Further evi-
dence that plant-recognized PAMPs are not entirely conserved comes from a recent
paper showing that sequence variation in Xcc flagellin modulates FLS2-dependent
pathogen recognition by Arabidopsis (Sun et al., 2006). Also, compromised vir-
ulence and survival of avrXA21− strains in the field is consistent with a crucial
role for AvrXA21 in Xanthomonad quorum sensing. On the other hand, AvrXA21
and XA21 fulfill the standard gene-for-gene model of the dominant resistance gene
interacting with the bacterial virulence factor as well. Thus, AvrXA21 has features
that are similar to both PAMPs and other Avr’s. For this reason, we propose the
terminology pathogen-associated molecule (PAM) to describe both PAMPs and Avr
factors.
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The fusion of PRR recognition of Avr and PAMP classes proposed here has
implications for the mechanism of plant innate immunity. Recognition of PAMPs
by the animal innate immune system has been proposed to act as guide for the
adaptive immune system as to the nature of the infecting pathogen (Medzhitov
et al., 1997). There is not an obvious need for such a function in plants since each
receptor can be tied to a specific response through signal transduction. Nonethe-
less, it is clear that the plant innate immune system recognizes both conserved and
less conserved molecules. As articulated by Ausubel in 2005, the fact that plant
responses to PAMPs often do not lead to resistance may be due to evolutionary
selection for plant innate immune perception to require “priming” or “two-hits”
so that resources are not unnecessarily wasted in responding to nonpathogenic or
small populations of bacteria. In such a model, PAMP perception constitutes an
early warning, and indeed pretreatment with lipopolysaccharide or flagellin-derived
peptide leads to resistance to subsequent treatments with normally pathogenic bac-
teria (Erbs et al., 2003; Sun et al., 2006; Zipfel et al., 2004). However, it may be
that the necessity for the factor that primes the plant innate immune system to be
a PAMP rather than an Avr molecule is simply a matter of experimental history.
Because they are less useful in an agricultural context, we have not looked for PRRs
and corresponding Avr molecules that do not lead to significant resistance. Though
the XA21D receptor, which confers only partial resistance (Wang et al., 1998), may
be such a molecule. Conversely, as mentioned above, FLS2-dependent resistance
to bacteria that express flagellin has also been observed (Zipfel et al., 2004). Phys-
iologically relevant experiments in diverse genetic backgrounds may lead to fur-
ther evidence that responses mediated by PRRs for both more and less conserved
PAMs (i.e., PAMPs and Avr’s) are also part of a continuum, with some function-
ing more often in priming and others more often leading to resistances. Already
among described Avr PRRs there is a diversity of strengths, with some leading to
super-resistance (Greenberg et al., 2004). Thus, in possessing receptors for more
conserved molecules, it may be that plants are simply taking advantage of the con-
served nature of PAMPs as targets for recognition, rather than making a functional
distinction in terms of responses.

Several examples support the idea that plants gain a selective advantage by mak-
ing use of a variety of strategies for pathogen recognition beyond the classes of
molecules that have typically been discussed (Chisholm, 2006; Dangl, 2001), both
in terms of the PAM detected and the cognate PRRs. AvrXA21 is currently the only
known PAM that is secreted by a TOSS. Until recently LRRs constituted the only
signal recognition domain described for a cloned PRR RLK; however, a recently
cloned RLK conferring rice blast resistance, PID2, breaks from this by possessing
an extracellular lectin-binding domain (Chen et al., 2006). Moreover, sequence anal-
yses suggest that RLKs and RLPs with other, diverse extracellular binding domains
are also involved in plant innate immunity (Dardick et al., 2006; Shiu et al., 2003).
Similarly, plants appear to use other entirely different classes of molecules as PRRs
as well. Indeed, the first cloned PAMP high-affinity binding site was the soybean
�-glucan elicitor binding protein (Umemoto, 1997). Localized to the extracellular
side of the cell membrane and containing two glucan binding sites, it is predicted to
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be tethered to the membrane via interactions in a receptor complex (Mithofer, 2000).
Yet another perception strategy is represented by Xa27, which codes for a novel
defense protein the promoter of which serves as the PRR by directly or indirectly
interacting with the cognate nuclear-localized AvrXA27 type III effector (Gu, 2005).

In conclusion, our recent results suggest that the AvrXA21 PAM is a TOSS-
dependent secreted peptide that represents a new family of signaling molecules for
QS via a two-component system. Although QS molecules are known to be widely
conserved and essential for bacterial communication, they have never before been
shown to trigger innate immune responses. Our continuing work to identify the
AvrXA21 molecule and understand the physical basis of its recognition may allow
identification of similar PAMs from plant and animal pathogens and their cognate
host receptors.
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Unraveling the Genetic Mysteries of the Cat:
New Discoveries in Feline-Inherited Diseases
and Traits

Leslie A. Lyons

Abstract The domestic cat is one of man’s most beloved species, living in house-
holds as companions, working on farms for vermin control, and co-habitating in
urban environments as semi-feral occupants. Advances in veterinary medicine pro-
vide health care and diagnostics for the domestic cat on a comparable level to
humans. Fancy breeds result in the selection of aesthetically pleasing traits and,
sometimes, undesired health conditions, both of which can be useful as models for
human development, physiology, and health. Reproductive techniques have allowed
research in the cat to expand into cloning studies and genomic tools are assisting the
cat with the same research scrutiny as the more prominent research animal models,
rodents and humans. This chapter explores the genetic mysteries of the cat and pro-
vides a current state of the union for cat genetic research.

Cat \’kat\ – a long domesticated carnivorous mammal that is usually regarded
as a distinct species though probably ultimately derived by selection, among the
hybrid progeny of several small Old World wildcats that occurs in several varieties
distinguished chiefly by length of coat body and presence or absence of tail and that
makes the pet valuable in controlling rodents and other small vermin but tends to
revert to a feral state if not housed and cared for (Webster 3rd New International
Dictionary).

1 Cat Phenotypes

The domestic cat is one of 36 extant species of felids (Kitchener, 1991; Seidensticker
and Lumpkin, 1991; Sunquist and Sunquist, 2002), grouping with four other Old
World wildcat species in the domestic cat “Felis” lineage, including, Felis bieti, the
Chinese desert cat, Felis margarita, the sand cat, Felis nigripes, the black-footed cat,
and Felis chaus, the jungle cat (Johnson et al., 2006). Two additional wildcats, the
European wildcat, Felis silvestris, and the African wildcat, Felis libyca, are usually
considered separate species and distinct from the domestic cat. However, these two
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wildcats produce fertile hybrids with domestic cats and the speciation of these three
cats remains a mystery, as genetic studies have not yet been able to focus on their
recent divergence. Many other sub-species of European, Asian, and African wildcats
have been described; however, the true origins and the number of domestication
events that led to the domestication of the cat has not been resolved and also remain
a mystery.

The term “domesticate” has various definitions, including “to adapt to life in
intimate association with and to the advantage of man.” Signs of domestication
include docility, retention of juvenile features, smaller brain size, raised tail car-
riage, droopy ears, and pelage coloration, fur types, and morphologies that would
likely have a selective disadvantage in the wild (Hemmer, 1972, 1976, 1978, 1990;
Kukekova et al., 2006; Wayne, 1986). Cats have been recognized to have “seven
ancient mutations” that were evident before the advent of breeds (Wastlhuber, 1991).
These mutations, melanism, dilution, long fur, orange, white spotting, the classic
tabby markings, and dominant white, all affect pelage coloration or length and were
likely the focus of early phenotypic selections by humans (Fig. 1). Many studies
have examined the distribution of coat colors in various populations throughout the
world, which revealed a “cline” of color variation frequencies across the Old World
(Clark, 1975; Davis and Davis, 1977; Todd and Lloyd, 1984; Todd et al., 1974,
1975; Wagner and Wolsan, 1987). These same phenotypic mutations segregate in
a variety of modern cat breeds (Robinson, 1991; Vella et al., 1999). The genes
controlling these cat phenotypes and their associated mutations are presented in
Table 1. Two of the mutations, dominant white and long fur, are yet to have direct
scientific study in the cat, but candidate genes such as KIT (Brooks and Bailey, 2005;
Cooper et al., 2006; Johansson Moller et al., 1996; Marklund et al., 1998; Terry
et al., 2001) and fibroblast growth factor 5 (FGF5) (Housley and Venta, 2006;
Sundberg et al., 1997) have been shown to cause similar phenotypes in other species.
The mutations for melanism and dilution have been determined (Eizirik et al., 2003;
Ishida et al., 2006); however, only genes or genetic regions have been implicated for
orange, white spotting, and tabby (Cooper et al., 2006; Grahn et al., 2005; Lyons
et al., 2006).

The advent of the cat fancy in England during the late 1800s fostered the develop-
ment of cat breeds (CFA, 2004). Although over 50 cat “breeds” can be demarcated
by breeders today (Morris, 1999a b), many of the cat breeds are single gene vari-
ants of a parent breed and hence these different breeds are considered “variants” or
“classes” in one cat fancy association or a distinctive breed by a different cat fancy
association (http://www.cfainc.org/ and http://www.tica.org/). For example, Exotic
Shorthairs are a short-haired variety of Persians, long hair being the recessive trait.
Himalayans are “pointed” Persians, often representing a color class or variety. One
breed that had early recognition by the cat fancy is the Siamese. These cats have
a distinctive temperature-sensitive pattern to their coloration; melanin is produced
where the cats body temperature is lower. Hence, the “points” of a Siamese cat is a
result of proper color production at the extremities, including the face, ears, paws,
and tail. A close cousin to the Siamese, the Burmese, has a less-severe temperature-
sensitive color restriction; hence lower production of eumelanin occurs, resulting in
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Fig. 1 The seven ancient mutations of the cat: (a) wild type, (b) melanism, (c) dilution, (d)
long fur, (e) white spotting, (f) classic tabby, (g) orange, and (h) dominant white. The recessive
non-agouti mutation changes wild type to melanistic. The recessive dilution mutation affects all
pigment, presented is a melanistic cat that is diluted to blue, a.k.a. gray. Long fur is recessive and
is independent of coloration. White spotting is dominant and additive. Heterozygotes have ventral
white as presented but homozygotes display coloration mainly at the ears and tail. Orange affects
all pigments, producing an orangish hue, a.k.a. red or ginger. Dominant white is independent of
background coloration and is associated with deafness and blue or odd-eyed color

a sable-colored cat. The mutations for Siamese, Burmese, and complete albinism
have been identified (Imes et al., 2006; Lyons et al., 2005b) and form an allelic
series, C > cb = cs > c at the Color locus, which codes for the gene, tyrosinase
(TYR). Brown color variants also segregate or are fixed in many cat breeds. The DNA
mutations for black, brown (chocolate or chestnut), and light brown (cinnamon or
red) have been identified (Lyons et al., 2005a) in the gene tyrosinase-related protein
(TYRP1), also forming an allelic series, B > b > bl . Many other single gene traits
distinguish the extant cat breeds; however, brown variant phenotypes are recognized
in the wildcat species, as is melanism, tabby pattern variants, and long fur. Thus
these four loci may represent the most “ancient mutations” in the cat. Phenotypes
that are becoming more frequent in cat breeds, such as silver, golden, and caramel,
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Table 1 The seven ancient and coat color mutations in the domestic cat

Locus Phenotype Mutation Reference

Agouti A- = banded fur, aa = melanism del122-123 4
Dilution D- = wild type, dd = bluish grey T83del 13
Long fur L- = short, ll = long fur Unknown None
Orange O = orange, o = wild type Unknown (Grahn et al., 2005)
Dominant white W- = all white, w = wild type Unknown None
White spotting SS = high white, Ss = bicolor, (Cooper et al., 2006)

ss = wild type Unknown
1Tabby Ta- = no pattern, tb tb = blotched Unknown (Lyons et al., 2006)
Brown B- = wild type, bb or 15

bbl = brown,
blbl = light brown

b = C8G
bl = C298T

Color C- = wildtype, cbcb or 12, 16
cbc = sable, cb = G715T

cbcs = Tonkinese,
cscs OR csc = pointed,

cs = G940A

cc = albino c = C975del
1Additional alleles such as mackerel and spotted are recognized at the tabby locus; however, multi-
ple genes are considered for the tabby phenotypes. Loci in bold are the “seven ancient mutations.”

could also represent variation seen in wildcats, but these colorations were not as
popularized in the early breeds.

Although cat breeds are beautiful aesthetic pleasures, the usual population
dynamics associated with any animal breed development, including selection,
population bottlenecks, reduced migration, inbreeding, founder, and popular sire
affects, can lead to the increase of frequency of many undesirable traits and
health conditions within the small breed populations. Thus, the domestic cat
has become an important model for inherited diseases that are also found in
humans. Combining the cat’s importance in human health, comparative genomics,
and evolutionary studies (http://www.genome.gov/Pages/Research/Sequencing/
SeqProposals/CatSEQ.pdf), the National Institutes of Health – National Human
Genomics Research Institute (NIH-NHGRI) has not only supported the pro-
duction of a low coverage, 2×, sequence of the cat genome, which is publicly
available, but an additional 7× coverage has been scheduled for completion
(http://www.genome.gov/19517271), which will provide a deeper coverage draft
sequence of the cat within the coming years.

2 Cat Diseases

Over 277 disorders have been documented in the cat that have been shown to have
a heritable component in other species and at least 46 have been suggested as single
gene traits (http://omia.angis.org.au/).To date, the phenotypic and disease mutations
that have been identified in the cat, Table 2, have benefited from the candidate gene
approach, as similar traits had been previously identified in other species and the
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Table 2 Genetic diseases and coat color traits in the cat with identified mutations

Disease/coat color Gene Mutation Breeds References

AB Blood Type (type B) CMAH 18indel-53 All breeds 2
Gangliosidosis 1 GBL1 G1457C Korat, Siamese 3
Gangliosidosis 2 HEXB 15bp del (intron) Burmese Up
Gangliosidosis 2 HEXB inv1467-1491 DSH 18
Gangliosidosis 2 HEXB C667T DSH (Japan) 14
Gangliosidosis 2 HEXB C39del Korat 21
Gangliosidosis 2 GM2A del390-393 DSH 19
Glycogen storage
disease IV

GBE1 230bp ins 5′ – 6kb
del

Norwegian forest Up

Hemophilia B F9 G247A DSH 9
Hemophilia B F9 C1014T DSH 9
Hypertrophic
Cardiomyopathy

MYBPC G93C Maine Coon 20

Lipoprotein lipase
deficiency

LPL G1234A DSH 8

Alpha mannosidosis LAMAN del1748-1751 Persian 1
Mucolipidosis II GNPTA C2655T DSH 7
Mucopolysaccharidosis I IDUA del1047-1049 DSH 10, 11
Mucopolysaccharidosis VI ARSB T1427C Siamese 24
Mucopolysaccharidosis VI ARSB G1558A Siamese 25
Mucopolysaccharidosis VII GUSB A1052G DSH 5
Muscular dystrophy DMD 900bp del M

promoter - exon 1
DSH 23

Niemann-Pick C NPC G2864C Persian 22
Polycystic kidney disease PKD1 C10063A Persian 17
Pyruvate kinase deficiency PKLR 13bp del in exon 6 Abyssinian Up
Spinal muscular atrophy LIX1 140kb del,

exons 4-6 Norwegian forest 6
‘Up’ are mutations that are unpublished to date.

genes and mutations were known. Although one of the first traits to be mapped to
a particular chromosome in any species was the sex-linked orange coloration of the
cat (Ibsen, 1916), the first autosomal trait linkage in the cat was recognized in 1986
(O’Brien et al., 1986) between the polymorphisms for hemoglobin and the Siamese
pattern caused by mutations in tyrosinase. Two of the earliest DNA mutations iden-
tified in the cat were in 1994. A promoter mutation in the gene that causes Duchene
muscular dystrophy (DMD), dystrophin, was identified in cats with muscular dystro-
phy (Winand et al., 1994) and a cat mutation was identified in beta-hexominidase A
(HEXB) for a well-known lysosomal storage diseases (LSD) in humans, Sandhoff’s
disease (Muldoon et al., 1994). Several additional inborn errors of metabolism or
LSDs have been identified (Table 2) and are maintained as research colonies at the
University of Pennsylvania, leading to the establishment of one of the finest com-
parative genetics programs in veterinary medicine. Several breeds, such as Korats
and Persians, have more than one metabolism defect, and the MPS VI group of cats
are compound heterozygotes for mutations in ARSB (Crawley et al., 1998). Sev-
eral feline lysosomal storage disease models have matured and advanced to gene
therapy trials for the condition, pioneering efforts to provide corrective measures
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that will be of benefit to humans with the same conditions (for reviews see Casal
and Haskins, 2006; Desnick et al., 1982; Haskins, 1996; Haskins et al., 2002). The
mutations for several types of LSDs have been identified and different therapeutic
strategies have been tested in afflicted cats, including enzyme replacement therapy
(ERT), heterologous bone marrow transplantation (BMT), and gene therapy. Local-
ized ERT in the joint space has successfully N-acetylgalactosamine-4-sulfatase
deficiency in the MPS VI feline model (Auclair et al., 2006). Adeno-associated
virus vectors containing the normal cDNA of alpha-mannosidase have been used
to intracranially administer corrected enzymes in successful therapeutic trials for
cats with mannosidosis, an LSD that attacks the central nervous system (Vite
et al., 2005). Several feline disorders, including the mannosidosis, mucolipidoses
II, and MPS VI cats, have all been models for BMT (Dial et al., 1997; Haskins
et al., 1984; Simonaro et al., 1999), which have been some of the earliest attempts
to corrective therapies. Thus, as the genetic causes of feline diseases are identified,
many are translating into therapeutic models to correct both the feline and the human
homologous diseases.

Approximately 16 different genes account for the 22 mutations causing diseases
in cats. However, only eight disease-causing mutations (Table 2) are segregating in
cat breeds and not maintained only in research colonies. Two of the most prevalent
mutations cause cardiac and renal disease. Hypertrophic cardiomyopathy (HCM) is
a heterogeneous cardiac disease that has been recognized is several breeds, includ-
ing Bengals, Ragdolls, and Sphynx; however, HCM is scientifically documented as
heritable only in the Maine Coon cat (Kittleson et al., 1999). A mutation in myosin
C binding protein (MYCBP) is highly correlated with clinical presentation of HCM
in the Maine Coon cat (Meurs et al., 2005) and is considered the causative mutation.
Although the frequency of the disease has not been clearly established for the Maine
Coon breed, combined with echocardiogram evaluations, an active genetic typing
program is assisting the reduction of this disease within the Maine Coon breed. The
same mutation has been evaluated in other breeds with HCM but, as in humans,
HCM appears to be heterogenic in cats and the mutation is not correlated with dis-
ease in other breeds (K. Meurs, personal communication, L. Lyons, data not shown).

Other diseases found in the cat, such as polycystic kidney disease (PKD) in
Persian cats, have benefited from a combined genetic linkage analysis and can-
didate gene approach (Lyons et al., 2004; Young et al., 2005). Feline PKD was
first clinically described as an autosomal dominant inherited trait in 1990 (Biller
et al., 1990, 1996). Persian cats are the most popular breed worldwide, and together
with other breeds that use Persians as a parent breed (Exotics and Himalayans)
or for outcrosses (Selkirk Rex, Scottish Folds and American Shorthairs), Persians
represent nearly 60% of the cats in the cat fancy. Approximately 38% of Persians
have PKD worldwide (Barrs et al., 2001; Barthez et al., 2003; Cannon et al., 2001),
making PKD the most common inherited disease in the domestic cat. PKD affects
600,000 people in the US alone, and 12.5 million worldwide. There are more people
afflicted with PKD than cystic fibrosis, muscular dystrophy, hemophilia, and Downs
syndrome and sickle cell anemia combined. Over 90% of PKD is heritable. More
than 60% of the individuals with PKD develop kidney failure, or end-stage renal
disease (ESRD). Patients with ESRD are generally on dialysis for approximately
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7 years, significantly lower than their life span (see reviews in Sessa et al., 2004;
Tahvanainen et al., 2005). Feline and human PKD have similar clinical features
(Eaton et al., 1997; Pedersen et al., 2003). Over 95% of cats with PKD will develop
renal cysts by 8 months of age, which can be accurately determined by ultrasound.
Depending on disease severity, cats can live a normal lifespan, 10–14 years, with
PKD, or succumb within a few years of onset; similar disease variation and pro-
gressions are also seen in humans. Ultrasonographic identification of renal cysts
allowed the accurate ascertainment of large pedigrees of Persian cats with PKD.
In humans, two genes are responsible for a majority of PKD, PKD1 and PKD2.
Although PKD1 may present more severely, the clinical presentations are not dis-
tinctive and can only be determined by mutation analyses. Approximately 85%
of cases are caused by mutations related to the PKD1 gene, while the remaining
15% are attributed to the PKD2 gene (Peters et al., 1993). The two major genes
produce very large transcripts and because limited domestic cat genetic sequence
was available, a linkage analysis was first conducted to implicate a candidate gene
for feline PKD prior to a candidate gene approach (Young et al., 2005). Once a
cat microsatellite marker showed significant linkage to the region of the cat genome
with PKD1, a gene scan identified a C10063A transversion that changes an argenine
to an OPA stop codon, which should disrupt approximately 25% of the polycystin-1
protein (1).

Twenty-one mutations have been identified in the cat that cause diseases, four
coat color loci represent an additional seven mutations, and a blood group mutation
produces the Type B cat. Cats have even been shown to lack a “sweet tooth” due to
the pseudogenization of Tas1r2 sweet receptor gene (Li et al., 2006; Li et al., 2005).
Veterinary medicine has identified over 277 traits that could be heritable conditions
in the cat and many have been well documented. The identification of several addi-
tional mutations should be on the horizon as active linkage studies have implicated
genes or genetic regions for white spotting, tabby, orange, progressive retinal atro-
phy in the Persian and the Abyssinian, and a craniofacial defect in the Burmese.
Improved genetic resources will expedite mutation discoveries for the single gene
traits of the cat.

3 Feline Genetic Resources

Early chromosome banding studies of the domestic cat revealed an easily dis-
tinguishable karyotype consisting of 18 autosomal and the XY sex chromosome
pair, resulting in a 2N complement of 38 cat chromosomes (Wurster-Hill and
Gray, 1973). The traditional groupings of chromosomes into alphabetic groups
based on size and centromeric position has only relatively recently been renamed to
more standard nomenclature for the cat (Cho et al., 1997). Basic light microscopy
and giemsa banding also showed that domestic cats have a chromosomal archi-
tecture that is highly representative for all felids and even carnivores (Modi and
O’Brien, 1988). Only minor chromosomal rearrangements are noted amongst the
36 extant felids, most noticeably a robertsonian fusion in the South American ocelot
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lineage leads to a reduced complement, 2N = 36 (Wurster-Hill and Gray, 1973).
The variation of chromosomal sizes allowed for the easy development of chromo-
some paints by flow sorting (Wienberg et al., 1997). Chromosome painting tech-
niques supported early somatic cell hybrid maps in that the cat appeared to be
highly conserved in chromosomal arrangement to humans, specifically as com-
pared to mice (Stanyon et al., 1999). Hence, chromosome painting gave an excel-
lent overview of cat genome organization, which greatly facilitates candidate gene
approaches since the location of particular genes can be anticipated in cats from
comparison with the genetic map of humans.

The low-resolution genetic comparisons provided by chromosomal studies have
been augmented and complimented by medium resolution genetic and radiation
hybrid maps of the cat. The current 5,000 Rad radiation hybrid map of the cat
consists of 1784 markers (Menotti-Raymond et al., 2003a; Murphy et al., 2006,
1999, 2000) and the interspecies hybrid-based linkage map contains approximately
250 microsatellite markers (Menotti-Raymond et al., 2003b, 1999) that are affective
for the initiation of linkage studies in families segregating for phenotypic traits.
The linkage map is due for updating, which is likely in the coming year; however,
already available linkage maps have assisted targeted candidate gene approaches, as
seen for PKD (Young et al., 2005), linkage analyses for Tabby (Lyons et al., 2006),
white spotting (Cooper et al., 2006) and Orange (Grahn et al., 2005), and the genetic
map has led to the first disease gene isolated by positional cloning, LIX1, which
causes spinal muscular atrophy in the Norwegian forest cat (Fyfe et al., 2006;
He et al., 2005). Updated maps, deeper genomic sequence, and the RPCI-85 cat
BAC library (http://bacpac.chori.org/) should provide sufficient and highly efficient
genetic resources for future genetic studies in felids.

4 Reproductive Technologies

Even with limited genetic resources, the domestic cat has become the focus of
research technologies that use reproductive methods to manipulate the cat genome.
Although gene knock-outs for cat allergens have only been proposed, the cur-
rently available “hypoallergenic” cats have been developed by natural breeding
methods (http://www.allerca.com/). However, cloning of the cat by either nuclear
or chromatin transfer has been successful and even commercialized. To date, sev-
eral domestic cats and the African wildcat have been successfully cloned (Gomez
et al., 2004; Shin et al., 2002). At least one company has used client-provided mate-
rials to clone a pet as a commercial adventure (http://www.savingsandclone.com/).
Clients are now asking veterinarians to collect viable cells as sample from their
cats and send them to cloning companies for the eventual use of cloning the donor
cat. Cat cloning has exemplified important aspects regarding this highly contro-
versial topic. The first cloned cat, CC, was cloned from a calico cat, a female cat
(Rainbow) that had white spotting and different alleles at the Orange locus on the
X chromosome. The cloned cat, CC, did not express the orange allelic variants;
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hence, X-inactivation did not get reprogrammed during the cloning process. This
event highlights two important concepts: (1) researchers still do not recognize or
understand all the normal biological processes during embryo development and (2)
cloned animals can definitely look different that the original, donor individual. The
successful cloning of the African wildcat potentially opens avenues for the reintro-
duction of the genetics of individuals that have been lost to conservation breeding
programs, such as animals that have been sterilized or are too old or unhealthy to
breed. However, domestic cat eggs were used for the cloning of the African wildcats,
hence their mtDNA is not representative of the endangered species. But overall,
cloning may provide unexpected opportunities in conservation, or perhaps in the
replication of individuals with certain phenotypes of interest in research. Represent-
ing the ultimate of an inbred species, a series of clones from the same individual
could foster interesting studies of nature versus nurture.

5 Future of Cat Genetics

Once causative mutations for heritable conditions are identified in cats, felines
become a more important asset to human health. Several inborn errors of
metabolism in cats are already exploring gene therapy approaches. Many murine
models exist for the study of cystogenesis, the hallmark of PKD; however, each
rodent model has its shortcomings. The cat is similar to human autosomal dominant
PKD in several important aspects, including (1) a causative mutation in PKD1,
(2) a similar type of mutation that causes a similar protein disruption, (3) similar
variability in disease progression, (4) cystogenesis in other organs, including the
liver and pancreas, (5) homozygotes for the mutation are lethal, and (6) cats are
intermediate in regard to genetic variation, mimicking human populations and
ethnic groups more closely than inbred strains of mice. None of the rodent models
have a mutation in PKD1 and many lack the other noted aspects that are important
to human drug and gene therapy trials.

Thus, cats can be an alternative and supportive animal model to rodent models
for many heritable conditions because (1) they provide a balance between cost and
efficiency, (2) drug dosages are more easily translated between cats and humans, (3)
the longer life span of the cat allows repeated therapy trials and longer term studies,
(4) cats have strong conservation of biology, anatomy, and physiology to humans,
(5) cats provide a second animal for validation and efficacy, (6) the larger size of the
cat and its organs are more amenable to therapies, and (7) cats are intermediate in
regard to genetic variation, mimicking human populations and ethnic groups more
closely than inbred strains of mice.

The deeper sequencing of the cat genome and the investigation of variation by
resequencing in different cat breeds will allow the cat to leap forward in genetics,
from the analysis of single gene traits to the investigation of more complex traits,
such as asthma, diabetes, and obesity. Cats are notorious for viral infections, hence
the identification of susceptibility and resistance genes for acquired diseases should
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become a mainstay in cat research. The determination of linkage disequilibrium may
assist disease studies in many breeds by potentially lowering the number of markers,
likely SNP-based, that are required for full genome scans in complex trait analyses.
However, many of the common diseases that plague humans, which are found in
cats, will likely be examined in the outbred populations of non-purebred housecats,
as only 10–15% of cats in the US are representatives by a fancy breed, a proportion
that is higher than most other nations (Louwerens et al., 2005).

The available genetic resources for the cat now places the research bottleneck
for felines back to the acquisition of appropriate patients with sufficient cases and
controls. Hence, the primary care veterinarians, the veterinary specialists, and vet-
erinary researchers need to join forces to properly characterize diseases and rou-
tinely collect research materials so that patients are not lost to important studies and
health investigations. The development of the DNA tests for parentage and identi-
fication (http://www.isag.org.uk/), coat colors, and the prominent diseases, such as
PKD and HCM, has encouraged cat breeders to explore genetic research in a more
positive manner and has encouraged their participation in research studies. Foren-
sic applications (Menotti-Raymond et al., 1997a, 1997b, 2005) and mass disasters
have brought to the forefront the DNA profiling of loved ones, including our pets.
For these reasons, more cat breeders are banking DNA sources on their animals
or providing DNA to service and research laboratories. Many veterinary hospitals
and large clinical conglomerates are developing electronic database systems that
could facilitate the identification of proper patients, cases, and controls. Combined
with DNA banking and specialty health care, the veterinary world stands to enhance
the possibilities of complex disease research in the cat by leaps and bounds. Even
though feline origins remain a mystery and “domesticated” may not be the most
appropriate term for the domestic cat, the cat is unlocking its genetic secrets that
explain the cat’s form and function.
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Variation in Chicken Gene Structure
and Expression Associated with Food-Safety
Pathogen Resistance: Integrated Approaches
to Salmonella Resistance

S.J. Lamont

Abstract The use of genetics to enhance immune response and microbial resistance
in poultry is an environmentally sound approach to incorporate into comprehensive
health programs. Many research strategies can be used to investigate the relation-
ship of host genetics with immune response and disease resistance. Gene discovery
to enhance poultry health and food safety should build upon well-defined genetic
populations, cell lines, gene identification, genome maps, comparative genomics,
and analysis of gene expression. Because each investigative approach has its own
shortfalls, the strongest level of confidence comes from the convergence of evidence
from an integrated approach of several independent experimental designs, such as
whole-genome scans, candidate gene analyses, and functional genomics studies, all
supporting the relationship of a specific gene with a resistance or immunity trait.
Defining the causal genes, including genomic location and organization, epistatic
and pleiotropic effects, and the encoded protein function, opens the door for genetic
selection to improve health and also for enhancement of vaccine efficacy and innate
immunity. This chapter reviews the rationale and strategies for uncovering genetic
resistance to food-safety pathogens in poultry and summarizes successes in eluci-
dating the genetic control of host resistance to Salmonella.

1 Rationale and Strategies for Uncovering Genetic Resistance
to Food-Safety Pathogens in Poultry

Comprehensive programs of disease management should include a genetic enhance-
ment approach, along with appropriate use of vaccination and approved therapeutic
antibiotics, and strong biosecurity and sanitation programs. Genetic improvements
are permanent and cumulative, thus they are a long-term, cost-effective, and envi-
ronmentally friendly solution to maintaining bird health (Lamont, 1998; Lamont,
2003). Genetic enhancement of immunity can decrease disease and the need for
pharmaceutical treatments, thus reducing drug residues in food. Genetic selection
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Fig. 1 Use of genetics to improve poultry health and food safety

for resistance to pathogens also often increases the efficacy of vaccine protection
(Fig. 1). More virulent pathogens appear to be emerging and re-emerging, and
spreading globally in animal production systems. Special challenges in infectious
disease control are presented by the concentration of poultry in large production
units or, conversely, the inability to eradicate pathogens from free-range environ-
ments. Enhancing disease resistance by genetic improvements will be beneficial in
a wide range of environments and management situations.

Disease has negative impacts on the economics and welfare of poultry produc-
tion. Of the potential profit in poultry production, 10–15% is estimated to be lost
because of disease (Biggs, 1982). The biological impact of bearing a microbial bur-
den reduces growth and reproductive performance (Klasing and Korver, 1997). This
reduced performance can occur even in typical production environments in which
microbes are present but are not causing clinical disease symptoms.

Zoonotic pathogens, such as E. coli, Salmonella, and Campylobacter, which
cause disease in both animals and humans, present food-safety risks from consump-
tion of contaminated, improperly prepared poultry products. Bacteria with asymp-
tomatic presence in poultry may still be food-borne pathogens that cause disease in
humans (Doyle and Erickson, 2006). Therefore, reduction of microbial burden in
poultry is an important step in pre-harvest food safety. Consumers and the medi-
cal community are increasingly concerned about non-therapeutic use of antibiotics
in food animals and the potential of introducing antibiotic-resistant pathogens into
the food chain. To meet consumer demands and/or regulations, the future use of
antibiotics in animal production is expected to decrease substantially. The identi-
fication of biomarkers associated with immune function can be effectively used to
enhance host resistance to pathogens and thereby reduce disease and pharmaceu-
tical treatments in the live bird and microbial contamination of poultry products
(Lamont, 1998).

Because the immunophysiological networks that control resistance or suscepti-
bility to most diseases are usually complex, resistance is a polygenic trait controlled
by many quantitative trait loci (QTL). With disease resistance being, in essence, a
measure of the bird’s response to perturbations (pathogenic organisms) in its envi-
ronment, the environmental component of disease phenotypes can be very high.
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Heritabilities for overall resistance may be low to moderate, but dividing resistance
into its component properties can identify immune phenotypes that each have mod-
erate to high heritabilities that are amenable to genetic selection.

The complexity of disease resistance genetics has led to many different historical
approaches being taken to improve health in commercial poultry stock. These have
included genetic selection of breeders after pathogenic challenge and assessment
of their relatives (sibs or progeny) for resistance traits, selection on positively cor-
related immune traits such as antibody level to vaccines or other antigens such as
sheep red blood cells (Lamont et al., 2003), and indirect selection on protein markers
(e.g., B blood group antigen for Marek’s disease resistance).

The feasibility of using whole genome scan approaches to identify genomic
regions controlling important biological traits in chickens, including traits related to
disease resistance, has been amply demonstrated (for reviews, see Hocking, 2005;
Abasht et al., 2006). The complete draft sequence of the chicken genome was
recently released (Hillier et al., 2004), along with a companion map of 2.8 million
single nucleotide polymorphisms (SNP) in the genome (Wong et al., 2004). Know-
ing the specific points of genetic variation in the chicken genome will accelerate
identification of the genes that control health in poultry, by studying associations of
the genomic variation with traits of host resistance to disease (Burt, 2005). Recent
advances in genome sequencing and high-throughput genotyping technology have
enabled genome-wide screening for QTL using high-throughput genotyping tech-
nologies.

Molecular markers associated with health traits must be identified in order to
apply marker-assisted selection in breeding programs for enhanced health. These
markers are two general types: within genes or linked to genes. Using linked mark-
ers has the advantages of not needing to know the specific identity or sequence of
any gene; the goal is to localize the positions of resistance QTL in the genome.
Markers closely linked to the causative variation can be effectively used in breeding
programs until the linkage is lost to recombination, and can serve as the foundation
to positionally identify the causative gene and mutation. Whole genome scans with
microsatellites have been successfully used to identify QTL for disease resistance
(e.g., McElroy et al., 2005). The current availability of the dense SNP map in now
shifting investigations from medium-density microsatellite-based genome scans to
high-density SNP-based studies.

Whole-genome scans can be complemented with studies of specific candidate
genes that control resistance traits. These genes may be positional candidates
because of their genomic position (mapping to a QTL location revealed through
a genome scan), or they may be biological candidate genes because of a reported
association with resistance or immunity traits in chickens or other species. Gene
structural variation assessed by SNP has successfully been associated with disease
resistance traits (e.g., Lamont et al., 2002).

Research approaches that evaluate DNA structural variation are powerful but lack
the ability to characterize differences in gene expression, which for many traits may
be the major genetic mechanism that modulates biological performance. Studying



60 S.J. Lamont

gene expression on a large scale has recently become a reality for poultry. The com-
plementary characterization of both genome structural variation and gene expres-
sion differences is a very effective tool to identify genes affecting important traits
and the biological networks involved. Chicken microarrays can be used to assess
changes in gene expression that accompany different infection or resistance states
(Morgan et al., 2001). The genes that show large expression differences are likely
to be involved in some aspect of the relevant pathways, although it is not possible
from these studies to determine whether the expression differences are a cause of,
or a result of, the phenotypic differences in resistance. The convergence of associ-
ations of both structure and expression of the same genes with disease resistance
phenotypes provides additional evidence of an important role of the identified genes
(Liu et al., 2001).

Proteomics, which is currently in early stages of use in poultry, can help to iden-
tify the genes underlying resistance and immunity by profiling the proteins that exist
in specific tissues. Molecular genetics also provides other approaches to improve
poultry health. Genes that encode immune-system proteins, such as cytokines, can
be transferred to expression systems that produce large quantities of pure recombi-
nant protein. These chicken proteins may then be used as natural immune enhancers
or vaccine adjuvants. Production of transgenic poultry that are completely resistant
to specific pathogens offers possibilities for those diseases with single-gene control
(such as viral receptors), but only if there is an increase in the general efficiency of
techniques used to produce transgenic animals and public acceptance of transgenic
animals for food.

The complicated genetic architecture of disease resistance is shaped by variation
in both structure and expression of many genes. Thus, a comprehensive picture of
the genetics of poultry health is obtained only by integrating approaches that com-
bine genome-wide and gene-specific studies of structural and expressional variation.
Each of the individual research approaches to identify markers has special strengths,
as well as limitations, in the type of information that it can yield.

Some genes are expected to control responses that are very specific to the individ-
ual pathogen. However, other genes are likely to function at critical control points
in host defense mechanisms and may have more general beneficial effects, such as
aiding resistance to a whole group of similar pathogens (e.g., intracellular bacteria).
Identifying biochemical pathways that have general effects on resistance proper-
ties will be important, especially in the cases of pathogens of emerging impor-
tance such as Campylobacter, or pathogens that frequently mutate and appear in
new antigenic combinations, such as avian influenza. The major diseases studied
to define host genetic resistance in poultry include Marek’s disease, a viral disease
(Liu et al., 2001; Morgan et al., 2001; Yonash et al., 1999; McElroy et al., 2005),
Salmonellosis, a bacterial disease (Hu et al., 1997; Mariani et al., 2001; Kramer
et al., 2003; Liu and Lamont, 2003; Malek et al., 2004), and coccidiosis, a par-
asitic disease (Lillehoj et al., 1989). As an example illustrating the principles of
eludicating the genetic control of complex resistance traits in poultry, this chapter
reviews the research to determine the molecular genetic control of host response to
Salmonella, a food-safety pathogen.
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2 Genetic Control of Salmonella Resistance in Poultry

Poultry salmonellosis is a food-safety concern and Salmonella enteritidis is a major
food-borne pathogen, accounting for 82% of food-borne salmonellosis (Kramer
et al., 1998). Contaminated eggs are a leading cause of Salmonella food poison-
ing and poultry flocks with high levels of S. enteritidis and contaminated manure
pose the largest threat of egg contamination (Kramer et al., 1998). Understanding
genetic mechanisms controlling bacterial and cellular interactions to decrease bacte-
rial colonization and fecal shedding and manure contamination would significantly
decrease this microbial contamination problem.

Some species of Salmonella bacteria are highly pathogenic in poultry, while other
species cause little response in the host birds, which can then become asymptomatic
carriers. Birds with subclinical salmonellosis can transmit the zoonotic bacteria
into the human food chain. Gast and Holt (1998) showed that chicks infected with
Salmonella immediately after hatching can be persistently colonized to maturity,
when the bacteria are shed vertically to infect table or hatching eggs, or horizontally
to infect other hens. Thus, control of salmonellosis presents special challenges to
the poultry industry.

To establish the feasibility of host genetic approaches to help improve resistance
to salmonellosis, it was first necessary to establish that there was, indeed, a mea-
sure of genetic control over these traits. The heritability of chick mortality after
Salmonella challenge was estimated at 0.14 and 0.62 for sire and dam components,
respectively (Beaumont et al. 1999). Estimated heritability of resistance to cecal
carrier state, measured by enrichment culture, in laying hens was 0.20 (Berthelot
et al., 1998). Heritabilities of the number of bacteria persisting in internal organs
ranged from 0.02 to 0.29 (Girard-Santosuosso et al., 2002). Estimated heritabil-
ity of antibody response to Salmonella ranged widely, from 0.03 to 0.26 (Kaiser
et al., 1997; Beaumont et al., 1999). Measuring antibody response is more econom-
ical and less laborious than measuring bacterial colonization and because vaccine
antibody has a negative genetic correlation with cecal colonization, vaccine antibody
is a useful biomarker to improve resistance to colonization (Kaiser et al., 2002). Her-
itability estimates of various parameters of Salmonella response, therefore, indicate
that genetic selection to improve resistance to salmonellosis is feasible.

As a polygenic trait, many genes are associated with genetic resistance to
Salmonella species. Most genes have an individual effect on the disease phenotypic
variation that is relatively small, often only 3–5% of the total variation, which is con-
sistent with complex control of the disease by many genes. Factors such as genetic
line, population structure, definition of host response (antibody, mortality, systemic,
or enteric colonization), and serovar of Salmonella may result in some variation in
results. However, a generally consistent picture of the existence of genetic control
of host resistance to Salmonella has emerged.

Comparative genomics strategies have been very effectively used to iden-
tify genes controlling salmonellosis resistance in chickens, because response to
Salmonella was previously studied in detail in the mouse as a model organism.
Chicken homologs of major loci controlling natural resistance of mice to infection
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with S. typhimurium were examined as candidate genes. Variation in NRAMP1
(natural resistance-associated macrophage protein 1, now called SLC11A1) and
TNC were shown to account for 33% of the differential resistance in Salmonella-
induced mortality in a backcross population of inbred lines (Hu et al., 1997).
The TNC locus is closely linked to LPS, now known as TLR4, which binds
lipopolysaccharide – a major component of Gram-negative bacteria membranes.
The NRAMP1 association was additionally confirmed for many different specific
traits of host response to Salmonella in other chicken populations (Beaumont
et al., 2003; Kramer et al., 2003; Liu et al., 2003), as was the TLR4 association
(Beaumont et al., 2003; Leveque et al., 2003; Malek et al., 2004).

Success in the comparative genomics approach provided a foundation to select
additional candidate genes to test. Some genes were positional candidates based
upon genomic position, such as CD28 and VIL1 in the NRAMP1 region (Girard-
Santosuosso et al., 1997). The CD28 gene was found to be associated with enteric
Salmonella infection (Malek et al., 2004), and VIL1 with visceral infection (Girard-
Santosuosso et al., 2002).

Involvement in pathways that are hypothesized to be important in host response
to Salmonella has been a source of information for selection of other candidate
genes to study. The product of the MD2 gene interacts with the TLR4 receptor on
the cell surface, and SNPs in MD2 established to be associated with persistence
of Salmonella colonization in the cecum (Malek et al., 2004). The MHC, because
of its crucial role in antigen processing and presentation, has been investigated.
In a series of 12 B-complex congenic lines, line differences occurred in morbid-
ity and mortality after Salmonella challenge (Cotter et al., 1998). Variation in the
MHC class I gene was associated with resistance to Salmonella colonization in
the spleen in an experimental cross (Liu et al. 2002). Genes in apoptotic pathways
include CASP1 and IAP1. A CASP1 SNP was associated with Salmonella persis-
tence in the spleen and cecum in an experimental cross (Liu and Lamont, 2003)
and in the liver and cecum in commercial broilers (Kramer et al., 2003). The
IAP1 gene was associated with spleen (Liu and Lamont, 2003) and cecum bacte-
rial load (Kramer et al., 2003). The genomic region on chromosome 3 that con-
tains a cluster of 13 gallinacin genes, which encode a newly identified family of
antimicrobial peptides, was associated with Salmonella vaccine antibody response
(Hasenstein et al., 2006).

Most candidate gene experiments, because of linkage disequilibrium, cannot
exclude the possibility that the causal gene could be a nearby gene rather than the
specific one studied. Supporting lines of evidence, such as confirmation in inde-
pendent populations, with QTL scans, by gene expression data, or from compara-
tive genomics, adds confidence in the detected gene-resistance associations. Gene
expression studies in Salmonella challenged versus unchallenged, or resistant versus
susceptible animals, are currently revealing differential expression in genes that may
be active in pathways controlling resistance (Cheeseman et al., 2007; Kaiser et al.,
2006; Zhou and Lamont, 2007). Combining data on Salmonella-response associ-
ations with variation in gene structure and in gene expression, all conducted on
the same resource populations in the Lamont lab, has identified some predominant
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Table 1 Gene families/pathways associated with resistance to Salmonella in poultry, as
collectively determined from multiple candidate gene and functional genomic studies in the Iowa
Salmonella Response resource population F1 and/or F8 generation

Gene family/pathway Representative genes

Toll-like receptors MD-2, TLR1, TLR2, TLR4, TLR5
Cytokines IL2, IL4, IL6, IL8, IL10, IL18, IFNG, K60, MIP1B, RANTES,

SOCS3, TGFB2, TGFB3, TGFB4, ah294
Cell-surface antigens CD3, CD40, MHC2A, MHC2B
Apoptosis Bcl-x, CASP1, Fas, IAP, TRAIL, TNF-R1
Antimicrobial peptides GAL2, GAL3, GAL5, GAL6, GAL11, GAL13

families or pathways of genes that are highly likely to be involved in resistance to
Salmonella in poultry (Table 1).

Use of whole-genome scans have identified QTL regions controlling Salmonella
resistance. Using a backcross population of resistant and susceptible parental inbred
lines (Lines 61 and 15I, respectively), Mariani et al. (2001) genotyped birds with
extreme bacterial counts in spleen and found a significant linkage between markers
on chromosome 5 and the colonization trait (Mariani et al., 2001). Fine-mapping
of the chromosomal location of the QTL found a very strong effect in the region
near the CKB and DNCH1 genes, accounting for 50% of the parental variation dif-
ference. The specific gene associated with resistance is yet positively identified, and
the Salmonella resistance QTL in this region, SAL1, is considered a novel locus. The
distance of almost 50 cM between SAL1 and the Salmonella resistance QTL linked
to marker ADL0298 (Kaiser and Lamont, 2002) makes them unlikely to represent
the same locus, although both influenced the resistance trait of bacterial colonization
in the spleen.

Tilquin et al. (2005) performed a genome scan for Salmonella resistance QTL
using F2 and BC populations formed from Line N and 61, and assessment of cloacal
and cecal carrier state. This study confirmed an association of the SAL1 region
with enteric carrier state, and new QTL regions were identified at significant or
suggestive levels on chromosomes 1, 2, 5, and 16, with some having effects as large
as 37.5% of the phenotypic variance. The QTL on chromosome 16 lies in the MHC,
although the two inbred lines are considered to have the same MHC haplotype. The
QTL on chromosome 5 maps near TGFB3, which was shown in studies of other
populations to be associated with spleen bacterial colonization (Kramer et al., 2003)
and bacterial level in the cecal contents (Malek and Lamont, 2003).

3 Conclusions

Because disease resistance traits are difficult and expensive to measure, they repre-
sent a strong opportunity for application of molecular, genetic marker–assisted
selection in commercial breeding programs. Poultry breeders, however, must
already account for dozens of important traits in their selection program and the
addition of every new criterion will lower the selection intensity on other criteria.
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Therefore, the use of new selection tools, such as molecular markers, needs to
be carefully balanced so that the health improvements will complement, but not
compromise, current successes in poultry breeding.

Multiple approaches can be taken to identify genes associated with important
biological traits such as resistance to Salmonella. The integration of multiple, com-
plementary approaches helps to resolve the shortfalls inherent in each approach.
Genome scans and candidate gene studies can reveal associations with disease resis-
tance, and techniques to study gene expression are also powerful tools in disease
genetics research. The newly available chicken genome sequence will accelerate the
discovery process. Because many of these resources, however, have only recently
come on line, a limited number of specific genes or regions of the genome associated
with poultry health have yet been identified.

Genetic selection for improved immunity and resistance traits, which can be
accomplished after sufficient genetic markers are defined, can improve poultry
health and production efficiency, as well as reducing the potential for the introduc-
tion of food-borne pathogens into the human food chain. Improving poultry health
by increasing genetic resistance to disease is essential to meet the increasing empha-
sis of consumers and the industry on animal welfare, food safety, environmental
concerns, and efficiency of production.
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Abstract Oomycete plant pathogens such as Phytophthora species and downy
mildews cause destructive diseases in an enormous variety of crop plant species as
well as forests and native ecosystems. These pathogens are most closely related to
algae in the kingdom Stramenopiles, and hence have evolved plant pathogenicity
independently of other plant pathogens such as fungi. We have used bioinfor-
matic analysis of genome sequences and EST collections, together with functional
genomics to identify plant and pathogen genes that may be key players in the inter-
action between the soybean pathogen Phytophthora sojae and its host. In P. sojae,
we have identified many rapidly diversifying gene families that encode potential
pathogenicity factors including protein toxins, and a class of proteins (avirulence
or effector proteins) that appear to have the ability to penetrate plant cells. Tran-
scriptomic analysis of quantitative or multigenic resistance against P. sojae in soy-
bean has revealed that there are widespread adjustments in host gene expression
in response to infection, and that some responses are unique to particular resistant
cultivars. These observations lay the foundation for dissecting the interplay between
pathogen and host genes during infection at a whole-genome level.

1 Introduction

Plant pathogens from the genus Phytophthora cause destructive diseases in an
enormous variety of crop plant species as well as forests and native ecosystems
(Erwin and Ribiero, 1996). The soybean pathogen Phytophthora sojae is also
causing serious losses to the United States soybean crop on the order of US$
100–200 million annually (Grau et al., 2004). The newly emerged Phytophthora
species, Phytophthora ramorum, is attacking trees and shrubs of coastal oak forests
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in California, including the keystone live oak species (sudden oak death disease)
(Rizzo et al., 2002). Taxonomically, Phytophthora pathogens are oomycetes,
which are organisms that resemble fungi but belong to a kingdom of life called
Stramenopiles that are most closely related to algae such as kelp and diatoms.
Hence conventional fungal control measures often fail against these pathogens.
Oomycetes include many other destructive plant pathogens in addition to Phytoph-
thora, in particular the downy mildews and more than 100 species of the genus
Pythium. The downy mildew of Arabidopsis thaliana, caused by Hyaloperonospora
parasitica, is an important model system for understanding plant responses to
infection (Slusarenko and Schlaich, 2003). P. sojae and the potato and tomato
pathogen Phytophthora infestans have been used for many basic studies of Phy-
tophthora because these species are easy to genetically manipulate (Judelson, 1997;
Tyler, 2007). Protection of soybean against P. sojae infection has traditionally
relied on major resistance genes (R genes) (Schmitthenner, 1985). At least 14 R
genes that protect against P. sojae infection (Rps genes) have been identified in
soybean (Burnham et al., 2003b). At least 12 avirulence genes have been identified
genetically in P. sojae that interact in a gene-for-gene manner with Rps genes
(Gijzen et al., 1996; May et al., 2002; Tyler et al., 1995; Tyler, 2002; Whisson
et al., 1994, 1995). One avirulence gene, Avr1b-1, has been cloned and extensively
characterized (Shan et al., 2004). Cloning of Avr1a (MacGregor et al., 2002) and
Avr46 (Whisson et al., 2004) is also close to completion.

Although major gene resistance has historically been effective against P.
sojae, changes in pathogen populations over the last 10–15 years have progres-
sively eroded the effectiveness of these genes (Dorrance et al., 2003b; Schmit-
thenner, 1985; Schmitthenner et al., 1994). In particular, sexual reproduction
appears to have greatly increased the complexity of the P. sojae population in
the US and Canada, resulting in genotypes of the pathogen able to overcome
most combinations of Rps genes (Dorrance et al., 2003b; Fšrster et al., 1994;
Schmitthenner et al., 1994). As a result, there has been increased interest in
quantitative resistance against P. sojae (also called partial resistance, multigenic
resistance, field resistance, rate-reducing resistance, general resistance, or toler-
ance) (Dorrance and Schmitthenner, 2000; Dorrance et al., 2003a; Tooley and
Grau, 1982, 1984). Quantitative resistance has also been the main focus of
breeding efforts against P. infestans in tomato and potato (Colon et al., 1995),
where R gene resistance has been much more rapidly overcome (Fry and
Goodwin, 1997). This form of resistance is more durable against changes in
pathogen populations because it relies on small contributions from multiple
genes and does not depend on the presence of specific genes in the pathogen
for effectiveness. The principal mechanism of quantitative resistance in the
soybean lines characterized to date is the ability to reduce the rate of lesion
expansion following infection (Mideros et al., 2007; Tooley and Grau, 1982,
1984). Quantitative resistance in soybean is highly heritable, but the multigenic
nature of the resistance makes it difficult to introduce by conventional breed-
ing. Although there has been some molecular characterization of resistant lines
(Burnham et al., 2003a; Vega-Sanchez et al., 2005), the multigenic nature of
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the resistance as well as the small contributions of each gene also impede the
development of a better understanding of the molecular mechanisms of quantitative
resistance.

2 Sequencing of Oomycete Genomes

The complete genome sequence of an organism is an excellent starting point for
identifying genes involved in pathogenicity or any other process of interest. The
genome sequence can also aid substantially in developing genetic tools for detecting
and tracking the pathogen. The draft genome sequences of P. sojae and P. ramo-
rum have been completed (Tyler et al., 2006). The 95-Mb genome of P. sojae was
sequenced to a depth of ×9 while the 65-Mb genome of P. ramorum was sequenced
to a depth of ×7, both by whole-genome shotgun sequencing. Automated gene
calling software has identified 19,027 predicted genes (called gene models) in the
genome of P. sojae and 15,743 in the genome of P. ramorum. Analysis and visual-
ization of gene predictions and annotations of the P. sojae and P. ramorum genomes
are available at the VBI Microbial Database (VMD) (phytophthora.vbi.vt.edu) and
the JGI Genome Portals (www.jgi.doe.gov/genomes). VMD stores not only genome
sequence data, but also Expressed Sequence Tag (EST) and microarray data and
includes a Genome Community Annotation Tool (GCAT) (Tripathy et al., 2006).
Genome sequencing of four other ošmycetes, P. infestans, Phytophthora capsici,
Hyaloperonospora parasitica, and Pythium ultimum, is also under way (Govers and
Gijzen 2006).

One of the principal interests in the genomes is to identify genes that potentially
contribute to the ability of P. sojae and P. ramorum to infect their plant hosts. The
availability of the two genome sequences for comparison enables the identifica-
tion of rapidly evolving genes. Such genes are candidates for being involved in
infection because the co-evolutionary battle between the infection mechanism of
the pathogens and the defense systems of the plants is expected to accelerate the
evolution of these genes. The different host ranges of the two pathogens also predict
extensive variation in the genes that control host specificity. P. sojae is principally
confined to soybean while P. ramorum infects a wide range of woody trees and
shrubs.

Of the predicted genes in P. sojae and P. ramorum, 9,768 are similar enough in
sequence between the two species that they are predicted to have the same function.
These genes, often called orthologs, are arranged in very similar orders along the
chromosomes (i.e., exhibit synteny) (Tyler et al., 2006; Jiang et al., 2006). However,
a large proportion of the predicted genes (49% in P. sojae; 38% in P. ramorum) have
diverged so much that they have no matching gene in the other species. Of these
divergent genes, 1,755 genes are unique to P. sojae and 624 are unique to P. ramo-
rum. The remainder of the predicted genes represent gene families that are present
in both species but whose members do not match one another precisely. Proteins that
are secreted by the pathogen during infection and are also divergent between P. sojae
and P. ramorum are excellent candidates for proteins that function to promote the
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infection process. An example is the explosive expansion and divergence of one
secreted protein family, NPP1, which encodes a phytotoxin (Fellbrich et al., 2002;
Qutob et al., 2002; Tyler et al., 2006). Although the genomes of some fungal and
bacterial species contain up to four NPP1 genes, P. sojae and P. ramorum have 29
and 40 copies, respectively, and H. parasitica also has multiple NPP1 genes.

Comparisons of the mechanisms of pathogenicity in ošmycetes to mechanisms in
other plant pathogens such as bacteria fungi and nematodes is also of considerable
interest (Latijnhouwers et al., 2003). The pathogens in these diverse kingdoms of
life have presumably acquired the ability to attack plants by a process of convergent
evolution. Identifying common mechanisms among these pathogens may advance
our understanding of the fundamental mechanisms required by all plant pathogens,
and from there we may be able to better understand what are the essential compo-
nents of the plant defense mechanisms. To facilitate the identification of common
mechanisms of pathogenesis, the Plant Associated Microbe Gene Ontology Project
(pamgo.vbi.vt.edu) was initiated in 2005 to add standardized terms to The Gene
Ontology (The Gene Ontology Consortium 2000) for annotating the contributions
of genes to interactions between microbes and hosts. This multi-institution collabo-
ration, coordinated by B. Tyler, recently added 472 new terms to the Gene Ontology
and is currently engaged in using the terms to annotate genomes of nine pathogens
from diverse kingdoms including P. sojae and P. ramorum.

3 Effector Genes in Oomycete Genomes

Effector proteins are produced by pathogens to modify the physiology of the host
cells to facilitate infection. Effector proteins have been characterized extensively in
bacteria (Chang et al., 2004). Many bacterial effector proteins were initially dis-
covered as the products of avirulence genes, which are genes whose products are
detected by receptors encoded by plant major resistance genes (R genes). Almost all
bacterial effector proteins are introduced into the cytoplasm of the host plant cell by
means of a specialized type III secretion system (Chang et al., 2004), where many
of them interfere with the signal transduction pathways responsible for triggering
plants’ defense responses to infection (see other chapters in this book).

R genes also protect plants against oomycetes (Tyler, 2002). Several oomycete
avirulence genes have been identified that interact genetically with these R genes
(Tyler, 2002), including 10 in P. sojae. In addition to the P. sojae avirulence
gene Avr1b-1 (Shan et al., 2004) mentioned above, a number of other oomycete
avirulence genes have been cloned including Atr1 (Rehmany et al., 2005) and
Atr13 (Allen et al., 2004) from H. parasitica and Avr3a from P. infestans (Arm-
strong et al., 2005). All four of these cloned oomycete avirulence genes encodes
a small secreted protein and in each case the cognate resistance gene encodes an
intracellular NBS-LRR protein (Allen et al., 2004; Armstrong et al., 2005; Bhat-
tacharyya et al., 2005; Rehmany et al., 2005; Shan et al., 2004). Particle bombard-
ment experiments with Avr1b-1 (N. Bruce, S. Kale, B. Tyler, unpublished), Avr3a
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(Armstrong et al., 2005), Atr13 (Allen et al., 2004) and Atr1 (Rehmany et al., 2005)
have confirmed that the pathogen proteins are recognized inside the plant cell. By
inference, therefore, there must be a mechanism for those proteins to enter the plant
cells. However, the nature of that mechanism is presently unknown. Since many
bacterial avirulence genes encode effector proteins that enter the cytoplasm of plant
cells via a type III secretion pathway to increase the susceptibility of the plant tissue
to infection (Chang et al., 2004), there is a strong likelihood that oomycete aviru-
lence gene products also act to increase susceptibility of the host tissue to infection.
Consistent with this hypothesis, transient expression of the P. infestans Avr3a gene
in Nicotiana benthamiana suppressed the hypersensitive defense response triggered
by the ubiquitous Phytophthora protein elicitin (Bos et al., 2006). Avr1b-1 also
encodes an effector protein that contributes positively to virulence, since P. sojae
transformants that overexpress the Avr1b-1 gene have increased virulence on some
soybean cultivars (D. Dou and B. Tyler, unpublished).

The sequencing of the P. sojae and P. ramorum genomes revealed a very large,
very diverse superfamily of genes with similarity to the four cloned ošmycete avir-
ulence genes. There are more than 350 members of this superfamily in each of the
P. sojae and P. ramorum genomes (Tyler et al., 2006) (Fig. 1), and large numbers
of these genes can also be detected in the draft genome sequences of P. infestans,
P. capsici, and H. parasitica. The members of the superfamily share two conserved
motifs, RXLR and dEER, a short distance from the end of the secretory leader (Birch
et al., 2006; Rehmany et al., 2005; Tyler et al., 2006). Since the four characterized
oomycete avirulence proteins are inferred to have the ability to enter the plant cell, it
was hypothesized that the RXLR motif, with or without the dEER motif, is involved
in the ability of these proteins to enter the plant cell (Birch et al., 2006; Rehmany
et al., 2005; Tyler et al., 2006). In support of this hypothesis, mutations in the
RXLR motif of Avr1b-1 block the ability of the protein to interact with the plant
when the protein is secreted into the extracellular space, but not when the protein is
synthesized inside the plant cell (D. Dou, S. Kale and B. Tyler, unpublished). The
mechanism by which the RXLR motif is utilized to transport oomycete proteins into
plant cells is currently not known.

A motif similar to the RXLR motif is found in proteins secreted by malaria
parasites (Plasmodium species) that have the ability to cross the membrane enclos-
ing the parasite (the parasitiphorous vacuolar membrane) into the lumen of the red
blood cell. The Plasmodium motif, called Pexel (Marti et al., 2004) or VTF (Hiller
et al., 2004), is also located near the secretory leader (Fig. 2). The similarity between
the RXLR and the Pexel/VTF motifs suggests that the two pathogens use a similar
mechanism to introduce virulence proteins into the cytoplasm of their host cells
(Fig. 2). Indeed, Bhattacharjee et al. (2006) demonstrated that RXLR motifs from
P. infestans effector proteins could replace the VTF motif in transporting proteins
across the parasitiphorous vacuolar membrane of the red blood cell.

The physical and functional resemblance between the Plasmodium and the
oomycete RXLR motifs is fascinating because the two groups of pathogens belong
to different kingdoms of life (Alveolata and Stramenopila respectively), while
the same is also true for their host species (animalia and planta respectively)
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Fig. 1 Diversity of the effector gene families in P. sojae and P. ramorum. The percentage amino
acid sequence divergence of each predicted RXLR protein in P. sojae and P. ramorum (Tyler
et al., 2006) from its most similar homolog in the other species is shown. Filled circles repre-
sent RXLR genes. Triangles represent the small sub-family that contains P. sojae Avr1b-1 and
P. infestans Avr3a. Crosses represent a set of randomly chosen P. infestans genes that have been
experimentally characterized. The outer rim represents 80% sequence divergence (i.e., 20% iden-
tify) while the center represents 0% divergence

(Baldauf et al., 2000). This dispersed evolutionary distribution suggests that the host
molecules targeted by the motif are very ancient. The target appears to be widely
distributed within the land plants since the hosts, known to be targeted by these
proteins, include legumes, crucifers, and solanaceae. On the pathogen side, the motif
might have an ancient common origin or may have arisen by convergent evolution.
If the host target molecule is indeed so ancient and widely distributed, the question
arises as to its natural function within the hosts since it is surely not present sim-
ply to benefit attacking pathogens. The function must be sufficiently important that
selection pressure from pathogens utilizing the target has not resulted in its loss from
the host genomes. One possible function for plant proteins that transit the plasma
membrane could be in signaling. Plant and animal genomes do not contain readily
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Fig. 2 Comparison of effector release between Plasmodium and Phytophthora

identifiable RXLR proteins, but it is possible that the putative signaling proteins
contain some currently unrecognized variant of the motif.

4 Counter-Play of Plant and Pathogen Genes During
Phytophthora Infection of Soybean

As described above, the evolutionary “arms race” between plants and oomycete
pathogens has resulted in large numbers of rapidly evolving pathogen genes with
the potential to contribute to virulence. The same process also results in large num-
bers of plant genes that contribute to resistance to pathogens such as oomycete.
Multigenic disease resistance (also called partial or quantitative resistance) has
proven valuable to crop breeders who have found that improving this form of resis-
tance gives much longer protection to crops than single resistance genes, which are
quickly overcome by new strains of pathogens. However, this kind of resistance is
much harder to improve by conventional breeding because multigenic resistance is
the result of many genes making small contributions (Young, 1996). It is also much
harder to study the complex molecular mechanisms by which the genes act.

In this section, we summarize progress in a project that is focused on charac-
terizing mechanisms of quantitative resistance in soybean against P. sojae, using a
combination of transcriptional profiling and quantitative trait locus (QTL) mapping.
These technologies are well suited to dissecting a phenotype with a complex genetic
basis. The goals of the project are to characterize gene expression differences among
a selection of soybean cultivars with different levels of quantitative resistance, and
then to use genetic segregation in a large (300 line) recombinant inbred population
to dissect the genetic regulatory networks that are associated with resistance.

An initial analysis of the transcriptional profiles of eight cultivars with vary-
ing levels of quantitative resistance was recently completed. The profiles were
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determined in both mock and P. sojae-inoculated roots, 3 or 5 days after inoculation.
The transcriptional profiles were measured using an Affymetrix GeneChip that con-
tains probes for 37,590 soybean genes and 15,800 P. sojae genes. The experimental
design, summarized in Fig. 3, included the pooling of samples from 60 plants for
each measurement, and four overall replications of the experiment. The data were
normalized using GC-RMA (Wu et al. 2004), and analyzed by linear mixed model
analysis. Genes showing significant variation in response to each modeled factor
were identified using the two-step false discovery rate (TST-FDR) estimation (Ben-
jamini et al., 2006).

Table 1 shows the number of genes that show significant variation in response to
the various factors, such as cultivar differences, the presence of the pathogen and the
time of sampling, as well as interactions among those factors. A major finding of this
analysis is the very large numbers of genes showing statistically significant variation
in each category. For example, 97% of all the genes with detectable mRNAs showed
significant variation among the eight cultivars, irrespective of the infection status or

Fig. 3 Experimental design for expression profiling of infection responses of soybean cultivars
differing in quantitative resistance. Mock or infected tissue samples were collected 3 or 5 days
after inoculation from a region spanning 7.5 mm each side of the upper edge of the visible lesion.
RNA was extracted from powdered frozen tissue from pools of 30 seedlings using Qiagen RNeasy
Mini Plant Kits and submitted to the Virginia Bioinformatics Institute Core Laboratory Facility
for Affymetrix GeneChip hybridization. Soybean seedlings were inoculated using the slant board
method (McBlain et al., 1991; Olah and Schmitthenner, 1985) after growth in vermiculite in the
greenhouse for 7 days. A 5 mm scrape wound on the root 2 cm below the stem was inoculated with
0.5 ml of macerated lima bean agar which was either sterile (mock inoculation) or infested with
P. sojae. Four resistant cultivars (V71-370, Conrad, General, and Athow), two moderately resistant
cultivars (Williams and PI), and two susceptible cultivars (Sloan and OX20-8) were tested
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Table 1 Linear mixed-model analysis (LMMA) of soybean gene expression changes in the eight
cultivar experiment. LMMA model: y = Cul + Inf + Time + Cul × Inf + Cul × Time + Inf ×
Time + Cul × Inf × Time + Exp + Exp × Cul + Exp × Inf + Error, where Cul (cultivar), Inf
(infection/mock), and Time were fixed factors while Exp (experimental replication) was random.
GC-RMA background subtraction and quantile normalization were performed prior to LMMA.
LMMA was carried out using Proc Mixed of SAS v9. P-values for each of the three fixed factors
and their interactions were computed based on normality assumption and adjusted for multiple
testing using TST-FDR

LMMA category Biological interpretation Number of soybean genes

Genes with significant Genes which respond to
cultivar effect differences across all

conditions
29102 (97%)

infection effect common to all cultivars
and times

24983 (83%)

time effect irrespective of cultivar or
infection

18704 (62%)

cultivar × infection
interaction

cultivar-sensitive
infection effects

23446 (78%)

cultivar × time
interaction

time effects vary among
cultivars

4884 (16%)

infection × time
interaction

time-specific infection
effects

12827 (43%)

cultivar × infection ×
time interaction

infection effects specific
to cultivars AND time

3178 (11%)

All detectable mRNAs 29953 (100%)
All genes on chip 37590

time of sampling. In the category of most interest for this study, 78% of detectable
genes showed significant variation as a result of cultivar × infection interaction, i.e.,
showed infection responses that were significantly affected by which cultivar was
assayed. The reason that such a large percentage of the soybean transcriptome is
showing significant variation is that the experimental design enables low levels of
transcriptional variations to be detected efficiently with statistical significance. For
example, 25% of genes with significant variation as a result of cultivar × infection
interaction show no more than 40% variation in any specific contrast between two
cultivars. By comparison, 30% of the genes showed a maximum contrast of more
than 2-fold. Thus the sensitivity afforded by the experimental design enables us to
detect a large number of small variations in gene expression levels. Our biological
interpretation of these large numbers of small changes is that they reflect a large
number of small adjustments that occur in the transcriptional program of the sam-
pled tissues as a result of the treatments, in concert with the more major responses
that may occur.
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Canine SINEs and Their Effects on Phenotypes
of the Domestic Dog

Leigh Anne Clark, Jacquelyn M. Wahl, Christine A. Rees, George M. Strain,
Edward J. Cargill, Sharon L. Vanderlip, and Keith E. Murphy

Abstract Short interspersed elements (SINEs) are mobile elements that contribute
to genomic diversity through the addition of genetic material. Recent genomic anal-
yses have vastly augmented our knowledge of both human- and canine-specific
SINEs. SINEC Cf is a major SINE of the canid family that has undergone recent
expansion and is thought to be present in half of all genes. To date, only three phe-
notypes of the domestic dog have been attributed to a SINE. One of these is merle,
a coat pattern characterized by patches of full color on a diluted background and
associated with ocular and auditory anomalies. A SINEC Cf in the SILV gene causes
merle patterning by altering the cDNA transcript and has unique characteristics that
are likely responsible for the random nature of the phenotype.

1 Short Interspersed Elements

Short interspersed elements (SINEs) are non-autonomous transposons of approxi-
mately 100–400 bp. SINEs have an internal promoter and are transcribed by RNA
polymerase III but rely on long interspersed elements (LINEs) for reverse transcrip-
tion and integration into the genome (Dewannieux et al., 2003). A typical SINE is
characterized by three features: the head, which contains the promoter necessary for
initiation of transcription; the body, which is similar at the 3’ end to LINE RNA and
is necessary for reverse transcription; and the tail, which is usually A- or AT-rich but
can vary in sequence and length and may be involved in transcription termination,
RNA delivery, and/or RNA stability (Kramerov and Vassetzky, 2005).

Our knowledge of SINEs has increased greatly in recent years, largely due to the
assembly of whole genome sequences. Analyses of the human sequence revealed
that SINEs comprise 13% of the genome (Lander et al., 2001). In humans, the
dominant SINE is the Alu element, which is also the only active SINE family in
the genome (Lander et al., 2001). The promoter region of Alu elements is derived
from 7SL RNA sequences. This is different from most SINEs in that the majority
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of SINEs have promoters derived from tRNA sequences (Ullu and Tschudi, 1984;
Lander et al., 2001). It is estimated that 75% of human genes contain Alu elements,
but many of these were inserted prior to divergence and thus are fixed in the popu-
lation (Wang and Kirkness, 2005).

In 1992, Minnick et al. described a family of SINEs specific to canids. These
SINEs, which are tRNA-Lys derived, are characterized by a (TC) repeat and an
oligo-dA rich tail (Minnick et al., 1992). A subfamily of these SINEs is SINEC Cf.
It is estimated that there are 170,000 SINEC Cf elements in the genome and that
half of all genes contain a SINEC Cf insertion (Wang and Kirkness, 2005). Analy-
ses of the first available canine genome sequence, which provides ×1.5 coverage
(a Standard Poodle was used), suggest that SINEC Cf elements have experienced a
large expansion in recent history and that this subfamily is highly conserved, exhibit-
ing only 4.8% divergence from the consensus sequence (Kirkness et al., 2003).
When this sequence was compared to the ×7.5 coverage sequence (from a Boxer),
10,000 insertion sites were found to be bimorphic (differing by the presence or
absence of a SINE), indicating that there are a substantial number of bimorphic
sites present in the entire canine population (Lindblad-Toh et al., 2005).

The first published report of a disease-causing retrotransposon in the dog came
in 1999 when Lin et al. discovered that narcolepsy in the Doberman Pinscher results
from a 226 bp SINEC Cf insertion in intron 3 of Hcrtr2 (Lin et al., 1999). The SINE,
located 35 bp upstream of the exon 4 splice acceptor, causes skipping of exon 4.
Exon skipping as a result of an intronic SINE is also reported in humans, causing
autoimmune lymphoproliferative syndrome (Tighe et al., 2002) and hemophilia A
(Ganguly et al., 2003). In both organisms, this phenomenon presumably results from
displacement of the lariat branch point sequence.

A second canine disorder was recently attributed to a retrotransposon. Pele
et al. (2005) showed that exon 2 of PTPLA is disrupted by a 236 bp SINEC Cf
element in Labrador retrievers having autosomal recessive centronuclear myopa-
thy. The result of the insertion is variable; seven different cDNA transcripts are
identified. Exon-skipping and exonization (the incorporation of SINE sequence into
mRNA) are observed in the mutant transcripts. Interestingly, one of the seven tran-
scripts is wild-type, indicating that the SINE is spliced out.

2 Merle Patterning

While the most devastating impact of SINE insertions is disease such as the two
mentioned above, SINEs may also have a dramatic effect on physical appearance
of dogs, without necessarily causing overt clinical disease. An example of this is a
SINEC Cf insertion in the gene SILV that causes merle patterning in several breeds
of dog (Clark et al., 2006). In a single dose, the mutation causes dilution of the
base fur color, which is determined by a separate locus, and can also cause blue eye
color. The predominant characteristic of merling is random patches of full color dis-
tributed in various sizes and patterns across the coat. In some breeds (e.g., Australian
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Fig. 1 Three red (e/e) Australian Shepherd Dogs. From left to right: a homozygous merle, a non-
merle, and a heterozygous merle

Shepherd Dog, Catahoula Leopard Dog) this coat pattern is extremely popular and,
according to breed standard, is the preferred phenotype.

Unfortunately, merle is problematic when two mutant copies of SILV are
inherited (dogs may be referred to as double merles or double dilutes). Double
merles have very little pigmentation and are afflicted with a variety of auditory
and ocular defects (Fig. 1). The most common abnormality in double merles is
deafness. One study concluded that 54.6% of double merle and 36.8% of single
merle dogs have mild to severe deafness (Reetz et al., 1977). Also, merle dogs
exhibit greater frequencies of ocular abnormalities than do non-merle dogs. These
include increased ocular pressure, ametropic eyes, microphthalmia, and colobomas
(Klinkmann et al., 1987; Klinkmann and Wegner, 1987; Sorsby and Davey, 1954;
Gelatt and McGill, 1973; Dausch et al. 1977). Skeletal defects and sterility have
also been reported in double merle dogs (Sponenburg and Bowling, 1985; Treu
et al., 1976).
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A linkage disequilibrium approach using 32 non-merle and 9 merle Shetland
sheepdogs was used to identify the merle locus (Clark et al., 2006). SILV (also
known as Pmel17; gp100) was selected as a candidate gene for its location and its
role in pigmentation of the mouse and chicken (Kwon et al. 1995; Kerje et al. 2004).
Although SILV is clearly critical for pigmentation, its precise function remains con-
troversial (Theos et al., 2005). Studies suggest that the SILV protein is necessary for
the formation of the fibril matrix upon which melanin intermediates are deposited
(Theos et al., 2005).

Sequencing of SILV revealed a SINEC Cf insertion at the intron 10/exon 11
boundary in merle dogs. The SINE is flanked by a 15 bp target duplication site
that includes the exon 11 splice acceptor, making it impossible to determine if the
insertion is exonic or intronic. Initial sequencing of the SINE was carried out using
DNA from a single dog and the total insertion size was determined to be 262 bp.

cDNA transcripts from double merle dogs have a portion of the SINE incorpo-
rated between exons 10 and 11 (unpublished). This exonization is possible because
the SINE is situated in reverse orientation and the reverse complement sequence of
the SINEC Cf element has an intron splice acceptor site (Fig. 2) (Kirkness, 2006).
Immediately following the splice acceptor is the characteristic GA tandem repeat,
which is subject to strand slippage and thus is variable in length. Two alleles have
been identified to date. One allele, with seven GA repeats, maintains the reading
frame. The SILV gene is transcribed in full with the mutant protein having a 52
amino acid insertion (Fig. 3). A second allele has only six GA repeats and the

Wild-type   CTTGTCCATTGCTAATCAGTTTCTCCTTTATTCTCCCAATGT------------------
Merle       CTTGTCCATTGCTAATCAGTTTCTCCTTTATTCTCCCAATGTTAGGGGAAGACCTCTTTT 

Wild-type   ------------------------------------------------------------
Merle       TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT 

Wild-type   ------------------------------------------------------------
Merle       TTTTTTTTTTAAATTTTTATTTATTTATGATAGTCACAGAGAGAGAGAGAGGCGCAGAGA 

Wild-type   ------------------------------------------------------------
Merle       CACAGGCAGAGGGAGAAGCAGGCTCCATGCACCGGGAGCCCGACGTGGGATTCGATCCCG 

Wild-type   ------------------------------------------------------------
Merle       GGTCTCCAGGATCGCGCCCTGGGCCAAAGGCAGGCGCCAAACCGCTGCGCCACCCAGGGA 

Wild-type   ----TAGGCGAAGACTTCTGAAGCAGGGCTCAGCTCTCCCCCTTCCCCAGCTACCACGTG 
Merle       TCCCTAGGCGAAGACTTCTGAAGCAGGGCTCAGCTCTCCCCCTTCCCCAGCTACCACGTG 

Wild-type   GTAGCACCCACTGGCTACGCCTGCCCCAGGTCTTCCGCTCTTGCCCCATTGGTGAGAACA 
Merle       GTAGCACCCACTGGCTACGCCTGCCCCAGGTCTTCCGCTCTTGCCCCATTGGTGAGAACA 

Wild-type   GACCCCTCCTCAATGGGCAGCAGCAGGTCTGAGGACTCTCATGT 
Merle       GACCCCTCCTCAATGGGCAGCAGCAGGTCTGAGGACTCTCATGT 

Fig. 2 Genomic sequence of the 3′ end of SILV with SINEC Cf insertion. The putative lariat
branch point is boxed. The 15 bp target duplication site is underlined and contains the exon 11 3′

splice site (in bold). The cryptic splice acceptor within the SINE is in bold and the arrow depicts
where transcription begins in merle dogs
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Wild-type MNLVPRKCLLHVAVMGVLLAVGATEGPRDQDWLGVPRQLTTKAWNRQLYPEWTETQRPDC 60

Merle(GA)7 MNLVPRKCLLHVAVMGVLLAVGATEGPRDQDWLGVPRQLTTKAWNRQLYPEWTETQRPDC 60

6Merle(GA) MNLVPRKCLLHVAVMGVLLAVGATEGPRDQDWLGVPRQLTTKAWNRQLYPEWTETQRPDC 60

Wild-type WRGGQVSLKVSNDGPTLVGANASFSIALHFPESQKVLPDGQVVWANNTIIDG SQVWGGQP 120

Merle(GA)7 WRGGQVSLKVSNDGPTLVGANASFSIALHFPESQKVLPDGQVVWANNTIIDGSQVWGGQP 120

Merle(GA)6 WRGGQVSLKVSNDGPTLVGANASFSIALHFPESQKVLPDGQVVWANNTIIDGSQVWGGQP 120

Wild-type VYPQVLDDACIFPDGRACPSGPWSQTRSFVYVWKTWGQYWQVLGGPVSGLSIVTGKAVLG 180

Merle(GA)7 VYPQVLDDACIFPDGRACPSGPWSQTRSFVYVWKTWGQYWQVLGGPVSGLSIVTGKAVLG 180

Merle(GA)6 VYPQVLDDACIFPDGRACPSGPWSQTRSFVYVWKTWGQYWQVLGGPVSGLSIVTGKAVLG 180

Wild-type  THTMEVTVYHRRESQSYVPLAHSCSAFTITDQVPFSVSVSQLQALDGGNKHFLRNHPLTF 240

Merle(GA)7 THTMEVTVYHRRESQSYVPLAHSCSAFTITDQVPFSVSVSQLQALDGGNKHFLRNHPLTF 240

Merle(GA)6 THTMEVTVYHRRESQSYVPLAHSCSAFTITDQVPFSVSVSQLQALDGGNKHFLRNHPLTF 240

Wild-type  ALRLHDPSGYLSGADLSYTWDFGDHTGTLISRALVVTHTYLESGPITAQVVLQAAIPLTS 300

Merle(GA)7 ALRLHDPSGYLSGADLSYTWDFGDHTGTLISRALVVTHTYLESGPITAQVVLQAAIPLTS 300

Merle(GA)6 ALRLHDPSGYLSGADLSYTWDFGDHTGTLISRALVVTHTYLESGPITAQVVLQAAIPLTS 300

Wild-type  CGSSPVPVTTDGHAPTAEIPGTTAGRVPTAEVISTTPGQVPTAEPSGATAVQMTTTEVTG 360

Merle(GA)7 CGSSPVPVTTDGHAPTAEIPGTTAGRVPTAEVISTTPGQVPTAEPSGATAVQMTTTEVTG 360

Merle(GA)6 CGSSPVPVTTDGHAPTAEIPGTTAGRVPTAEVISTTPGQVPTAEPSGATAVQMTTTEVTG 360

Wild-type  TTLAQMPTTEGIGTTPEQVPTSEVISTTLAETTGTTPEGSTAEPSGTTGEQVTTKESVEP 420

Merle(GA)7 TTLAQMPTTEGIGTTPEQVPTSEVISTTLAETTGTTPEGSTAEPSGTTGEQVTTKESVEP 420

Merle(GA)6 TTLAQMPTTEGIGTTPEQVPTSEVISTTLAETTGTTPEGSTAEPSGTTGEQVTTKESVEP 420

Wild-type  TAGEGPTPETKGPDTNLFVPTEGITGSQSALLDGTATLILAKRETPLDCVLYRYGSFSLT 480

Merle(GA)7 TAGEGPTPETKGPDTNLFVPTEGITGSQSALLDGTATLILAKRETPLDCVLYRYGSFSLT 480

Merle(GA)6 TAGEGPTPETKGPDTNLFVPTEGITGSQSALLDGTATLILAKRETPLDCVLYRYGSFSLT 480

Wild-type  LDIVRGIENAEILQAVPSSEGDAFELTVSCQGGLPKEACMDISSPGCQPPAQRLCQPVPP 540

Merle(GA)7 LDIVRGIENAEILQAVPSSEGDAFELTVSCQGGLPKEACMDISSPGCQPPAQRLCQPVPP 540

Merle(GA)6 LDIVRGIENAEILQAVPSSEGDAFELTVSCQGGLPKEACMDISSPGCQPPAQRLCQPVPP 540

Wild-type SPACQLVLHQVLKGGSGTYCLNVSLADANSLAMVSTQLVMPGQEAGVGQAPLFMGILLVL 600

Merle(GA)7 SPACQLVLHQVLKGGSGTYCLNVSLADANSLAMVSTQLVMPGQEAGVGQAPLFMGILLVL 600

Merle(GA)6 SPACQLVLHQVLKGGSGTYCLNVSLADANSLAMVSTQLVMPGQEAGVGQAPLFMGILLVL 600

Wild-type  LAMVLVSLIY-------------------------------------------------- 610

Merle(GA)7 LAMVLVSLIYSHRERERGAETQAEGEAGSMHREPDVGFDPGSPGSRPGPKAGAKPLRHPG 660

Merle(GA)6 LAMVLVSLIYSHRERERRRDTGRGRSRLHAPGARRGIRSRVSRIAPWAKGRRQTAAPPRD 660

Wild-type --RRRLLKQGSALPLPQLPRGSTHWLRLPQVFRSCPIGENRPLLNGQQQV* 658

Merle(GA)7 IPRRRLLKQGSALPLPQLPRGSTHWLRLPQVFRSCPIGENRPLLNGQQQV* 710

Merle(GA)6 P*  661

Fig. 3 Wild-type and mutant SILV protein sequences. The arrow denotes where the truncated GA
repeat alters the reading frame
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insertion disrupts the reading frame. Fifty-one amino acids are incorporated after
exon 10, and a premature stop codon occurs near the end of the insertion (Fig. 3).

3 A-Tails Are Important

Gel eletrophoresis analysis of the SILV SINE showed that the insertion size varies
from dog to dog. Further sequencing revealed that the variability in the SINE is
found in the poly(A) tail. A-tail length is an important factor in retrotransposi-
tion. Roy-Engel et al. (2002) analyzed A-tail length in Alu elements and found
that insertions that result in disease (many are de novo events) have a mean length
nearly twofold longer than other insertions. They also observed that overall, younger
Alu elements have longer A-tails than older Alu elements (Roy-Engel et al., 2002).
These data suggest that the A-tail is evolutionarily unstable and subject to mutation
and degradation over time. This phenomenon may exist in part because A-tails are
subject to strand slippage during replication and unequal crossing over (Roy-Engel
et al., 2002).

The SINE element that disrupts the SILV gene is longer than other SINEC Cf
elements that have been described in the dog (Pele et al., 2005; Fletcher et al., 2001;
Jeoung et al., 2000). The variation in length is again found in the A-tail, which we
define as the region after the (TC) repeat, between the last G and the duplicated
sequence. The A-tail of the SINEs in the PTPLA, dystrophin, and D2 dopamine
receptor genes are 64, 50, and 46 bp long, respectively (Pele et al., 2005; Fletcher
et al., 2001; Jeoung et al., 2000). In merle dogs, the tail length of the SILV SINE
insertion ranges from 91 to 101 bp.

Along with changes in length, A-tails accumulate non-A bases that disrupt the
pure A stretches. These interruptions reduce the likelihood of strand slippage, result-
ing in greater tail stability. The SILV SINE has fewer A-tail interruptions than do the
PTPLA and dystrophin SINEs. Consequently, the former SINE has pure A stretches
extending as long as 83 bp, while the latter SINEs have maximum pure A stretches
of 14 and 15 bp, respectively. The length and purity of the A-tail of the SILV inser-
tion suggest that it is a young SINEC Cf and is subject to greater levels of instability.

A surprising find is the presence of the SILV SINE in dogs that do not have the
merle phenotype (Clark et al., 2006). In these dogs, the poly(A)-tail is shortened,
ranging from 54 to 65 bp. This finding suggests that the SINE insertion is necessary,
but not sufficient for the merle pattern (Cordaux and Batzer, 2006). Although the
threshold has not been determined, it is apparent that a long A-tail is requisite to
produce the phenotype. A smaller insertion size may bring the lariat branch point to
a more reasonable distance with the true splice site, encouraging proper splicing.

These data offer a possible explanation for merle patterning. During develop-
ment, melanoblasts migrate from the neural crest and differentiate into the pigment-
producing melanocytes (Steingrimsson et al., 2004). Instability of the poly(A)-tail
during this migration could result in cell populations with varying tail lengths.
Melanocytes having a larger SILV SINE insertion would produce diluted pig-
ment, while those with a truncated A-tail would produce full pigment. A similar
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mechanism is found in pigs: black spotting results from somatic reversions of a C
expansion in the MC1R gene (Kijas et al., 2001).

The randomness of merling may also provide an explanation for the variabil-
ity of the abnormalities associated with the double merle phenotype. In 2006, a
hearing test known as the brainstem auditory evoked response (BAER), which
detects electrical activity in the cochlea and auditory pathways in the brain (Wilson
and Mills, 2005), was performed on 70 young to middle-aged merles representing
five breeds (unpublished). Twenty-two double merles were examined: eight were
bilaterally deaf and two were unilaterally deaf. Although Reetz et al. (1977) sug-
gested that about one-third of heterozygous merles have deafness, only one of the
48 heterozygous merles in this study was deaf (unilateral). This dog, a Great Dane,
was also piebald and consequently the deafness cannot be positively attributed to
the SILV mutation (Strain, 1999).

Fifteen of the double merles tested were Catahoula Leopard Dogs and of these
only four were deaf. Although the sample size is small, this study suggests that
only about 26% of double merle Catahoula Leopard Dogs are deaf while roughly
85% of double merles from other breeds tested (Australian Shepherd, Collie, and
Shetland Sheepdog) are deaf. This finding is not entirely surprising because double
merle Catahoula Leopard Dogs exhibit larger amounts of pigmentation than do other
breeds. These phenotypic differences may result from a shorter average poly(A)-tail
length in the breed or from modifying genes.

4 Summary

Mobile elements promote genomic diversity through the addition, and occasional
deletion, of genetic material. Those mutations, which occur in or near coding regions
may also influence phenotypic diversity by altering gene expression and function.
These changes may manifest themselves as detrimental genetic disorders or as sim-
ple physical traits. In addition, variability within phenotypes may result from insta-
bility of the causative element. This is exemplified by merle patterning in the dog in
which random spotting is determined by the total size of the SINE insertion.
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Abstract In combination with goats, sheep represent the two most numerous agri-
cultural species for which no cultural or ethical restrictions apply in their use
as a source for milk, fibre and red meat. Particularly, in the developing world
these species often represent the sole asset base for small-holder livestock farmers.
Despite their global significance, genomic tools and approaches in disease resis-
tance have lagged behind the efforts in the economically more influential beef and
dairy cattle industries. In particular, infectious diseases have a significant economic
impact on livestock production systems worldwide. The most frequently investi-
gated diseases in sheep have focused on the economically important burdens includ-
ing gastrointestinal nematodes, dermatophilosis, footrot, myiases and fasciolosis. In
this study we describe the use of Indonesian Thin Tail sheep (ITT) as a resource
which has been shown to have innate and acquired resistance to tropical fasciolosis
(Fasciola gigantica). Using the contrast between the resistant ITT and the highly
susceptible Merino in a combined functional and comparative genomics approach,
we have identified putative QTL (quantitative trait loci) for an extensive panel of par-
asite and immune response phenotypes and putative resistance pathways and effec-
tor molecules. On refinement of candidate gene analyses and effector mechanisms
we propose to map these in the economically important target species, namely cattle
and buffalo. In addition we exploit the relative susceptibility of ITT sheep to temper-
ate fasciolosis (Fasciola hepatica) to contrast parasite–host interactions and identify
parasite immune evasion strategies to boost the discovery of new vaccine candidates
and effector pathways, which may be amenable to exogenous control. The study
highlights the power and utility of direct gene discovery in ruminant model sys-
tems. To overcome the shortage of genomic tools required for such investigations,
we have drawn on the development of integrated comparative maps and alignment
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to the genome information–rich species such as human, murine and recently cattle.
Similarly the use of bovine transcriptome tools have shown cross utility in sheep.
The only species-specific requirement is the development of genome-wide high res-
olution SNP mapping tools which are now under development.

1 Introduction

Diseases in livestock can broadly be divided into three classes: inherited disease,
environmental/metabolic disease and infectious disease. Due to the complicated
interactions between host, parasite and the environment, the latter has proved most
refractory to amelioration. Given the global estimate of 8.74 billion head of cattle
and 1.05 billion sheep estimates in 2004 (GLiPHA website in July 2007), it becomes
obvious that the economic impact of infectious disease is substantial. It is therefore
not surprising that ongoing research has focussed on this aspect, considering the
potential benefits from successful preventative measures or integrating complemen-
tary strategies for disease control. While much of the work has been done on cattle,
this chapter discusses the use of sheep as a model organism for ruminants.

In sheep, predominant diseases concern endo- and ecto-parasites. In particular
gastro-intestinal nematode (GIN) infestation causes significant loss of productivity
and death, through inefficiency of feed utilization, anaemia, loss of body condi-
tion, poor growth, reproductive fitness and lactation performance. Ovine footrot,
flystrike and body strike (cutaneous myasis) are the three cutaneous diseases of
greatest economic impact on sheep production after internal parasitism. Other dis-
eases of relevance are parasitical (trypanosomes, ticks and trematodes), protozoal
(toxoplasmosis, coccidiosis, giardia and cryptosporidia), bacterial (brucellosis, mas-
titis, paratuberculosis or Johne’s disease, dermatophilosis and salmonellosis) and
viral (foot and mouth, bovine leukaemia virus, sheep pox, scabby mouth and blue
tongue), with prion diseases such as scrapie also possibly falling within the infec-
tious disease category. Some of the diseases are present in both cattle and sheep and
a comparative genomics approach will be relevant for both species.

To date, a combination of disease control strategies are utilised to minimise
infection and maximise survival of flocks or herds, relying on vaccination,
sanitation, therapeutic/pharmaceutical applications, quarantine/isolation, culling
and eradication. All of these approaches have limitations including, variously, the
cost of implementation, the need for farmer education, the difficulty of eradication
practices where farmers depend on the existence of the animal, and the develop-
ment of drug resistance to multiple classes of pharmaceutical control measures. In
developing countries, different control measures to those employed in more affluent
regions may be appropriate.

The selection of genetically resistant, tolerant or less susceptible hosts as a fur-
ther arm of disease control strategies has been encouraged by the widespread evi-
dence for host genetic variation for most diseases of interest in livestock production
(as reviewed by Axford et al., 2000). Gibson and Bishop (2005) elegantly describe
epidemiological models, which incorporate host resistance to disease, and suggest
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that success in selection for resistance to disease is strongly dependent on the trans-
mission pathway, virulence and initial level of resistance in the host population.
Diseases brought about by fast-replicating highly infectious pathogens, for instance
foot and mouth, may be less amenable to genetic improvement. In contrast, for
internal parasites with a slower generation time and an intermediate reservoir stage,
elimination of the most susceptible sub-population may prove beneficial. In such
cases, it is envisaged that conventional breeding strategies would be able to pro-
duce stock with improved levels of innate resistance to infection. The relatively
seamless integration of “ready-made” resistant stock into existing breeding pro-
grammes would be especially beneficial to developing countries. However, con-
ventional genetic improvement programmes aimed at increasing profitability have
found it difficult to incorporate disease resistance in multi-trait breeding objectives.

One of the hurdles has been the problem of accurately identifying resistant breed-
ing replacements, given the low to moderate heritabilities of such traits, the often
low and sporadic expression of disease, and the frequent use of surrogate traits for
actual infection (that are often the only convenient phenotypes to measure). More
work is needed to ensure that the genetic correlation is high between the disease
traits (such as parasite burden) and the surrogate trait such as faecal egg count and
antibody titre. A distinction is also made between the ability to prevent or counteract
initial infection (resistance) and the ability to survive and thrive despite infection
(resilience).

A further difficulty with incorporating disease resistance in animal production
systems is the need for selection for resistance to multiple diseases simultaneously,
with evidence mounting that there is no “silver bullet” of a gene that will convey
protection against multiple pathogens. In addition, selection pressures on pathogens
may well force the evolution of parasite resistance in the same manner as for chemi-
cal prophylaxis, potentially necessitating the stacking of favourable alleles for mul-
tiple resistance mechanisms per pathogen. Finally for most disease resistance traits,
there is a potentially negative impact of reduced selection efficiency on production
traits.

Many of these problems could be solved by a better understanding of the mecha-
nisms underpinning the resistance, the genes involved and the use of marker-assisted
selection. Research would also help to identify multiple resistance pathways, to
allow multiple breeding targets and suggest novel chemical prophylaxis or immu-
nization strategies.

There are many tools that may be used to achieve gene discovery for disease
resistance, thereby addressing the above points. Thus far, an important research
tool has been the numerous quantitative trait loci (QTL) studies employed in live-
stock research (Brenig et al., 2004). QTL analyses employ statistical methods to
correlate phenotypic variation with the correspondingly underlying genetic varia-
tion in the genome. Regions of the genome that segregate together with a partic-
ular phenotype across multiple meiotic events are likely to hold genes influenc-
ing that phenotype. Published QTL analyses almost invariably identify significant
chromosomal regions. Unfortunately, as more studies are conducted, more regions
are identified with a bewildering lack of repeatability and concordance between
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studies. Few research studies have moved beyond a primary report on significant but
unfocussed QTL regions. To attain the level of biochemical understanding neces-
sary to understand the genetic architecture of QTL for disease resistance, resolution
must increase to the level of individual candidate genes and the functional mutations
causing the difference in phenotype – or Quantitative Trait Nucleotide (or so called
QTN). Some of the processes and the tools employed to move from QTL to QTN
are discussed further.

2 Tools Used to Obtain Candidate Genes

2.1 Resource Flocks for QTL Analysis and Mapping

Many research flocks have been established with sheep (Table 1) to map QTL in
a broad range of disease phenotypes. Despite this initial effort in primary QTL
mapping, few resources have resolved functional and causative genes underlying
such QTL.

2.2 Integrated Maps, Comparative Mapping and Meta-analysis

Integrated and Comparative Maps

The pooling of data from multiple sources is now providing dependable, high-
resolution information for researchers. These large-scale projects are often under the
control of major consortiums, such as the International Sheep Genomics Consortium
(www.sheephapmap.org), which provides publicly available Web-based resources
where the data is not commercially sensitive. Such consortiums have helped to
establish high-resolution linkage maps generated for humans and mice medium to
high resolution maps for the bovine genome and medium density maps for sheep
For example, according to the NCBI UniSTS database there are 45,138 indepen-
dent STS markers in human transcript map 99,16,754 independent STS markers in
the Mouse Genome Database Genetic Map, 3,484 independent STS markers in the
ILIX-2005 map and 1411 independent STS loci in the International Sheep Mapping
Flock v.4.7 as of July 2007. Likewise, there are 5,689,286 validated human SNPs
(dbSNP build 127), 6,447,366 validated mouse SNPs (dbSNP build 126), 14,371
validated bovine SNPs (dbSNP build 127) but only 66 ovine SNPs (dbSNP build
126) documented in NCBI dbSNP. There are also radiation hybrid maps for all
species, physical maps obtained through fluorescence in situ hybridisation, restric-
tion digestion maps and other means, and in the former three cases whole genome
sequence is available. Much current work is involved in uniting all available maps
within a species into a single “integrated” map, and overlaying this on sequence
information.

Mammalian genomes are relatively highly conserved. Markers that have been
designed to amplify cattle DNA, also often amplify sheep DNA. Once the position
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of matching markers or genes have been established in two genomes, it is pos-
sible to deduce the chromosomal rearrangements that have taken place between
the two. Marker order by and large remains conserved in those regions between
historical breakpoints, and so-called “comparative mapping” allows information
to be transferred between the relevant genomes. Such comparisons have become
vital for those species whose genomes have not been sequenced, such as the sheep.
As of 15 November 2006, a virtual sequence has been established for the sheep
genome, based entirely on the ordering of sequenced BAC ends relative to estab-
lished human (bg17), cattle (Btau2.6) and dog (canFam2) frameworks (Interna-
tional Sheep Genomics Consortium). Information on virtual sheep chromosomes
are found at www.livestockgenomics.csiro.au. For sheep researchers, this provides
access to the far greater functional and positional knowledge available in other
species. Likewise, knowledge generated in the sheep genome can be transferred
to other species through the vehicle of integrated maps and Oxford grids, in which
shared features between two species are used to align the two integrated maps in
a grid format as is shown for sheep, cattle and human in Fig. 1 (Nicholas, 2005;
Liao et al., 2007).

2.2.1 Meta-analysis

Once a number of QTL studies have been undertaken on a particular disease,
meta-analyses may be employed to help eliminate type 2 errors and suggest crit-
ical genomic regions affecting a disease across multiple populations. Meta-analysis
employs comparable data from all such studies in a joint statistical analysis. By
combining the information across studies, refined confidence intervals of critical
regions are also possible. In sheep, the possibility of collating the data gathered on
gastro-intestinal nematodes is being considered (Jill Maddox, personal Communica-
ton, 2006). A summary of chromosomes with significant or suggestive QTL for GI
nematode resistance/susceptibility is depicted in Fig. 2 and includes a crude cross
species analysis, in which QTL identified on bovine chromosomes are translated to
their corresponding ovine chromosomes according to the appropriate Oxford grid.
Even this rudimentary depiction suggests a major gene for GI nematode resistance
on OAR3 and possibly OAR1, OAR2, OAR6, OAR14 and OAR20. For a compre-
hensive statistical meta-analyses, Khatkar et al. (2004) detail the general procedures
and requirements from the data, to provisionally locate QTL to best-bet locations
and make distinctions between single QTL and multiple QTL in target regions.

2.3 Association Studies, SNP Chips and LD Mapping

Most primary QTL screens have confidence intervals that are typically in the order
of 50–100 cM, thus encompassing potentially thousands of positional candidate
genes. The first step towards refining the position of the actual QTL is to extract
maximal information from such studies by adding more markers to the same linkage
mapping population, and if possible adding more individuals. This approach is
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effective until no additional informative recombination is observed, and adding
more animals is unfeasible. Typically, confidence intervals may have shrunk to a
sub 50 cM region at this stage depending on the size of the population, but there
may still be hundreds of potential candidate genes represented under the QTL peak.
Without very strong supporting evidence of a lead positional candidate gene, further
“fine mapping” is often required of such QTL.

To jump to the next level of resolution, the large number of historical recombina-
tion events within a population may be utilised, as opposed to the limited recombina-
tion generated within the QTL mapping pedigree. Within a population, very tightly
linked markers tend to segregate together as a haplotype in ‘linkage disequilibrium’
(LD) with the mutation event that generated the QTN. Meiotic crossovers occurring
since the coalescent ancestor would tend to break down the extent of markers in
disequilibrium with the QTN. Thus, association between markers and phenotype
within a random mating population would suggest that the markers may lie very
close to the polymorphism causing the phenotypic variation. The population-wide
average extent of long range LD in cattle appears to be in the order of 10 Mb, but
LD generated by ancestral mutation and in strong (short range) LD occurs on a
much smaller scale. LD blocks showing no signs of historical recombination had an
average length of approximately 40–100 kb on BTA6 (Khatkar et al., 2006). Thus,
markers in the order of 10 Mb might show evidence of an association with the QTN,
but only once the marker was within a few kb of the QTN would there be a chance
of a particular marker allele always being in phase with a trait “direction”.

A pertinent example may be found in the directed and shotgun association stud-
ies carried out on OAR 3 for GIN resistance. As shown in Fig. 2, a number of
genome-wide QTL studies on gastrointestinal nematodes in sheep identified OAR 3
as significant. Directed fine mapping of chromosome 3 occurred by adding markers
at approximately 2cM intervals over approximately 15 cM, which narrowed down
the QTL confidence interval to a 5 cM region. This target region encompassed the
interferon gamma (IFNG) gene (Paterson et al., 2001). A number of polymorphisms
were detected in linkage disequilibrium within the IFNG gene region between resis-
tant and susceptible selection lines (Crawford and McEwan, 1998). This lead was
followed by association studies across other populations conducted by other groups,
which made use of the same markers (Fig. 3). Interestingly, while many of the
studies reported significant association between markers predominantly near to the
5′ region of the gene and resistance, the phase of the resistant haplotype was not
consistent (Paterson et al., 2001, Coltman et al., 2001, Sayers et al., 2005, Stear
et al., 2006).

�
Fig. 1 Oxford grid contrasting the sheep linkage map v3.1 against the human and cattle genome
sequence available at http://oxgrid.angis.org.au/. Each point represents a gene or marker that has
been positioned in both genomes, either physically or through linkage. The length and direction
of the two sides of the boxes are indicative of the relative length and directions of respective
chromosomes
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In addition, three studies reported a lack of significant association. The
first used Perendale selection lines for high and low levels of GIN resistance
(Paterson et al., 2001). Romney lines selected for traits independent of parasite
resistance also proved non-significant (Dukkipati et al., 2005). A proposed founder
effect is unlikely to be the sole explanation for association between IFNG and GIN
resistance, given the number of studies, and the broad base of breeds reporting asso-
ciation. The last was in the Suffolk breed (Sayers et al., 2005), which had four segre-
gating haplotypes, instead of the two present in other breeds, representing an ances-
tral and potentially highly informative recombination between two closely linked
markers. Taken together, the combined work by many laboratories suggests that the
markers that have been used in association studies to date are not in sufficiently close
linkage disequilibrium to be in perfect phase with the real resistance polymorphism.

To date, such fine mapping and association studies have primarily been con-
ducted on a targeted basis across limited regions in the genome. However, using
high-density SNP genotyping technologies, whole-genome scans of a similar level
of resolution are now possible. Single nucleotide polymorphisms (SNPs) offer a
plentiful supply of bi-allelic variability throughout the genome, occurring on aver-
age once in every 100 bp. Advances in technology now make it possible to take full
advantage of the dense genome-wide information that these markers can provide,
with mapping arrays of up to 1,000,000 markers now available in humans. With
a 100,000 K chip, marker density on a map is approximately in the order of 1 in
every 30 kb. At this level, population-wide levels of linkage disequilibrium may
be exploited. The transition from targeted QTL mapping studies to genome wide
selection (GWS) studies with sufficiently dense SNP arrays will allow markers sig-
nificantly associated with a trait to be used directly as selection aids in breeding
programmes. Development of a 60,000 ovine SNP array has already been proposed
(www.sheephapmap.org).

2.4 Microarrays, SELDI-TOF MS and Other High Density
Genomic or Proteomic Functional Tools

Functional genomic approaches offer other means to narrow down the approxi-
mately 30,000 genes found within a genome to a few candidates, which influ-
ence a particular trait. Micro-arrays, whether they be oligo-nucleotide-based chips
or c-DNA arrays, seek to detect changes in expression levels between two states
(i.e. resistant vs. susceptible, or infected vs. non-infected). The caveat to bear in
mind is that genes demonstrating changed expression levels may be downstream
in a biochemical pathway from influential “controller” genes with small changes
in their expression or undetectable changes to their conformation state, or indeed
may not be represented on the array and therefore undetectable in the target stud-
ies. Nevertheless, sophisticated algorithms are now available to group differentially
expressed genes according to their response profiles or promoter sequences, thereby
suggesting functional links to lead pathways. This information, in conjunction with
knowledge of the pertinent biochemical pathways obtained in other species, may
lead to a number of candidate genes near the top of cascades.
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Only a single large ovine array has been established based on 27 different tis-
sues, with 19,968 spots representing 9,238 RefSeqs, which has been used suc-
cessfully to examine baseline differences between GIN resistant and susceptible
Perendale sheep (Keane et al., 2006). Sheep researchers also have access to multi-
ple large bovine arrays. The commercially available bovine Affymetrix array rep-
resents approximately 19,000 unigene clusters and has a 75% cross hybridisation
to the ovine genome (Ross Tellam, personal communication). In addition, a 10,204
bovine cDNA array has successfully been utilised for cross species hybridisation
with sheep, in which duodenal tissue from infected GIN resistant and susceptible
Perendale sheep was compared (Diez-Tascon et al., 2005). A specialist ruminant
innate immune response array has been constructed with 1480 characterised genes
and 5376 cDNAs derived from subtracted and normalised libraries, which detected
94% of ovine transcripts tested (Donaldson et al., 2005). Other high throughput tran-
scriptome techniques of a similar nature include serial analysis of gene expression
(SAGE) used to investigate the response to trypanosome infection in cattle (Berthier
et al., 2003) and massively parallel signature sequencing (MPSS).

A proteomic approach using SELDI-TOF mass spectroscopy, or similar, may
also be used to identify differentially expressed genes based on their protein gene
products as leads for further analyses. Again, the process interrogates samples from
animals subjected to two different states and attempts to identify proteins that are
differentially up or down regulated. This process has the benefit of being one step
closer to the actual functional cellular mechanism, given that even though genes
may be up or down regulated, there are still cellular controls that may prevent a
corresponding up or down translation of the transcripts into proteins. Once again,
differentially expressed proteins may not necessarily represent the most important
genes controlling the trait, but may well contribute to a better-characterised path-
way analysis. A major limitation to the proteomic approach has been the limited
annotation of the many thousands of peptide fragments to genes and their function.

2.5 Positional Functional Integration

Despite large expenditure, most positional mapping studies are unsuccessful in
refining the number of candidate genes to a manageable number, especially since
many of the putative genes lying under the most likely positions remain uncharac-
terised. Further study would require exhaustive functional investigation of each in
relation to the specific disease trait of interest. Likewise, candidates derived from
functional transcriptomic, immunological or proteomic studies could number in
the hundreds, without any clear idea of which ones, if any, were causative, merely
reflecting a differentially expressed pathway, or even worse were spurious in often
under powered micro-array studies.

However, a combination of the two approaches may give maximum power to
identify true candidates. Transecting functional studies based on full transcriptome
analyses with comprehensive micro-array and/or alternative techniques, such as
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SAGE and MPSS, with QTL studies has the potential to yield functional informa-
tion on relevant genes underlying QTL or so-called functional-positional candidate
genes. Joint candidates obtained through both approaches may typically be screened
in vitro and in vivo and sequenced to identify putative QTN.

Unequivocal proof that a specific mutation is causative of a QTL or a phenotype
change remains elusive in livestock, with limited scope for gene substitution and
targeted mutation induction to obtain such proof. A rare example of an appropriate
expression study has used a murine NRAMP1-susceptible (now known as solute
carrier family II member A1 gene) macrophage cell line as a constant background
to investigate the effect of a mutation in the bovine NRAMP gene under the control
of the bovine NRAMP1 promoter, with concommittant differences in the levels of
gene expression, as described in Barthel et al. (2001).

Functional transcriptome analyses and co-localisation studies with known QTL
regions have been conducted for mastitis (Schwerin et al., 2003), trypanosome
resistance using micro-array and SAGE approaches, respectively (Hill et al., 2005,
Berthier et al., 2003) and for GIN in cattle (Gasbarre et al., 2004) and recently in
sheep (Keane et al., 2006).

A technique that has long been proposed, but is still uncommon, is that of
“microarray QTLs” or “e-QTLs” in which a suite of phenotypically variable animals
are used and micro-array analyses of each individual animal used as the phenotype
in QTL studies. Those genes in common between QTL location and expression
profiles (cis acting) may lead to so-called master regulatory genes, whereas those
not collocated with the QTL but differentially expressed or trans acting may lead
to major pathway analyses in regulating gene expression. The difficulty of linking
such e-QTL and their candidate genes to defined disease traits is still a complex
issue, although once again meta-analyses of all functional and positional mapping
studies should reveal functionally important genes for further analysis.

3 An Example: Mapping Genes for Ruminant Fasciolosis

An example of an integrated gene mapping and functional genomics programme to
identify genes for resistance to fasciolosis has been described in full by Raadsma
et al. (2005). In collaboration with many others, this example is informative in
that multiple tools have been utilised in a targeted gene discovery programme. Two
primary research arms are involved, a QTL mapping experiment to identify major
genes for innate and acquired resistance to F. gigantica and an immunological char-
acterisation of resistance mechanisms to fasciolosis to identify candidate gene(s)
and pathways. The combination of information derived from both arms allowed
greater refinement of a list of candidate genes than would have been possible using
each approach alone.

Fasciolosis is a major parasitic disease of livestock with over 700 million pro-
duction animals at risk of infection and worldwide economic losses estimated
at >US$3.2 billion per annum (Spithill et al., 1999). The parasite is especially
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prevalent in tropical regions of Asia and Africa, where it is considered the
single most important helminth infection of cattle (Fabiyi, 1987; Schillhorn
van Veen, 1980; Roy and Tandon, 1992; Pholpark and Srikitjakarn, 1989; Soe-
setya, 1975; Spithill et al., 1999). Infected animals show lower weight gain,
anaemia, reduced fertility, reduced milk production, lower feed conversion effi-
ciency and a diminished work capacity. In African and Southeast Asian developing
countries, the latter trait significantly impacts on production, where ruminants
provide 80% of the draught power (Spithill et al., 1999, Sukhapesna et al., 1994).
In addition, there is a significant zoonotic infection rate in humans with the WHO
recognising >2.4 million cases of infection.

Anthelminthics are currently utilised against fasciolosis, but they are expensive
and require frequent administration, which prevents their application in many devel-
oping countries (Spithill et al., 1999). In addition, there is growing evidence of
resistance to Triclabendazole, which has seriously compromised its use (Overend
and Bowen, 1995; Spithill and Dalton, 1998). Vaccination is a second control mech-
anism that might be used and, indeed, experimental vaccination against Fasciola
is well established (Spithill and Dalton, 1998). However, the vaccine-induced and
natural acquired immune mechanisms linked to rejection of Fasciola infection in
ruminants are not well defined (Piedrafita et al., 2004).

3.1 Resistance to Fasciola

At the outset of this programme observations had been made that the Indonesian
Thin Tail (ITT) sheep breed expressed relative resistance to fasciolosis, whereas
the Merino was shown to be highly susceptible (Wiedosari and Copeman, 1990;
Roberts et al., 1997a, b, c). ITT sheep expressed resistance to F. gigantica within the
prepatent period of a primary infection and acquired a higher level of resistance after
exposure (Roberts et al., 1997a, c). The acquired resistance of ITT sheep, expressed
within 3–4 weeks of infection, could be suppressed by dexamethasone, implying
that this resistance was immunologically based and that the killing of many migrat-
ing parasites occurred within 2–4 weeks of infection (Roberts et al., 1997b; Spithill
et al., 1999). Despite displaying resistance to F. gigantica, ITT sheep are fully sus-
ceptible to F. hepatica (Roberts et al., 1997a). These findings suggest that F. hep-
atica and F. gigantica differ in some fundamental biological trait(s), which renders
F. gigantica more susceptible to immune effector mechanisms (Spithill et al., 1997;
Piedrafita et al., 2004). The factors responsible for this apparent natural resistance
to Fasciola infection in certain sheep breeds are currently unknown.

3.2 The Resource Flock for Mapping Fasciolosis Resistance

The resistance of ITT sheep represents a unique biological situation, which has been
exploited in the construction of a QTL mapping resource flock. ITT sheep were
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backcrossed into susceptible Merino (Fig. 4) to generate 10 F1 ram families. Two
strains of ITT sheep were used, namely Sumatra and Garut (West Java) to allow for
possible strain variation in genetic resistance. Reciprocal matings were used in the
creation of the F1 sires, to allow for recognition of sex-linked or imprinted genes.
Four families were augmented in number by further matings of the F1 sire. In two
cases, these augmented matings involved alternate backcross to ITT ewes and F2
intercross matings. Animals were maintained parasite free in holding pens above
ground at the Indonesian Institute for Science, Bogor, Indonesia, under natural light
conditions, and were fed ad libertum. A total of 694 animals from 10 linkage fam-
ilies were genotyped and phenotyped but to achieve this number, a total of 1435
animals were bought or born in the flock. As for all experimental flocks, a large
investment is necessary to achieve a reasonable number of experimental animals.

Over 3 years, naı̈ve experimental animals were subjected to two experimentally
controlled Haemonchus contortus infections prior to a midyear challenge (average
373 days of age) with 300 metacercariae of F. gigantica. In the fourth year fol-
lowing the H. contortus trials, animals were sensitised with 50 metacercariae of
F. gigantica (sensitization), drenched after 6 weeks, and then challenged with 250
metacercariae of F. gigantica (challenge at average 446 days of age). Challenges
were slaughtered 12–15 weeks post-infection. Various phenotypes were measured
including repeat measures of live weight (LW), packed cell volume (PCV), antibody
levels, eosinophil, neutrophil and lymphocyte levels and liver enzymes. Flukes were
recovered post slaughter (Fl), liver damage was assessed as a score (LvrSc) from 1
(least damage) to 5 (most damage) and liver weight (LvrWT) together with fluke
biomass (WW) was obtained. In addition, use of this major resource flock was opti-
mised by taking detailed carcass, growth and fleece production data to provide a
better understanding of major genes affecting production traits.

3.3 Linkage and QTL Analysis for Fasciolosis

A low density genome screen of autosomal chromosomes was undertaken using 138
microsatellite markers selected on the basis of map location (Maddox et al., 2001)
and polymorphic information content (PIC) scores from the Australian Sheep
Gene Mapping Resource (http://rubens.its.unimelb.edu.au/∼jillm/jill.htm). This is
one of a few free Web-based resources with updated information on the Inter-
national Mapping Flock sheep linkage map and associated tools such as CMap
allowing comparative analysis to human, canine and bovine linkage and sequence
information.

QTL analysis was undertaken for a range of parasite resistance and immune
response traits, using the half-sib analysis capability of QTL Express (Seaton
et al., 2002). This Web-based analysis tool stemming from collaborative work
between the Roslin Institute and the University of Edinburgh is widely used
and designed to allow user friendly regression-based QTL analysis of outbred
populations. An initial analysis across all families for each trait included screens
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to determine the presence of potential QTL within selected families, on the basis
of t-values. Chromosome-wide significance was empirically determined in QTL
Express using 1000 permutations: significance to a level of p ≤ 0.05 was considered
suggestive and is summarised in Table 2.

As can be seen, the false discovery rate (FDR) suggests that approximately 1 in 2
of the QTL are potentially spurious, a relatively common (FDR) for QTL mapping
studies. Lifting the significance threshold to improve the FDR may give rise to the
problem of “throwing out the baby with the bathwater”. Since it is unlikely that F.
gigantica resistance is caused by a single major gene, a strong QTL signal is not
expected, and increasing stringency may well cause an unacceptable level of type I
error.

One means of weeding out the real QTL from the false is by examining multiple
correlated traits. Where QTL are confirmed in two or more independently measured
traits, with the same families exhibiting significant signal, more credence may be
placed in their validity. For instance, OAR 17 displays a suggestive peak for both
fluke number and fluke biomass. This peak appears mainly due to the influence of
the first three cohorts, suggesting that it is likely to be caused by an innate response
rather than an acquired immune response. In contrast, other QTL peaks appear to be
due to the development of a protective immune response, and their validity is further
informed by the parallel immunological work undertaken in this project.

Table 2 Summary of putative across-family QTL and significant individual-family t-values iden-
tified in a panel of parasite and immune response traits measured in 10 families after F. gigan-
tica challenge. FDR = False discovery rate, calculated as observed/expected, where expected is
26 × 0.05 for number of genome-wide QTL, and 26 × 10 × 0.05 for number of significant QTL
observed in single families

Trait

Number putative
QTL detected above
chromosome-wide
p ≤ 0.05 threshold

Number QTL
above p ≤ 0.05
threshold in
individual families

FDR: QTL genome
wide, single family
t-tests

Fluke count 4 36 3.08, 2.77
Fluke weight – biomass 3 33 2.31, 2.54
Fluke size 2 22 1.54, 1.69
Liver damage 2 26 1.54, 2.00
Liver weight 2 25 1.54, 1.92
Weight change 2 29 1.54, 2.23
PCV change 1 25 0.77, 1.92
Late average GLDH 2 17 1.54, 1.31
Late average GGT 3 24 2.31, 1.85
Late average AST 2 21 1.54, 1.62
Late average Albumin 4 30 3.08, 2.31
Late average Globulin 3 39 2.31, 3.00
Early Eosinophil volume 4 28 3.80, 2.15
Early Eosinophil count 1 20 0.77, 1.54
Early Neutrophil count 3 22 2.31, 1.69
Early Lymphocyte count 1 27 0.77, 2.08
IgA concentration Wk2 1 27 0.77, 2.08
Mean 1.81, 2.04
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3.4 Mapping Fasciolosis QTL in Cattle and Buffalo

By exploiting the strong genomic similarity across ruminants, it is now feasible to
use one species (i.e. sheep) as a model, allowing comparative biological mechanisms
and gene mapping for the economically more important target species (i.e. buffalo
and cattle). Based on Oxford grid analysis, the strong QTL identified on OAR17
maps almost exclusively to BTA17 which suggests that a putative QTL/gene with a
role in fasciolosis resistance in cattle may be present on BTA17 (Fig. 5). While some
ovine genes have been located on OAR17 through physical or linkage mapping, the
location and function of the vast majority are inferred solely through comparative
mapping with other species. Essentially, investigation of the gene content of the
QTL region on ovine chromosome 17 has to occur in another species. Transferring
the QTL peak and confidence intervals to homologous regions on BTA17 using
integrated comparative map information suggests a list of a few hundred candidate
genes found in the region.

In most cases, a few of these genes can be immediately targeted as potential
candidates, given known functions in other species. For instance, the IL2 gene
and the MIF gene lie within the BTA17-transformed QTL region. The IL2 gene
has been shown to contain a GATA-3 transcription factor motif with a nucleotide
polymorphism within the second intron (Luhken et al., 2005). As GATA-3 motifs
appear to regulate the switch from a Th1 to a Th2 response in men and mice (Lee
et al., 2000), its presence in the IL2 gene may be of importance in the Th1 response
to fasciola infection. On the other hand, MIF is a glutathione-s-transferase molecule
that recruits immune cells after damage has been done. Allelic variation in the gene
may affect the ability of the liver to regenerate.

However, immediate construction of a candidate gene shortlist is fraud with dan-
gers. Given the very wide confidence intervals in most primary QTL analyses, there
remain many genes of unknown function, or genes that have partially understood
function, which may ultimately prove to harbour the QTN (evident in Fig. 5). In our
project, the immunological characterisation of resistance to fasciolosis is providing
some additional insight in short listing putative candidate genes.

3.5 Immunological Characterisation for Functional
Positional Integration

The immune response(s) against invading F. gigantica parasites within the peri-
toneum is likely to involve complicated processes with numerous pathways and
effector mechanisms. With such a complicated system, we needed to develop strate-
gies to focus on key end-points (or “bottlenecks”) of these pathways, mediating par-
asite death in the peritoneum. One such strategy used was to focus on which cellular
responses occur at the time when killing of the parasite occurs, using high through-
put and targeted tools. This strategy is based on the early finding from the literature,
still as relevant today, that there are a relatively finite number of immune effector
cells which can kill large extracellular parasites (Butterworth, 1984; Maizels et al.,
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1993). The concept of the research was that by investigating their role in killing in
vitro, and the toxic molecules produced which can kill the parasite, we would be able
to predict the central pathway(s) directing the protective immune response(s) and
identify the underlying resistance mechanism in ITT sheep. This would then allow
identification of candidate genes, which control these pathways, to be compared
with that generated through the QTL analyses.

High resistance of ITT sheep to F. gigantica appeared to follow a model whereby
parasites were killed within the gut wall and/or peritoneum or shortly after reaching
the liver, and that the newly excysted immature juvenile parasite (NEJ) was the
primary target of an effective immune response in ITT sheep. We therefore decided
to study the peritoneal cavity for immune mediators correlating with resistance in
ITT sheep, using peritoneal lavage cells obtained from ITT and Merino sheep.

Our studies in this regard have shown that an antibody-dependent cell cyto-
toxicity (ADCC) mechanism is expressed in ITT sheep (Piedrafita et al., 2007).
NEJ of F. gigantica are susceptible to killing in vitro by peritoneal macrophages
and eosinophils present in the peritoneal lavage cells. The mechanism involves
superoxide radicals as evidenced by reversal of cytotoxicity following inclusion of
superoxide dismutase (SOD) in the culture; SOD neutralizes immune cell–generated
superoxide radicals. We suggest that this killing mechanism may be important in the
resistance of ITT sheep to F. gigantica infection (Piedrafita et al., 2004; Meeusen
and Piedrafita, 2003). In contrast, ITT sheep do not acquire resistance to F. hepat-
ica infections (Roberts et al., 1997a) and the identified superoxide-mediated killing
mechanisms effective against F. gigantica are ineffective against F. hepatica in vitro
(Piedrafita et al., 2000, 2001, 2007).

3.6 High Density Proteomic and Genomic Functional Screening

In an attempt to unravel host responses expressed in sheep against Fasciola sp., we
have recently begun to apply SELDI-TOF Mass Spectrometry (Issaq et al., 2002;
Tang et al., 2004) to derive a protein profile of serum during infection of sheep
with F. hepatica. Although these data are preliminary, the results suggest that serum
biomarkers associated with F. hepatica infection may be readily discernible in sheep
(Fig. 6). Sequence identification of these markers may reveal insights into the patho-
biology of liver fluke infections in sheep. Comparative biomarker studies are under-
way in the resistant ITT and susceptible Merino after F. gigantica challenge. We
have now commenced gene-specific expression profiles by RT-PCR analyses during
different stages of infection in ITT and Merino backgrounds for a broad repertoire
of cytokine profiles. In addition, we will be conducting transcriptome analyses using
bovine micro-arrays and ruminant immune-response arrays.

3.7 Future Studies and Potential Applications

To our knowledge, this is the first genome screen conducted in ruminants for iden-
tification of resistance genes and their functional importance in fasciolosis. The
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Fig. 6 SELDI-TOF MS analysis of serum biomarkers detected in sheep infected with F. hepatica.
Panel A biomarkers detected in the pH 7 fraction in the range 1,500–10,000 Da. The upper sections
show the trace views (mass spectrum) for two control sheep (#8, 10) and two infected sheep (# 48,
20). The bottom sections show the gel view conversion of the trace views to simplify comparisons
of the profiles between groups (courtesy of Prof. Spithill)

combined approach to identify functional candidate genes by expression profiling
of animals with defined genetic contrasting backgrounds and the use of positional
candidate gene mapping provides an extremely powerful tool to dissect complex
functional pathways in host responses to F. gigantica. The identification of candidate
genes in ITT sheep will allow rapid identification of similar genes in cattle and buf-
falo due to the high degree of homology between the ovine and the bovine genomes
(Cockett et al., 2001). Such genes could be used as DNA markers for resistance
to identify elite resistant animals for selective breeding programmes, which would
improve the productivity of cattle/buffalo herds in Indonesia as well as Southeast
Asia, Asia and Africa. Identification of such gene(s) and understanding their mode
of action can also lead to novel biological methods for parasite control, through the
identification of new biological compounds. The model described here highlights
the potential power and impact to discover target molecules, molecular pathways
and genetic variation in genes regulating such pathways using a model animal sys-
tem which is more closely aligned to the target species than the traditional mouse
or human systems. Although the genome information–rich model organisms will
continue to have high utility in early stages of discovery, ultimate validation studies
have to be conducted in the target animal species. The use of appropriate ruminant
models can accelerate this process.
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genómicas con influencia sobre la resistencia a las tricostrongilidosis en el ganado ovino de
raza churra ITEA, Prod. Anim. 100:197–201.

Beh, K.J., Hulme, D.J., Callaghan, M.J., Leish, Z., Lenane, I., Windon, R.G., and Maddox, J.F.,
2002, A genome scan for quantitative trait loci affecting resistance to Trichostrongylus colubri-
formis in sheep, Anim. Genet. 33:97–106.

Benavides, M.V., Weimer, T.A., Borba, M.F.S., Berne, M.E.A., and Sacco, A.M.S., 2002, Asso-
ciation between microsatellite markers of sheep chromosome 5 and faecal egg counts, Small
Ruminant Res. 46:97–105.

Berthier, D., Quere, R., Thevenon, S., Belemsaga, D., Piquemal, D., Marti, J., and Maillard,
J.C., 2003, Serial analysis of gene expression (SAGE) in bovine trypanotolerance: preliminary
results, Genet. Sel. Evol. 35:S35–S47.

Brenig, B., Broad, T.E., Cockett, N.E., and Eggen, A., 2004, Achievements of research in
the field of molecular genetics, WAAP Book of the Year, 2003: A Review on Develop-
ments and Research in Livestock Systems, Wageningen Universiteit (Wageningen University),
Wageningen Netherlands, pp. 73–84.

Butterworth, A.E. 1984. Cell-mediated damage to helminths. Adv. Parasit. 23:143–235.
Carta, A., Barillet, F., Allain, D., Amigues, B., Bibe, B., Bodin, L., Casu, S., Cribiu, E., Elsen, J.M.,

Fraghi, A., Gruner, L., Jacuiet, P., Ligios, S., Marie-Etancelin, C., Mura, L., Piredda, G.,



110 H.W. Raadsma et al.

Rupp, R., Sanna, S.R., Scala, A., Scala, A., Schibler, L., and Casu, S., 2002, QTL Detec-
tion with genetic markers in a dairy sheep backcross Sarda × Lacaune Resource Population,
Proc. 7th World Congr. Genet. Appl. Livest. Prod. Montpellier, France, August 2002, CD-Rom,
Com.No. 09–07.

Cockett, N.E., Shay, T.L., and Smit, M., 2001, Analysis of the sheep genome, Physiol. Genomics
7:69–78.

Coltman, D.W., Wilson, K., Pilkington, J.G., Stear, M.J., and Pemberton, J.M., 2001, A microsatel-
lite polymorphism in the gamma interferon gene is associated with resistance to gastrointestinal
nematodes in a naturally-parasitized population of Soay sheep, Parasitology 122:571–582.

Crawford, A.M., and McEwan, J.C., 1998, Identification of animals resistant to nematode parasite
infection New Zealand Provisional Patent 330201, New Zealand, p. 46.

Crawford, A.M., McEwan, J.C., Dodds, K.G., Wright, C.S., Bisset, S.A., Macdonald, P.A.,
Knowler, K.J., Greer, G.J., Green, R.S., Shaw, R.J., Paterson, K.A., Cuthbertson, R.P.,
Vlassoff, A., Squire, D.R., West, C.J., and Phua, S.H., 1997a, Resistance to nematode parasites
in sheep: how important are the MHC genes? Assoc. Advanc. Anim. Breeding and Genet. Proc.
Twelfth Conf., Dubbo, NSW, Australia 6–10 April 1997, Part 1, pp. 58–62.

Crawford, A.M., Phua, S.H., McEwan, J.C., Dodds, K.G., Wright, C.C., Morris, C.A., Bisset, S.A.,
and Green, R.S., 1997b, Finding disease resistance QTL in sheep, Anim. Biotechnol. 8:13–22.

Crawford, A.M., Paterson, K.A., Dodds, K.G., Tascon, C.D., Williamson, P.A., Thomson, M.R.,
Bisset, S.A., Beattie, A.E., Greer, G.J., Green, R.S., Wheeler, R., Shaw, R.J., Knowler, K., and
McEwan, J.C., 2006, Discovery of quantitative trait loci for resistance to parasitic nematode
infection in sheep: I. Analysis of outcross pedigrees, BMC Genomics 7:2164–2178.

Davies, G., Stear, M.J., Benothman, M., Abuagob, O., Kerr, A., Mitchell, S., and Bishop, S.C.,
2006, Quantitative trait loci associated with parasitic infection in Scottish blackface sheep,
Hered. 96:252–258.

Diez-Tascon, C., Keane, O.M., Wilson, T., Zadissa, A., Hyndman, D.L., Baird, D.B., McEwan,
J.C., and Crawford, A.M., 2005, Microarray analysis of selection lines from outbred popula-
tions to identify genes involved with nematode parasite resistance in sheep, Physiol. Genomics
21:59–69.

Diez-Tascon, C., MacDonald, P.A., Dodds, K.G., McEwan, J.C., and Crawford, A.M., 2002,
A screen of chromosome 1 for QTL affecting nematode resistance in an ovine outcross
population, Proc. 7th World Congr. Genet. Appl. Livestock Prod., Institut National de la
Recherche Agronomique (INRA), Montpellier, France, August 2002, Session 13, pp. 1–4,
Communication 37.

Donaldson, L., Vuocolo, T., Gray, C., Strandberg, Y., Reverter, A., McWilliam, S., Wang, Y.,
Byrne, K., and Tellam, R., 2005, Construction and validation of a Bovine Innate Immune
Microarray, BMC Genomics 6:135.

Dukkipati, V.S.R., Blair, H.T., Johnson, P.L., Murray, A., and Garrick, D.J., 2005, A study on the
association of genotypes at the interferon gamma microsatellite locus with faecal strongyle
egg counts in sheep, Proc. 16th Conf. Assoc. Advan. Anim. Breeding Genet., Noosa Lakes,
Australia, pp. 119–122.

Elsen, J.M., Moreno, C.R., Bodin, L., François, D., Bouix, J., Barillet, F., Allain, D., Lantier, F.,
Lantier, I., Schibler, L., Roig, A., Brunel, J.C., and Vitezica, Z.G., 2006, Selectio for scrapie
resistance in France, Is there evidence of negative effects on production and health traits?, Proc.
8th World Cong. Genet. Appl. Livestock Prod., Belo Horizonte, MG, Brazil, pp. 15–15.

Fabiyi, J.P., 1987, Production Losses and Control of Helminths in Ruminants of Tropical Regions,
Int. J. Parasitol. 17:435–442.

Gasbarre, L.C., Sonstegard, T., VanTassell, C.P., and Araujo, R., 2004, Symposium: New
approaches in the study of animal parasites, Vet. Parasitol. 125:147–161.

Gibson, J.R., and Bishop, S.C., 2005, Use of molecular markers to enhance resistance of livestock
to disease: a global approach, Rev. Sci. Tech. OIE. 24:343–353.

GLIPHA: Global Livestock Production and Health Atlas www.fao.org/ag/aga/glipha.
Gruner, L., Aumont, G., Getachew, T., Brunel, J.C., Pery, C., Cognie, Y., and Guerin, Y., 2003,

Experimental infection of Black Belly and INRA 401 straight and crossbred sheep with tri-
chostrongyle nematode parasites, Vet. Parasitol. 116:239–249.



Ovine Disease Resistance 111

Hill, E.W., O’Gorman, G.M., Agaba, M., Gibson, J.P., Hanotte, O., Kemp, S.J., Naessens, J.,
Coussens, P.M., and MacHugh, D.E., 2005, Understanding bovine trypanosomiasis and try-
panotolerance: the promise of functional genomics, Vet. Immun. Immunop. 105:247–258

Issaq, H.J., Veenstra, T.D., Conrads, T.P., and Felschow, D., 2002, The SELDI-TOF MS approach
to proteomics: Protein profiling and biomarker identification, Biochem. Biophys. Res. Commun.
292:587–592.

Janssen, M., Weimann, C., Gauly, M., and Erhardt, G., 2002, Associations between infections
with Haemonchus contortus and genetic markers on ovine chromosome 20, Proc. 7th World
Cong. Genet. Appl. Livestock Prod., Montpellier, France, August 2002, Session 13, pp. 1–4,
Communication 11.

Keane, O.M., Zadissa, A., Wilson, T., Hyndman, D.L., Greer, G.J., Baird, D.B., McCulloch, A.F.,
Crawford, A.M., and McEwan, J.C., 2006, Gene expression profiling of naive sheep genetically
resistant and susceptible to gastrointestinal nematodes, BMC Genomics 7:42.

Khatkar, M.S., Collins, A., Cavanagh, J.A.L., Hawken, R.J., Hobbs, M., Zenger, K.R., Barris, W.,
McClintock, A.E., Thomson, P.C., Nicholas, F.W., and Raadsma, H.W., 2006, A first-generation
metric linkage disequilibrium map of bovine chromosome 6, Genetics 174:79–85.

Khatkar, M.S., Thomson, P.C., Tammen, I., and Raadsma, H.W., 2004, Quantitative trait loci map-
ping in dairy cattle: review and meta-analysis, Genet. Select. Evol. 36:163–190.

Lee, H.J., Tokemoto, N., Kurata, H., Kamogawa, Y., Miyatake, S., o’Garra, A., and Arai, N., 2000,
GATA-3 induces Thelper cell type 2 (Th2) cytokine expression and chromatin remodelling in
committed Thi cells, J. Exp. Med. 192:105–115.

Li, Y., Miller, J.E., and Franke, D.E., 2001, Epidemiological observation and heterosis of gastroin-
testinal nematode infection in Suffolk, Gulf Coast Native and crossbred lambs, Vet. Parasitol.
98:273–283.

Liao, W., Collins, A., Hobbs, M., Khatkar, M.S., Luo, J., and Nicholas, F.W., 2007, A comparative
location database (CompLDB): map integration within and between species, Mamm. Genome
18:287–299.

Luhken, G., Stamm, V., Menge, C., and Erhardt, G., 2005, Functional analysis of a single
nucleotide polymorphism in a potential binding site for GATA transcription factors in the ovine
interleukin 2 gene, Vet. Immun. Immunop. 107:51–56.

Maddox, J.F., Davies, K.P., Crawford, A.M., Hulme, D.J., Vaiman, D., et al., 2001, An enhanced
linkage map of the sheep genome comprising more than 1000 loci, Genome Res. 11:1275–1289.

Maizels, R.M., Bundy, D.A.P., Selkirk, M.E., Smith, D.F., and Anderson, R.M., 1993, Immunolog-
ical modulation and evasion by helminth-parasites in human-populations, Nature 365:797–805.

Marshall, K., van der Werf, J.H.J., Maddox, J.F., Graser, H.-U., Zhang, Y., Walkden-Brown, S.W.,
and Khan, L., 2005, A genome scan for quantitative trait loci for resistance to the gastointesti-
nal parasite Haemonchus contortus in sheep, Proc. Assoc. Advan. Anim. Breed. Genet., Noosa
Lakes, Queensland, Australia, pp. 115–118

Meeusen, E.N.T., and Piedrafita, D., 2003, Exploiting natural immunity to helminth parasites for
the development of veterinary vaccines, Int. J. Parasitol. 33:1285–1290.

Miller, J.E., Cocket, N.E., Walling, G.A., Shay, T.A., McGraw, R.A., Bishop, S.C., and Haley, C.A.,
2002, Segregation of resistance to nematode infection in F2 lambs of Suffolk × Gulf Coast
Native sheep and associated QTL, Proc. Int. Soc. Anim. Genet., Gottingen, Germany, pp. 160.

Moreno, C.R., Gruner, L., Scala, A., Mura, L., Schibler, L., Amigues, Y., Sechi, T., Jacquiet, P.,
Francois, D., Sechi, S., Roig, A., Casu, S., Barillet, F., Brunel, J.C., Bouix, J., Carta, A., and
Rupp, R., 2006, QTL for resistance to internal parasites in two designs based on natural and
experimental conditions of infection, Proc. 8th World Cong. Genet. Appl. Livestock Prod., Belo
Horizonte, MG, Brazil, pp. 15–05.

Moreno, C.R., Lantier, F., Berthon, P., Gautier, A.V., Bouchardon, R., Boivin, R., Lantier, I.,
Brunel, J.-C., Weisbecker, J.-L., François, D., Bouix, J., and Elsen, J.-M., 2003, Genetic param-
eters for resistance to the salmonella abortosovis vaccinal nstrain RU6 in sheep, Gen. Sel. Evol.
35:199–217.

Nicholas, F.W., 2005, Integrated and comparative maps in livestock genomics, Austr. J. Exper.
Agric. 45:1017–1020.



112 H.W. Raadsma et al.

Overend, D.J., and Bowen, F.L., 1995, Resistance of Fasciola hepatica to Triclabendazole, Aust.
Vet. J. 72:275–276.

Paterson, K.A., McEwan, J.C., Dodds, K., Morris, C.A., and Crawford, A.M., 2001, Fine mapping
a locus affecting host resistance to internal parasites in sheep, Proc. Assoc. Advan. Anim. Breed.
Genet., Queenstown, New Zealand, pp. 91.

Paterson, S., Wilson, K., and Pemberton, J.M., 1998, Major histocompatibility complex variation
associated with juvenile survival and parasite resistance in a large unmanaged ungulate popu-
lation (Ovis aries L.), Proc. Nat. Acad. Sci. USA 95:3714–3719.

Pholpark, M., and Srikitjakarn, L., 1989, The control of parasitism in swamp buffalo and cattle
in north-east Thailand, International Seminar on Animal Health and Production Services for
Village Livestock, Khon Kaen, Thailan, pp. 244–249.

Piedrafita, D., Estuningsih, E., Pleasance, J., Prowse, R., Raadsma, H.W., Meeusen E.N.T.,
and Spithill, T.W., 2007, Peritoneal lavage cells of Indonesian thin-tail sheep mediate
antibody-dependent superoxide radical cytotoxicity in vitro against newly excysted juvenile
Fasciola gigantica but not juvenile Fasciola hepatica, Infect. Immun. 75:1954–1963.

Piedrafita, D., Parsons, J.C., Sandeman, R.M., Wood, P.R., Estuningsih, S.E., Partoutomo, S., and
Spithill, T.W., 2001, Anti body-dependent cell-mediated cytotoxicity to newly excysted juve-
nile Fasciola hepatica in vitro is mediated by reactive nitrogen intermediates, Parasite Immun.
23:473–482.

Piedrafita, D., Raadsma, H.W., Prowse, R., and Spithill, T.W., 2004, Immunology of the host-
parasite relationship in fasciolosis (Fasciola hepatica and Fasciola gigantica), Can. J. Zoo.
82:233–250.

Piedrafita, D., Spithill, T.W., Dalton, J.P., Brindley, P.J., Sandeman, M.R., Wood, P.R., and Parsons,
J.C., 2000, Juvenile Fasciola hepatica are resistant to killing in vitro by free radicals compared
with larvae of Schistosoma mansoni, Parasite Immun. 22:287–295.

Raadsma, H.W., Margawati, E.T., Piedrafita, D., Estuningsih, E., Widjayanti, S., Beriajaja,
Subandriyo, Thomson, P., and Spithill, T., 2002, Towards molecular genetic characterisation of
high resistance to internal parasites in Indonesian Thin Tail sheep, Proc. 7th World Cong. Genet.
Appl. Livest. Prod., August 2002, Institut National de la Recherche Agronomique (INRA),
Montpellier, France, Session 13, pp. 1–4, Communication 18.

Raadsma, H.W., Piedrafita, D., Kingsford, N.M., Fullard, K.J., Margawati, E.T., Estuningsih, E.,
Widjayanti, S., Subandriyo, Clairoux, N., and Spithill, T., 2005, A functional and comparative
genomics approach to characterize the high resistance of Indonesian Thin Tail (ITT) sheep to
fasciolosis as a model for ruminants, In Brief and In Depth, CABI Publishing, AgBiotechNet.

Roberts, J.A., Estuningsih, E., Widjayanti, S., Wiedosari, E., Partoutomo, S., and Spithill, T.W.,
1997a, Resistance of Indonesian thin tail sheep against Fasciola gigantica and F. hepatica, Vet.
Parasitol. 68:69–78.

Roberts, J.A., Estuningsih, E., Wiedosari, E., and Spithill, T.W., 1997b, Acquisition of resistance
against Fasciola gigantica by Indonesian thin tail sheep, Vet. Parasitol. 73:215–224.

Roberts, J.A., Widjayanti, S., Estuningsih, E., and Hetzel, D.J., 1997c, Evidence for a major gene
determining the resistance of Indonesian thin tail sheep against Fasciola gigantica, Vet. Para-
sitol. 68:309–314.

Roy, B., and Tandon, V., 1992, Seasonal prevalence of some zoonotic trematode infections in cattle
and pigs in the north-east Montane zone in India, Vet. Parasitol. 41:69–76.

Sayers, G., Good, B., Hanrahan, J.P., Ryan, M., and Sweeney, T., 2005, Intron 1 of the interferon
gamma gene: its role in nematode resistance in Suffolk and Texel sheep breeds, Res. Vet. Sci.
79:191–196.

Schillhorn van Veen, T.W., 1980, Fascioliasis (Fasciola gigantica) in West Africa: a review, Vet.
Bull. 50:529–533.

Schwerin, M., Czernek-Schafer, D., Goldammer, T., Kata, S.R., Womack, J.E., Pareek, R.,
Pareek, C., Walawski, K., and Brunner, R.M., 2003, Application of disease-associated differen-
tially expressed genes – Mining for functional candidate genes for mastitis resistance in cattle,
Genet. Sel. Evol. 35:S19–S34.



Ovine Disease Resistance 113

Seaton, G., Haley, C.S., Knott, S.A., Kearsey, M., and Visscher, P.M., 2002, QTL Express: mapping
quantitative trait loci in of simple and complex pedigrees, Bioinform. 18:339–340.

Shay, T.L., Miller, J.E., McGraw, R.A., Walling, G.A., Bishop, S.C., Haley, C.A., and Cocket, N.E.,
2002, Characterisation of QTL associated with resistance to nematode infection in sheep, Int.
Soc. Anim. Genet., Gottingen, Germany, pp. 174.

Soesetya, R.H.B., 1975, The prevalence of Fasciola gigantica infection in cattle in East Java,
Indonesia, Malay. Vet. J. 6:5–8.

Spithill, T.W., and Dalton, J.P., 1998, Progress in development of liver fluke vaccines, Parasitol.
Today 14:224–228.

Spithill, T.W., Piedrafita, D., and Smooker, P.M.,1997, Immunological approaches for the control
of fasciolosis, Int. J. Parasitol. 27:1221–1235.

Spithill, T.W., Smooker, P.M., and Copeman, D.B., 1999, Fasciola gigantica: epidemiology, con-
trol, immunology and molecular biology, in J.P. Dalton, ed., Fasciolosis, CAB International,
Oxford, pp. 465–525.

Stear, M.J., Abuagob, O., Ben Othman, M., and Bishop, S.C., 2006, Major genes and resistance
to nematode infection in naturally infected Scottish Blackface lambs, Proc. 8th World Cong.
Genet. Appl. Livest. Prod., Belo Horizonte, M.G., Brazil, pp. 15–21.

Sukhapesna, V., Tantasuvan, D., Sarataphan, N., and Imsup, K., 1994, Economic impact of fasci-
olosis in buffalo production, J. Thai Vet. Med. Assoc. 45:45–52.

Tang, N., Tornatore, P., and Weinberger, S.R., 2004, Current developments in SELDI affinity tech-
nology, Mass Spect. Rev. 23:34–44.

Wiedosari, E., and Copeman, D.B., 1990, High-resistance to experimental-infection with Fasciola
gigantica in Javanese thin-tailed sheep, Vet. Parasitol. 37:101–111.



Integrating Genomics to Understand
the Marek’s Disease Virus – Chicken
Host–Pathogen Interaction

Hans H. Cheng

1 Introduction

Poultry is the third largest agricultural commodity (larger than any plant species)
and the primary meat consumed in the US. According to the USDA Agricultural
Statistics (www.nass.usda.gov), in 2004 (latest year with complete information), the
US produced 45.8 billion pounds of chicken meat, 7.3 billion pounds of turkey meat,
and 87.5 billion eggs for combined sales totaling $28.9 billion (up 24% from 2003!),
and the industry is the largest producer and exporter of poultry meat in the world.
Primarily, due to advanced breeding programs, tremendous progress in production
traits has been made to meet the growing demands of consumers.

Several major issues confront the poultry industry today. Infectious diseases are
certainly at or near the top of the list. Avian influenza, exotic Newcastle’s disease,
and Salmonella are just a few pathogens well known to the public that harm the
poultry industry through loss of birds, reduced public confidence, and lost mar-
ket accessibility via trade restrictions. Disease outbreaks or the potential for them
to occur are enhanced by more concentrated chicken rearing and reduced genetic
diversity from industry consolidation. Changes in animal husbandry (e.g., “all in,
all out” rearing), new vaccines, etc. have helped to alleviate some of the problems;
however, improved or alternative control measures are still needed in the near future
to address current diseases and impede emerging threats.

The field of genomics offers one of the more exciting avenues for solving many
of these issues. While still in its formative years, by identifying quantitative trait
loci (QTL) and genes that control heritable traits of agricultural importance, it
is possible to select for birds with superior agricultural traits via marker-assisted
selection (MAS). Other positive attributes commonly cited for MAS include greater
speed and accuracy compared to traditional breeding. Furthermore, for infectious
diseases, MAS would eliminate the exposure risk to elite flocks associated with
handling a hazardous pathogen. The recent release of the chicken genome sequence
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(Hillier et al., 2004; ∼×6.6 coverage) and funded improvements to finish the assem-
bly only increase the power of this discipline. The ultimate goal is to address the
long-standing question of how genetic variation explains the observed phenotypic
variation.

In this review, I will briefly describe Marek’s disease (MD), the most serious
chronic disease problem facing the poultry industry, and a very interesting model for
cancer, vaccines, viral evolution, and host–pathogen interactions. Then I will discuss
how we are using genomic and functional genomic approaches to identify genes and
pathways that confer resistance to MD. Given that most labs have limited finances
and resources, this integrated genomics strategy may be appealing to others. Finally,
the impact of the chicken genome sequence on our approach is also described.

2 Marek’s Disease

MD is a T cell lymphoma disease of domestic chickens induced by a naturally onco-
genic, highly cell-associated α-herpesvirus referred to as the Marek’s disease virus
(MDV) (Marek, 1907; Churchill and Biggs, 1967; Nazerian and Burmester, 1968;
Solomon et al., 1968). The disease is characterized by a mononuclear infiltration
of the peripheral nerves, gonads, iris, various viscera, muscles, and the skin. Par-
tial or complete paralysis is a common symptom of MD due to accumulation and
proliferation of tumor cells in peripheral nerves.

During the 1960s as the industry converted to high-intensity rearing, MD gener-
ated tremendous economic losses. Since the 1970s, MD has been controlled through
the use of vaccination and improved animal husbandry. However, even with vac-
cines, annual losses in the US. by MD due to meat condemnation and reduced egg
production exceed $160 million (Purchase, 1985), which is a minimum estimate
since the figure has not been revised to reflect inflation, new disease outbreaks, or
MDV-induced immunosuppression. Although vaccination prevents the formation of
lymphoma and other MD symptoms, it does not prevent MDV infection, replication,
or horizontal spread (Purchase and Okazaki, 1971). Moreover, even though avail-
able vaccines protect chickens against the disease, MD still remains a threat due
to increasingly frequent outbreaks of highly virulent strains of the MDV combined
with the incomplete immunity that is elicited by vaccination (Witter et al., 1980;
Schat et al., 1981; Osterrieder et al., 2006).

By inoculating susceptible chickens with oncogenic MDV, four different phases
of infection have been established: (1) Early cytolytic infection of the lymphoid
organs, (2) a period of latent infection, (3) late cytolytic infection, and (4) the trans-
formation of T-lymphocytes. In genetically resistant hosts, only the early cytolytic
infection followed by the establishment of lifelong latency has been observed.
Transformation is known to occur only in T cells. It is also believed that T cells are
susceptible to MDV infection only after activation. The mechanism that leads from
latency to transformation is not well understood. Yet, current evidence suggests that
latent infection is a prerequisite to transformation.
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MDV, the causative pathogen, is a herpesvirus that has lymphotropic properties
similar to those of γ-herpesviruses, such as Epstein–Barr virus (EBV) in humans,
where the host range is restricted and latency is often evident in lymphoid tissue.
Viruses of this group are capable of transforming cells in natural hosts. MDV was
re-classified, however, because its molecular structure and genomic organization
more closely resembles that of α-herpesviruses, such as herpes simplex virus (HSV)
and Varicella-Zoster virus (VZV) (Buckmaster et al., 1988). The complete sequence
of several MDV strains has been determined (Tulman et al., 2000; Lee et al., 2000;
Niikura et al., 2006).

2.1 MD as a Model

In addition to its agricultural importance, MD is a fantastic model for studying
vaccine efficacy and protection. In the US, ∼1 million chickens are processed per
hour. The vast majority of these chickens are vaccinated in ovo with MD vaccines,
which probably makes them the most widely administered vaccine in the world.
These vaccines are very effective as the latest incidence rates for leukosis from
the USDA Agricultural Statistics are <0.01%. The problem is MDV strains evolve
and show regular increases in virulence (Witter, 1997). This means that the vaccine
industry must vigilant and produce a new generation of MD vaccine every 10 years
or so to stay ahead of the game. And it appears that the current and most protective
vaccine (CVI988) has reached the maximum efficacy (Witter and Kreager, 2004),
which suggests the need for either new vaccines (e.g., recombinant) or supplemen-
tation with other controls measures (e.g., genetic resistance).

Furthermore, MDV is one of very few herpesviruses that are naturally oncogenic
in its host, which makes it a model for viral-induced transformation. And since the
vaccines prevent tumor formation rather than viral replication or spread, it presents
an opportunity to examine vaccinal immunity to cancer.

2.2 Genetic Resistance

Chickens resistant to MD are those that fail to develop characteristic symptoms upon
exposure to MDV. Genetic differences in resistance to fowl paralysis, assumed to be
MD, have been reported for 70 years (Asmundson and Biely, 1932). Since that time,
chickens have been selected for resistance to MD and several inbred lines have been
developed. In 1939, the Regional Poultry Research Laboratory (renamed ADOL in
1990) initiated the development of inbred lines to study what was then known as
the avian leukosis complex. Of the fifteen lines initially developed, two proved to
be the most interesting with respect to MD. When Line 6 chicks are inoculated with
the JM strain of MDV at 1 day of age, less than 3% of the chicks will succumb to
the disease. In contrast, similar inoculations into Line 7 chicks will result in greater
than 85% mortality. These lines are maintained at ADOL and are over 99% inbred.
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MD resistance is controlled by multiple genes or QTL. For example, the level of
disease resistance as measured by mortality among F1 siblings of a cross between
Lines 6 and 7 is intermediate to the parents, approximately 60% (Stone, 1975).
The levels of resistance observed in an F2 population encompass a large spectrum
indicating that there is more than one gene for resistance involved. Further analysis
of additional crosses suggests that there are only very few loci of sizeable effect
that encode resistance to MD, which makes individual gene identification difficult
as most of the genes will contribute only a small portion of the measurable effect.

The best understood mechanism for the involvement of genetic resistance to MD
involves the MHC or, as it is known in the chicken, the B complex. The MHC
contains three tightly linked regions known as B-F , B-G, and B-L which control
cell surface antigens. The B-G (class IV) locus is expressed in erythrocytes, which
enables convenient typing of blood groups. By measuring the frequency of spe-
cific blood groups or using B congenic chickens (lines that have a common genetic
background and differ only in the MHC), it has been observed that certain B alleles
can be associated with resistance or susceptibility. In general, chickens with the
B21 allele have been found to be more resistant than those with other B haplotypes
(Bacon, 1987; Bacon and Witter, 1992). Other studies have allowed for the relative
ranking of the other B alleles: moderate resistance, B2, B6, B14 and susceptibility,
B1, B3, B5, B13, B15, B19, B27 (Longenecker and Mosmann, 1981). This relation-
ship with MD resistance has been often cited as the classic example of the MHC
haplotype effect, which is facilitated by the relative simplicity of the chicken MHC.
However, the B haplotype effect is dependent on the genetic background as shown
by several studies (e.g., Bacon et al., 1981; Hartman, 1989). The B-haplotype also
influences vaccinal immunity as some haplotypes develop better protection with
vaccines of one serotype than of a different serotype (Bacon and Witter, 1994a;b).

Besides the MHC, other genetic factors are known to exist that have a major
influence on MD resistance. For example, Lines 6 and 7 chickens share the same
B haplotype, B2 (Hunt and Fulton, 1998), yet differ greatly with respect to resis-
tance to MD. In contrast to MHC-controlled resistance, non-MHC genetic resistance
may be related to the number of target cells. Spleen and thymus cells from Line 6
chickens absorb less MDV than do similar cells from Line 7 chickens (Gallatin
and Longenecker, 1979; Powell et al., 1982). The size of the primary lymphoid
organs (thymus and spleen) and the number of lymphocytes in Line 6 chickens are
also significantly smaller than those found in Line 7 chickens (Fredericksen and
Gilmour, 1981; Lee et al., 1981).

3 Integrating Genomics, Version 1.0 (Before
the Genome Sequence)

Genetic resistance is another control strategy that can augment MD vaccinal protec-
tion. Ideally, selection for MD resistance would be based on simple immunological
assays that are associated with MD resistance, or genetic markers for the disease
resistance genes, or ones that are tightly linked to them. The latter case is known as
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MAS and is expected to accelerate genetic progress by increasing the accuracy and
timing of selection. Furthermore, for use in disease resistance, challenging breeding
stock with hazardous pathogens could be avoided with either screen.

With this goal in mind, we have been implementing and integrating genomic
approaches that identify QTL, genes, and proteins that are associated with resistance
to MD. The rationale for using more than one approach is that the strengths of each
system can be combined to yield results of higher confidence. Another justification
is that given the large volume of data produced by genomics, each method provides
an additional screen to limit the number of targets to verify and characterize in future
experiments. The current methods used are briefly described.

3.1 Genome-Wide QTL Scans

Myself and others have for the past 14+ years been contributing to the develop-
ment of a molecular genetic map of the chicken genome (e.g., Cheng et al., 1995;
Groenen et al., 2000). With the advent of this powerful tool, it became possible to
identify QTL or regions in the genome that contain one or more genes controlling
complex traits, such as disease resistance. Our efforts have utilized resource popu-
lations based on experimental inbred lines (Vallejo et al., 1998; Yonash et al., 1999)
and commercial strains (McElroy et al., 2005). The use of the experimental lines
allows for more precisely controlled environmental conditions and trait measure-
ments while the use of commercial strains is more agriculturally relevant and per-
mits many more birds to be produced and evaluated. In all populations, many QTL
of small-to-moderate effect were identified, which agrees well with earlier estimates
of the multigenic nature of MD resistance (Stone, 1975). Many of the QTL are
common across populations, which provides additional confidence on these QTL
and suggests that results from experimental populations can be transferred to com-
mercial birds.

Genome-wide scans for QTL conferring MD resistance have been with ADOL
Lines 6 (MD resistant) and 7 (MD susceptible), two highly (99+%) inbred parental
experimental lines. Specifically, 272 unvaccinated F2 progeny were challenged with
JM strain MDV and measured for MD as well as a variety of MD-associated traits
such as viral titer, number of tumors, and length of survival (Vallejo et al., 1998;
Yonash et al., 1999). Using 135+ markers (mostly microsatellites) that cover
2, 500+ cM or ∼65% of the chicken genome, 14 QTL (7 significant and 7 sug-
gestive) were discovered that explain one or more MD-associated traits. The QTL
were of small-to-moderate effect as they explained 2–10% of the variance, with
additive gene substitution effects from 0.01 to 1.05 phenotypic standard deviations.
Collectively, the QTL explained up to 75% of the genetic variance. Interestingly,
10 of the 14 QTL displayed non-additive gene action, 3 with overdominance, and 7
were recessive. Theoretically, non-additive QTL should be among the most useful
for MAS. With multiple traits being measured, the QTL could be grouped. In the
first set, 3 of the QTL were associated almost exclusively with viremia levels while
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the remaining QTL could account for disease, survival, tumors, nerve enlargement,
and other disease-associated traits. This suggests that disease resistance occurs at
least at two levels: initial viral replication and cellular transformation, which occurs
later. It also highlights the added value of measuring several components as it may
functionally separate a complex trait as well as provide clues on positional candidate
genes.

3.2 Gene Profiling

It is clear from theory and our results that it will be extremely difficult to identify
positional candidate genes for MD resistance using genetic approaches only. Gene
expression profiling using microarray hybridization technology is a powerful tool
for gene function studies. Our hope is that DNA microarrays will identify genes
and pathways involved in MD resistance, which combined with genetic mapping
can reveal positional candidate genes (Liu et al., 2001a). In other words, positional
candidate genes are those that have a genetic association and are identified as being
relevant through gene expression analyses.

Gene profiling has been conducted to identify differentially expressed genes
between Lines 6 and 7 after MDV challenge (Liu et al., 2001a), among B (MHC)
congenic lines of chicken following inoculation with different MD vaccines (unpub-
lished), and in chicken embryo fibroblasts (CEF) infected with MDV (Morgan
et al., 2001). Analyses of these experiments have identified a number of genes and
pathways that are consistently associated with either MD resistance or MDV infec-
tion. More importantly, the results suggest that chickens with immune systems that
are more stimulated by MDV infection are more susceptible. Initially, this seems
counterintuitive but upon further reflection, MDV is thought to only infect activated
lymphocytes and, thus, chickens with immune systems that are more responsive
may present more targets for MDV to infect and later transform.

3.3 Virus–Host Protein–Protein Interaction Screens

As the third component of our integrative approach, we have been systematically
examining protein variation and interactions associated with MD resistance. Specif-
ically, we have screened for MDV–chicken protein–protein interactions using a
two-hybrid screen. Briefly describing the method, the two-hybrid system screens
a cDNA (prey) library that has been fused to the activation domain (AD) of a tran-
scriptional activator to identify proteins that interact with bait (protein of interest)
that is fused with the DNA-binding domain (BD). As the AD and BD do not need
to be physically connected to promote transcription, if the two fusion proteins inter-
act, a reporter gene is expressed. Our hypothesis was that some chicken proteins
that interact with MDV proteins are involved in the immune response and genetic
resistance to MD. Thus, we could utilize the two-hybrid system to quickly identify
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interacting (and interesting) proteins, which when combined with genetic mapping
would identify positional candidate genes for MD resistance.

Our initial MDV bait highlights the success we have achieved (Liu et al., 2001b).
We initially chose MDV SORF2 gene as bait since SORF2 overexpression in
the RM1 strain may account for the reduced virulence compared to its parental
JM/102W strain (Jones et al., 1996). Using the yeast two-hybrid system and a
splenic cDNA library, growth hormone (GH) was found to specifically interact
with SORF2 (Liu et al., 2001b). It is critical to confirm the two-hybrid results,
as this method is known to have a high false-positive rate. Thus, to corroborate
the detected interaction, in vitro protein binding assay using GST-fusion proteins
was performed to confirm direct binding of GH to SORF2. Our results showed
that, while SORF2 protein was not retained by GST protein alone, SORF2 could
be retained by GST–GH fusion protein presumably due to the presence of GH.
This result was in agreement with the result of the yeast two-hybrid system assay
and indicated that the interaction between SORF2 and GH is a direct and specific
protein–protein interaction without other intermediary factors (e.g., yeast proteins)
involved.

Having confirmed the SORF2–GH interaction, we treated the GH gene (GH1) as
a candidate gene for MD resistance. To see if GH1 had a genetic basis, an associ-
ation study was conducted in our MD resource population derived from commer-
cial White Leghorn lines. GH1 variation was significantly associated (P ≤ 0.01)
with a number of MD-associated traits in MHC B2/B15 chicks (Liu et al., 2001b).
Furthermore, to provide some functional information support, our DNA microarray
results indicate that GH is differentially expressed between MD resistant (Line 6)
and susceptible (Line 7) chicks following MDV challenge (Liu et al., 2001a).

Thus, the combined results of a specific MDV–chicken protein interaction, dif-
ferential expression of GH between MD resistant and susceptible chickens, and
association of GH1 with MD disease-related traits and selected lines for MD resis-
tance, all strongly suggested that GH1 is a MD-resistance gene. This conclusion is
supported by reports demonstrating that GH modulates the immune system in many
species (e.g., reviews by Gala, 1991; Auernhammer and Strasburger, 1995), and
GH1 alleles change in chicken strains in response to selection for MD resistance
(Kuhnlein et al., 1997). Most importantly, it exemplifies the power of combining
genetic and molecular approaches to identify positional candidate genes for QTL.

While effective, the number of baits that could be screened by an investigator
would be limited using the yeast two-hybrid system. Fortunately, two-hybrid sys-
tems based in Escherichia coli have become commercially available. With the com-
plete sequence of the MDV genome (Lee et al., 2000; Tulman et al., 2000), it became
feasible to conduct a systematic screen of the relevant MDV genes for interacting
chicken partners; there are ∼100 different MDV genes and proteins (Lee et al., 2000;
Tulman et al., 2000; Liu et al., 2006). We screened all the MDV genes that are con-
sidered unique to serotype I (virulent) strains, and all potential MDV–host protein
interactions were tested by an in vitro binding assay to confirm the initial two-hybrid
results. As a result, eight new MDV–chicken protein interactions were identified
(Niikura et al., 2004). More importantly, genetic mapping and association analyses



122 H.H. Cheng

of the encoding chicken genes revealed that LY6E [lymphocyte complex 6, locus
E, aka, stem cell antigen 2 (SCA2) and thymic-shared antigen 1 (TSA1)] is another
MD-resistant gene (Liu et al., 2003) and suggest that BLB, the gene for MHC class
II � chain, is a strong positional candidate gene (Niikura et al., 2004).

4 Integrating Genomics, Version 2.0 (After the Genome
Sequence)

The field of genomics is strongly influenced by technological advancements. DNA
sequencing, molecular markers, and DNA microarrays are just a few examples that
emphasize this point. Consequently, investigators must remain vigilant to recent
developments and ready to adopt new methods.

In 2004, chicken joined the “genome sequence” club. With the draft chicken
genome sequence assembly (Hillier et al., 2004) and ∼2.8 SNPs (Wong et al., 2004),
researchers obtained a near complete “parts list” of the chicken and a tremendous
step toward understanding how genetic variation leads to phenotypic variation. The
impact of these invaluable tools and resources changed or refined our strategy for
identifying MD resistance genes.

4.1 Genome-Wide QTL Scans

With the genome sequence, millions of high-confidence SNPs, and cost-efficient
high-throughput genotyping systems, it is possible to genotype large resource pop-
ulations very quickly and economically. Recently, we were able to re-evaluate our
Line 6 × 7 F2 MD resource population. Specifically, 578 additional genetic markers
were scored, which provided denser and superior coverage (Cheng et al., 2007).
Most interestingly, partly due to the higher accuracy of our current genetic markers,
we could conduct a search for two-locus epistatic interactions. A large number of
highly significant two-way interactions were found that could account for viremia;
no highly significant interactions were revealed for MD or survival. A total of 239
highly significant interactions (LRS ≥ 57.8; genome-wide P ≤ 0.001) were identi-
fied (Cheng et al., 2007). The location of loci and their interacting partners appears
to be distributed throughout the genome. On the other hand, loci in specific regions
on chromosomes 1 and 4 are frequently involved; a single region on chromosome
1 accounted for 166 of the 239 highly significant interactions. Interestingly, most if
not all of the interacting loci are not in the QTL regions previously identified.

These results imply (1) interactions between loci can make a substantial contribu-
tion to variation in complex traits, (2) because of the growing awareness of biolog-
ical complexity, genome-wide QTL scans should attempt to incorporate resource
populations that can utilize the genotyping and analytical capabilities available
today or in the near future, and (3) the challenge remains to identify the underlying
genes and genetic variation for QTL.
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4.2 Gene Profiling

While DNA microarrays experiments can be very powerful and the results enlight-
ening, our experiences also suggest that it is critical to study the response of cells in
a limited or local environment. For example, MHC class I expression was increased
in MDV-infected CEF (Morgan et al., 2001). However, upon closer examination of
individual cells, virus-infected cells actually expressed reduced levels of MHC on
their cell surfaces but neighboring uninfected cells had elevated levels of MHC class
I (Hunt et al., 2001). To partially circumvent the problem of heterogeneous samples,
laser-capture microdissection (LCM) and cell sorting has been used to isolate the
cells of interest.

Another method that we plan to investigate further is the use of allele-specific
gene expression. Specifically, we will conduct a genome-wide screen for genes that
show allele-specific gene expression in response to MDV challenge using traditional
DNA microarrays. For the differentially expressed genes, the 3’ UTR of each gene
will be sequenced to screen for SNPs, the only requirement for the assay to work.
Intermatings of the parental lines will produce progeny that are heterozygous for
the SNP, and RNA from several tissues and time points measured for allele-specific
gene expression. Cis-acting elements will be declared for a gene when allele-specific
gene expression is found. Since the gene is in the same cell and bird, monitoring the
expression of each allele avoids issues like sampling, RNA quality, or environmental
effects. Furthermore, because we are evaluating only allele-specific gene expression
differences, the analysis of the datasets are greatly simplified and the result is a
clear identification of functional elements with a genetic basis. In short, we hope to
demonstrate a simple and efficient genome-wide method for identifying cis-acting
elements that influence gene expression which does not require knowledge of spe-
cific regulatory variants and should be simpler and more cost effective to perform
than similar eQTL experiments.

4.3 Virus–Host Protein–Protein Interaction Screens

Higher order protein–protein interactions can be revealed with gentle cell lysis and
immunoprecipitation of a protein complex using antibodies directed against one
member of the complex. The identity of the other interacting proteins can be quickly
revealed through mass spectrometry, which is facilitated with the whole genome
sequence.

To extend the MDV–chicken protein interactions, we propose to tandem affinity
purification (TAP) tag most, if not all, of the MDV proteins. And rather than express-
ing the viral gene product alone, we plan to take advantage of our infection MDV
BAC clones (Niikura et al., 2006) and the ability to make defined recombinant
viruses. The use of these viruses expressing TAP-tagged MDV proteins during
infection allows us to use a system closer to normal viral infection, which will
hopefully give us useful information on the biology of viral infection and the role of
host–virus interactions in that context.
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5 Some Final Thoughts

It has been over 30 years since MDV was identified as the causative agent of MD
and effective vaccines produced. In spite of our ability to detect and protect against
MD, there is a surprising lack of information on what components of the chicken
immune system confer disease resistance and contribute to vaccinal immunity. With
the advent of the new technologies and the impending release of the whole genome
sequence, we believe that our ability to tangibly improve upon MD control mecha-
nisms is at hand. Key to making rapid gains will be the ability to integrate various
methods and information. If this occurs, then we should be able to accelerate the
transition from serendipity to rational, mechanism-based control of disease and food
production in the poultry industry.
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Combining Genomic Tools to Dissect
Multifactorial Virulence in Pseudomonas
aeruginosa

Daniel G. Lee, Jonathan M. Urbach, Gang Wu, Nicole T. Liberati,
Rhonda L. Feinbaum, and Frederick M. Ausubel

1 Introduction

The growing number of sequenced bacterial genomes, including those of important
pathogenic isolates, has made a significant impact on the field of bacterial pathogen-
esis (Raskin et al., 2006). Combined with other technical advances in the laboratory,
this wealth of information has made possible the development and widespread adop-
tion of genomic tools for the study of infectious disease. This chapter focuses on the
sequencing and functional analysis of PA14, a clinical isolate of the ubiquitous envi-
ronmental bacterium and important opportunistic human pathogen, Pseudomonas
aeruginosa. By comparing PA14 to the sequence of the less virulent P. aerugi-
nosa isolate, PAO1, we have identified genomic sequences absent in one or the
other strain in order to examine the relationship between genomic content and
pathogenicity.

To assess the importance of strain-specific genes and virulence, we tested 20
diverse P. aeruginosa strains, including PA14 and PAO1, in a Caenorhabdidits ele-
gans pathogenesis model and observed a wide range of pathogenic potential; how-
ever, genotyping these strains using a custom microarray showed that the presence
of genes present in PA14 and absent in PAO1 did not correlate with the virulence
of these strains. To further examine the roles in virulence of PA14 genes absent in
PAO1, we utilized a full-genome non-redundant mutant library of PA14 to identify
five ORFs (absent in PAO1) required for C. elegans killing. Surprisingly, although
these five genes are present in many other P. aeruginosa strains, they do not corre-
late with virulence in C. elegans. Genes required for pathogenicity in one strain are
neither required for nor predictive of virulence in other strains. We therefore propose
that virulence in this organism is a complex process that is both multifactorial and
combinatorial. Not only are multiple pathogenicity determinants acting in parallel
within a given strain, but also, when comparing different strains, different combina-
tions of pathogenicity factors may be selected to determine the ultimate virulence
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phenotype. Additionally, this work highlights the importance of combining multi-
ple genomic tools to address complex biological problems. These genomic tools
included traditional comparative genome alignment algorithms, a microarray-based
method for rapidly genotyping multiple strains, and a non-redundant, genome-wide
library of mutants to examine pathogenesis in a model high-throughput host infec-
tion system. Finally, although this work has focussed on the use of genomic tools to
dissect the pathogen, model hosts that are amenable to genetic manipulation make
possible the use of comparable genome-wide approaches on the host side, ultimately
allowing for the combination of sophisticated tools in both organisms to elucidate
the mechanisms underlying host–pathogen interactions.

2 Background

2.1 Pseudomonas aeruginosa is an Opportunistic Human
Pathogen

Pseudomonas aeruginosa is a ubiquitous Gram negative soil bacterium that has
been shown to colonize and thrive in a wide range of environments. In the clinical
setting, P. aeruginosa is also an important opportunistic human pathogen, infect-
ing patients that are injured, burned, immunodeficient, or immunocompromised.
P. aeruginosa also causes persistent respiratory infections in individuals suffering
from cystic fibrosis (CF) and remains the primary cause of illness and death in these
patients (Doring, 1993; Wood, 1976). The first genome sequence of P. aeruginosa
was that of strain PAO1, a clinical isolate that is currently the most widely stud-
ied strain in the laboratory. The PAO1 isolate contains a large number of genes
involved in regulation, catabolism, transport, and efflux of organic compounds and
several potential chemotaxis systems (Stover et al., 2000), all potentially contribut-
ing to the remarkable ability of this bacterium to adapt to diverse environmental
niches.

In general, the genomes of P. aeruginosa isolates share a high degree of sequence
similarity. In microarray-based genotyping experiments, in which genomic DNA
from test strains were hybridized to an array of sequences from PAO1, between 89
and 98% of the reference sequences were detected (Ernst et al., 2003; Wolfgang
et al., 2003). Furthermore, whole-genome shotgun sequencing of two CF isolates
and one environmental isolate revealed that these strains share a large core of highly
conserved genes with PAO1. The major differences between strains were due to the
presence of strain-specific islands of genes, consisting either of genes with similar
or related function but divergent DNA sequence, or genes that are entirely absent
in some strains (Spencer et al., 2003). Despite this high level of overall similarity,
complex phenotypes such as pathogenicity can vary greatly. The clinical isolate
PA14, which is the subject of this chapter, is significantly more virulent than PAO1
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(in mammalian as well as invertebrate models of infection described below; Choi
et al., 2002; Rahme et al., 1995; Tan et al., 1999a).

What accounts for the significant difference in pathogenicity between these iso-
lates? In dedicated human pathogens, the potential virulence of a strain is generally
dictated by the presence or absence of pathogenicity islands (Hacker et al., 1997;
Oelschlaeger and Hacker, 2004), clusters of one or more virulence-related genes
often acquired by horizontal gene transfer. Screens for PA14 genes required for vir-
ulence have identified novel genes absent in PAO1 (Choi et al., 2002; He et al., 2004;
Mahajan-Miklos et al., 1999; Rahme et al., 1997; Tan et al., 1999b), consistent with
this model. However, other genes identified in these studies include genes common
to many if not all P. aeruginosa strains, including global transcriptional regulators
such as gacA, genes involved in pathogenesis-related processes such as motility,
quorum sensing, and phenazine biosynthesis, and genes that encode secreted cel-
lulytic factors and toxins such as ExoU, exotoxin A, phospholipase C, and elas-
tase (Jander et al., 2000; Mahajan-Miklos et al., 1999; Miyata et al., 2003; Rahme
et al., 1995; Rahme et al., 1997; Tan et al., 1999a; Tan et al., 1999b). Therefore,
pathogenesis in P. aeruginosa appears to be multifactorial, in that multiple gene
products and processes act in parallel to result in a virulent phenotype. The multiple
virulence traits may be part of a common, core genome, which contributes to a base
level of pathogenicity. In addition, the acquisition of strain-specific genes can mod-
ify and augment this basal activity, resulting in the enhanced virulence observed in
isolates such as PA14. To test this hypothesis on a genome-wide level, we sequenced
the genome of strain PA14 and compared it to that of PAO1. This traditional compar-
ative genomic analysis was supplemented with the use of additional genomic tools
developed in our lab: (1) A custom microarray for genotyping of additional strains
to determine the extent to which sequences absent in either PA14 or PAO1 were
conserved in other strains, and (2) a non-redundant mutant library of transposon
insertions in strain PA14 to identify genes (absent in PAO1) that were required for
pathogenesis. To make maximal use of these tools, we chose to study virulence in
the context of a well-established model host infection system using the nematode,
C. elegans.

2.2 The Model Host System for Studying Pathogenesis

Traditionally, the study of bacterial infectious disease has relied on one of two
general (non-mutually exclusive) approaches. The first simplifies the complex host–
pathogen interaction by focussing narrowly on a bacterial activity or process thought
to be important for infection (such as attachment to surfaces or production of toxic
compounds) that is amenable to detailed mechanistic study in the absence of a host.
Such studies allow for the elucidation of mechanistic details but run the risk of
over-simplifying and potentially focussing on aspects of virulence that only have
a minor contribution to the overall infectious process. Alternatively, whole-animal
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infection models examine pathogenesis in the context of a living host with a complex
set of host cell types and immune responses. However, these studies have typically
used mice or other small mammals as hosts that generally impose both financial
and ethical constraints on the size and scope of experiments that can feasibly be
proposed. More recently, the application of genome-wide tools including signature-
tagged mutagenesis (STM) and transposon site hybridization (TraSH) to the use
of whole-animal infection systems allows more complex questions to be addressed
than were previously possible, extracting more useful data from a smaller number
of hosts (Badarinarayana et al., 2001; Hensel et al., 1995; Saenz and Dehio, 2005;
Sassetti et al., 2001; Wong and Mekalanos, 2000). However, a more recent develop-
ment in the study of bacterial pathogenesis, the use of non-mammalian model hosts,
provides a third approach that represents a compromise between the two traditional
extremes and is inherently well-suited to the use of high-throughput, genomic tools
on both the host and the pathogen side of the equation.

A number of years ago, our laboratory discovered that the PA14 clinical isolate
of P. aeruginosa could infect and kill the plant, Arabidopsis thaliana (Plotnikova
et al., 2000; Rahme et al., 1995). Importantly, P. aeruginosa virulence factors known
to be important in causing mammalian disease were also found to be required for
infecting plants, arguing that at least some components of the pathogenesis pro-
cess were conserved. Subsequently, additional model hosts were found to be sus-
ceptible to PA14 infection, including nematodes (Caenorhabditis elegans), insects
(Drosophila melanogaster and the greater wax moth, Galleria mellonella), and
amoebae (Dictyostelium discoideum) (Jander et al., 2000; Lau et al., 2003; Mahajan-
Miklos et al., 1999; Pukatzki et al., 2002; Tan et al., 1999a; Tan et al., 1999b).
Bacterial mutants with reduced virulence in these model hosts were also attenuated
in mice, demonstrating that this system could be used for forward genetic screens
to identify novel virulence factors important for mammalian disease. Because these
model organisms are generally cheap, small, and able to reproduce quickly, genomic
tools developed in the bacterium could be fully exploited using large-scale, high-
throughput studies in a living host. Furthermore, the majority of these hosts are
genetically tractable and a variety of sophisticated genomic tools have been devel-
oped that further enhances their utility as laboratory models. Ultimately, the use of
model hosts allows for interactive genetics, combining the power of manipulating
both the pathogen and the host simultaneously.

This chapter focuses on the elucidation of the genomic basis for differences
in pathogenicity of P. aeruginosa isolates, utilizing genomic tools developed for
the virulent strain, PA14, in the context of a high-throughput C. elegans infection
system. Although our initial emphasis has been on the use of bacterial tools, this
type of analysis could also be extended by the addition of reagents to dissect the
C. elegans response to pathogen attack, such as genome-wide RNA interference
(RNAi) libraries and microarray transcriptional profiling (N. Liberati, R. Feinbaum,
and F. M. Ausubel, unpublished observations; Gravato-Nobre et al., 2005; O’Rourke
et al., 2006; Troemel et al., 2006). In general, the multi-host infection system com-
bined with the use of genomic tools can be applied to the study of interactions
between various host organisms and microbial pathogens.
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3 Genomic Sequence of P. aeruginosa, Strain PA14

3.1 Comparative Alignments with Strain PAO1

To determine if the acquisition of strain-specific genes contribute to the enhanced
virulence of PA14, we sequenced the PA14 genome and compared it to the genome
of the less virulent isolate, PAO1 (Lee et al., 2006). PA14 has a slightly larger chro-
mosome of 6.5 MB as compared to the 6.3 MB genome of PAO1. As expected, the
overall similarity at the nucleotide level is high, with approximately 91.7% of the
PA14 genome present in PAO1, and 95.8% of the PAO1 genome present in PA14
(Table 1).

Various PAO1 isolates are known to differ due to a large inversion that includes
over a quarter of the genome (Stover et al., 2000). The P. aeruginosa genome
contains four dispersed copies of a large ribosomal RNA cluster; a rearrangement
between the two most separated copies (which are in an inverted orientation) results

Table 1 PA14 and PAO1 Genome Comparisons

PA14 PAO1

Whole Genome Genome Size 6,537,648 6,264,403
GC Content∗ 66.3% (+/− 4.3%) 66.6% (+/− 3.9%)
Total # of Genes 5973 5651
Class 1 Genes∗∗ 8.6% 9.0%
Class 2 Genes∗∗ 18.0% 20.0%
Class 3 Genes∗∗ 44.5% 26.8%
Class 4 Genes∗∗ 28.9% 44.2%

Strain-Specific Regions∗∗∗ Number of
Strain-Specific
Regions∗∗∗

58 54

Average Length of
Regions∗∗∗

9,335 4,847

Total DNA in
Regions

541,215 (8.3%) 261,426 (4.2%)

GC Content 59.60% 59.80%
Total # of Genes 478 234
Average Number of

Genes per
Region

8.24 4.33

Class 1 Genes∗∗ 3.3% 9.8%
Class 2 Genes∗∗ 4.0% 3.0%
Class 3 Genes∗∗ 29.7% 30.8%
Class 4 Genes∗∗ 63.0% 56.4%

∗ Standard deviation was calculated using a sliding 1 kb window.
∗∗ Class 1 to 4 refer to the confidence rating assigned to the predicted gene function. Class 1 genes
are those whose function has been experimentally validated in P. aeruginosa. Class 2 genes are
highly similar to genes whose functions have been validated in another organism. Class 3 genes
have hypothesized functions based on limited similarity to other genes or structural/functional
domains. Class 4 genes are ORFs of unknown function.
∗∗∗ Strain-Specific Regions with at least 1 ORF.
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Fig. 1 Chromosomal rearrangement in PAO1 repositions the replication terminus relative to the
origin. (A) Schematic of PAO1 and PA14 chromosomes. The region with the same orientation in
both strains is shown with a thick red line; a thin blue line represents the inverted region. Arrows
represent the positions and orientations of four ribosomal RNA clusters. PCR products spanning
each rRNA cluster are indicated by numbers next to each arrow. PCR products 1 and 2 (purple
numbers) are derived from sequences diagnostic for the PAO1 chromosome (with the inversion).
PCR products 3 and 4 (black numbers) are derived from sequences diagnostic for the PA14 chro-
mosome (without the inversion). Products 5 and 6 (grey numbers) are common to both PA14 and
PAO1. The origin of replication is at position “A” at the top of each chromosome. The position of
the presumptive terminus of replication in each strain (see text) is indicated by an orange triangle
marked with the corresponding position along the chromosome (expressed as the percentage of the
whole chromosome, starting from the origin of replication and moving in a clockwise direction).
(B) Diagnostic long-range PCR spanning ribosomal RNA repeats demonstrates the inversion in
PAO1 but not in other P. aeruginosa strains. Diagnostic PCR primer pairs for products 1 and 2,
diagnostic of the PAO1 arrangement (upper panels) or for products 3 and 4, diagnostic of the PA14
arrangement (lower panels) were used to analyze genomic DNA isolated from PA14, PAO1, and
18 additional strains. For each strain, a pair of lanes is used for the pair of PCR products (either
1 and 2 for the upper panels, or 3 and 4 for the lower panels). Primers for PCR product 1 (upper
panel, first lane in each pair) resulted in a faint background band present with all P. aeruginosa
isolates tested but absent when no genomic DNA template was added to the reaction

in the inversion (Fig. 1). The genome sequence of PA14 indicated that it also
contains this inversion relative to the sequenced PAO1 isolate and we used long-
range PCR to confirm the presence of the inversion (Fig. 1B). Furthermore, when
we surveyed 18 additional diverse P. aeruginosa isolates, none gave PCR products
diagnostic for the PAO1 chromosomal arrangement (upper panels) and most gener-
ated one or both PCR products indicative of the PA14 arrangement (lower panels).
These data suggest that the genome organization found in PA14 is more common
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among P. aeruginosa isolates than the genome organization of the sequenced PAO1
strain.

In canonical bacterial genomes, the origin and terminus of replication are at
opposite ends of the circular chromosome. Furthermore, prokaryotic genomes show
a bias toward containing G over C on the leading strand of DNA synthesis (Bentley
and Parkhill, 2004). This bias can be measured as the GC-skew, defined as the mea-
sure of G–C/G+C for regular intervals and tends to be positive on the leading strand
and negative on the lagging strand. Therefore, by beginning at the origin of replica-
tion and calculating GC-skew values on the leading strand, the putative replication
terminus can be identified as the region of the genome where the GC-skew values
shift from a tendency toward positive values to a tendency toward negative values, or
more simply, the peak of the cumulative GC-skew values as one proceeds along the
chromosome (Bentley and Parkhill, 2004). We therefore mapped cumulative GC-
skews for both PA14 and PAO1. For PA14, the peak GC-skew was mapped opposite
the replication origin (at 49.2% of the genome; Figs. 1A) as is typical for other
bacterial genomes. In contrast, the position of the terminus in the sequenced PAO1
chromosome is shifted relative to the origin (at 38.8% of the genome). Combined
with the PCR-based survey of additional strains, this terminus mapping analysis
argues that the PA14 chromosome (with respect to this large inversion) is more
representative of the canonical or ancestral P. aeruginosa genome than that of the
sequenced PAO1 isolate. The physiological consequences of such an inversion and
asymmetric replication cycle, however, are not clear.

Other than the presence of the large inversion, the genomes of PA14 and PAO1
are largely colinear. Using the MUMmer 3.0 software package (Kurtz et al., 2004),
we aligned the PA14 and PAO1 genomes (Fig. 2) and observed that the two genomes
were remarkably similar. The majority of the PA14 genome aligns with PAO1, in

PAO1

PA14

Fig. 2 Alignments of PA14 and PAO1 show that the two genomes are largely colinear. The MUM-
mer 3.0 software package was utilized to align PA14 and PAO1 with respect to each other based on
nucleotide sequence. The PAO1 genome is represented on top, and the PA14 genome is on the bot-
tom. Lines connecting the two genomes represent the boundaries of regions that align. Alignments
in the forward direction are in red, and reverse alignments are in blue. Gaps in a genome represent
regions of that genome that fail to align with the other genome (i.e., they are strain-specific regions)
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either the same orientation (red horizontal bar) or in the inverted orientation (blue
horizontal bar). Rarely, portions of PA14 fail to align with PAO1 are shown as
gaps in the PA14 representation (and conversely, gaps in the PAO1 chromosome
representation correspond to PAO1-regions that fail to align with PA14). These gaps
were used to identify strain-specific regions (see below). In addition to the colinear
aligned regions, there are rare instances of PA14 segments that appear to be translo-
cations of PAO1 sequences to a different part of the genome.

3.2 Annotation of the PA14 Genome

We predicted ORFs in the PA14 genome (Lee et al., 2006) using a combination
of automated BLAST and Glimmer2 algorithms (Delcher et al., 1999; Salzberg
et al., 1998) and we annotated 5973 PA14 genes (322 more than PAO1; Table 1).
Each PA14 ORF was assigned a unique LocusName, beginning with “PA14 ”
followed by five numerals. ORFs were numbered sequentially with respect to their
position on the chromosome, starting with PA14 00010 (dnaA), and increasing in
increments of 10 to allow for future insertions of additional genes or functional
RNAs. All annotations are available at http://ausubellab.mgh.harvard.edu/pa14
sequencing. Given the high sequence similarity between the two strains, we
anticipated that the majority of PA14 genes would be true orthologs of PAO1
genes. However, the sequence of some PA14 genes appear to have diverged sig-
nificantly from their counterparts in PAO1 such that they are more appropriately
considered polymorphisms or variants, and other genes are completely absent
in PAO1. To expedite the classification of PA14 genes as orthologs (90–100%
amino acid identity), polymorphisms (50–90% identity), or genes absent in PAO1
(less than 50% identity), we devised an automated scheme to identify candidate
orthologs that were then manually inspected (Fig. 3A). Briefly, PA14 genes were
BLASTed, one at a time, against the collection of PAO1 genes and this process
was repeated in reverse (i.e., PAO1 genes BLASTed against the collection of PA14
genes; Fig. 3A, step 2). Best BLAST matches were determined based on BLAST
scores and synteny with previous genes to maintain gene order (step 3). If a pair
of genes was identified by searches starting with both the PA14 and the PAO1
ORF, a reciprocal best BLAST hit was recorded (step 6). As an additional criterion
for identifying candidate orthologs (blue font), we determined if the length of the
alignment represented a significant percentage of the total length of the query ORF
(step 7). The best candidates for orthologous pairs were those for which (a) they
were recorded as reciprocal best BLAST hits and (b) the alignment length was
greater than a minimal percentage of the whole gene for both ORFs. In cases where
no significant BLAST matches are found when searching ORFs in the other strain,
the query sequence was BLASTed against the whole genome sequence of the other
strain (steps 8 and 9; red font). A match to the raw nucleotide sequence of the other
strain was examined more closely to determine if an ORF existed but was not anno-
tated, or if a sequence polymorphism removed an ORF. Genes that resulted in no
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Fig. 3 Strategy for identification of putative orthologs and strain-specific genes. (A) Schematic for
the automated identification of putative orthologs between PA14 and PAO1. Details are provided in
the text. (B) Schematic of possible scenarios complicating ortholog identification. Putative PAO1
ORFs are shown on top (in pink) and PA14 counterparts are below (in blue). In scenario 1, a
polymorphism may result in an altered gene length. In the case of the PAO1 gene (PA0003), the
alignment length may fall below the cut off for the minimal percentage of the whole gene (step 7
in Fig. 3A) and would therefore be flagged as a putative non-ortholog. In scenario 2, a gene is
duplicated in PA14. In this case, PAO1 gene PA0004 is listed as the best BLAST match for two
PA14 genes. In scenario 3, a polymorphism has resulted in a single PAO1 ORF being split into
two PA14 ORFs (or the PA14 ORFs have been fused into a single ORF in PAO1). In this case,
PAO1 ORF PA0005 is listed as the best BLAST match for two PA14 genes; additionally, PA0005
would have the putative non-ortholog flag assigned to it (step 7 in Fig. 3A) because the single best
BLAST hit is only a portion of the total length of the ORF
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BLAST match to both the genes and the genome of the other strain were flagged as
putative strain-specific genes.

Manual inspection of the automated ortholog predictions revealed several sce-
narios that typically yielded ambiguous results (Fig. 3B). Scenario 1 depicts a situa-
tion in which a sequence polymorphism has truncated the PA14 gene relative to the
PAO1 copy. This gene pair would be identified as reciprocal best BLAST hits, but
the length of the alignment would potentially be shorter than the minimal percentage
of the whole gene and would therefore be flagged as a putative NON-ortholog. In
scenario 2, a PAO1 gene is duplicated in PA14. The PAO1 gene will be paired with
one of the two PA14 genes as a putative orthologous set; however, the second PA14
gene would also be linked to the same PAO1 gene as its best BLAST hit (i.e., the
PAO1 gene would have two entries). Manual inspection is required to ensure that
the correct PA14 gene is selected as the ortholog. Scenario 3 shows a polymorphism
that results in one PAO1 gene split into two PA14 ORFs (corresponding to the N-
and C-termini of the PAO1 gene). Again, the PAO1 gene appears as the best BLAST
hit for two different PA14 genes. By manually inspecting the ambiguous cases, we
are gathering likely candidates for refinements to our search parameters that will
optimize the automated analysis.

Even though the portions of PA14 absent in PAO1 are a small fraction of the
total genomic content (8.3% of the genome, Table 1), we were most interested
to see which genes were found in these regions and whether or not they con-
tribute to virulence. We therefore identified 58 PA14 regions absent in PAO1 (con-
taining 478 genes) and 54 PAO1 regions absent in PA14 (containing 234 genes).
We refer to these as PA14-specific or PAO1-specific regions for the purposes of
this discussion (recognizing that these genes may be present in other isolates of
P. aeruginosa and are not strictly strain-specific). Many of these gene clusters
have hallmarks of horizontally transferred DNA, including boundary sequences
that include direct repeats, insertion sequences, and tRNA genes, as well as GC
contents that differ significantly from the average GC content of the genome as a
whole (PA14-specific clusters have an average GC content of 59.6%, more than
one standard deviation below the genome average of 66.3%, Table 1). Many of
the defined PA14-specific and PAO1-specific regions are small, containing only
a few genes (only 22 of the 58 PA14-specific regions contain 5 or more genes,
and only 18 of the 54 PAO1-specific regions contain 5 or more genes; Fig. 4).
Therefore, only a subset of these putative gene clusters potentially includes func-
tionally related genes encoding a complete pathogenicity “system” in the classical
sense. Nevertheless, we included all of these strain-specific regions in our subse-
quent analysis to ensure that we were not excluding genes with potential roles in
virulence.

These strain-specific regions contain an unusually high percentage of genes of
unknown function as compared to the whole genome. Each PA14 annotation has
an associated numerical value that reflects the confidence with which the gene
function is described. At the highest level of confidence are genes with a class 1
designation, which are genes whose functions have been experimentally validated
in P. aeruginosa. Class 2 genes are highly similar to genes whose functions have
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Fig. 4 Number of genes in strain-specific regions. The number (frequency) of PA14- (blue) and
PAO1-specific regions (pink) containing a given number of predicted genes. On the X -axis, “30”
refers to regions with 21 to 30 genes, “40” refers to regions with 31 to 40 genes, and “More”
indicates a single PA14-specific region containing 114 predicted genes

been validated in other organisms and therefore the described gene function is quite
likely to be accurate. Class 3 genes have hypothesized functions based on limited
similarity to other genes or structural/functional domains, and class 4 genes are
ORFs of unknown function. For the PA14-specific regions, 63% of the predicted
ORFs have no known function, whereas only 28.9% of genes in the whole genome
have class 4 annotations (Table 1). Therefore, gene identity alone could not suggest
whether or not virulence-related genes were enriched in PA14-specific regions and
we turned to a direct functional analysis of pathogenicity.

4 Relationship Between Genomic Content and Virulence

4.1 Conservation of PA14-Specific Genes and Their Potential Role
in Virulence

If there were PA14 strain–specific regions functioning as canonical pathogenicity
islands, they should be more prevalent among other virulent strains (and less
prevalent among non-pathogenic isolates). To test this hypothesis we established
an objective measure of pathogenicity to compare different P. aeruginosa strains
and developed a high throughput method for determining the genomic content of
the different strains. A model host infection system (using the nematode, C. ele-
gans) was used to determine the virulence of 18 additional P. aeruginosa strains
relative to PA14 and PAO1. These 18 strains were used in a previous study of
strain diversity (Wolfgang et al., 2003) and were selected to represent a diverse
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array of strain sources, including 13 clinical isolates from several types of infec-
tions (CF lung infections, urinary tract infections, ocular infections, and blood iso-
lates), four environmental isolates, and one laboratory strain. We then determined
the genomic content and the relatedness of these 20 strains (18 plus PA14 and
PAO1) using a microarray-based genotyping assay (see below) to assess the correla-
tion between PA14-specific genes present in other isolates and their contribution to
virulence.

In the laboratory, C. elegans is grown on a lawn of E. coli, which serves as
its food source. In the C. elegans model pathogenicity system (Tan et al., 1999a),
pathogens such as PA14 are used as the sole source of food in place of E. coli, and
the longevity of the nematodes is monitored. Remarkably, nematodes feeding on
a wide variety of human pathogens exhibit significantly shortened longevity com-
pared to their longevity when feeding on E. coli. We consider shortened C. elegans
longevity as an indication of active killing since, in general, shortened longevity on
pathogenic bacteria is dependent on live bacteria; i.e., dead pathogens do not kill
C. elegans. The nematodes are exposed to a maximal dose of pathogen in this assay
(the bacteria are already grown to a lawn before the nematodes are added to the
assay plate). Therefore, mutations or strain differences that effect the growth rate
or overall fitness of the bacterium tend to have less of an impact on the virulence
phenotype than infection models in which an initial low titer of bacteria is injected
into the host and must survive long enough to reach a density sufficient to cause
disease and death (as, e.g., in plant, insect, and mouse models). A number of studies
have demonstrated that the relative virulence of different P. aeruginosa strains in
C. elegans correlates with their virulence in mice (Mahajan-Miklos et al., 1999; Tan
et al., 1999a, b).

We tested the full set of 20 P. aeruginosa strains using the C. elegans killing
model and we observed a full range of virulence phenotypes, including both the
upper and the lower limits of what this assay system can measure (Lee et al., 2006).
When we compared strains derived from a common infection type, we observed no
consistent clustering with respect to their virulence phenotype in C. elegans. For
example, among the CF isolates were both the most virulent and the least virulent
strains in our collection. Importantly, among the environmental isolates, two closely
related strains (MSH3 and MSH10, both obtained from the same geographical site)
were the fourth and the fifth most virulent strains tested. This latter result was inter-
esting because it shows that strains isolated directly from the soil can have similar
infectious potential as strains isolated in a clinical setting.

To test the hypothesis that the virulence of the 20 P. aeruginosa strains correlates
with the presence of particular virulence islands, we determined which strain-
specific genes were present or absent in each isolate by performing a microarray-
based analysis of genomic content (a process described as genomotyping; Kim
et al., 2002). We designed a custom array of spotted (70-mer) oligonucleotides,
including 285 oligonucleotides corresponding to PA14 genes that are absent in
PAO1 and 130 oligonucleotides corresponding to PAO1 genes that are absent in
PA14 (along with additional sequences serving as positive and negative controls).
Genomic DNA was isolated from these strains, fragmented, labeled, and hybridized



Combining Genomic Tools to Dissect Multifactorial Virulence in P. aeruginosa 139

to the microarray to determine if genes corresponding to each oligonucleotide were
present, absent, or indeterminate (the hybridization intensity was too close to the
empirically determined cut-off to make a confident present/absent call). Using this
array data, we used hierarchical clustering algorithms to determine the relatedness
the 20 P. aeruginosa strains and found no strong correlation between genomic con-
tent and neither the source of the strain nor the relative virulence of the strain (Lee
et al., 2006).

4.2 Identification of PA14-specific Virulence Genes
and Their Conservation in Other Strains

The experiments described above showed that there was no correlation between
the PA14-specific sequences in general and virulence in the C. elegans killing
assay. We therefore performed a functional analysis of PA14-specific ORFs,
directly identifying genes required for pathogenicity and subsequently assess-
ing their distribution among the other strains. Our laboratory has constructed
a genome-wide, non-redundant transposon insertion mutant library in PA14
(http://ausubellab.mgh.harvard.edu/cgi-bin/pa14/home.cgi; Liberati et al., 2006).
Using this library, we conducted a screen for mutants in PA14-specific genes that
had reduced virulence in C. elegans (Lee et al., 2006).

We identified four mutations in genes that are present in all P. aeruginosa strains
but whose sequences are highly divergent (i.e., different strains contain different
variants or alleles of functionally similar genes). These included two mutations in
genes required for the biosynthesis of the O-antigen component of the P. aeruginosa
lipopolysaccharide, and two mutations in genes involved in type 4 fimbrial biogen-
esis. More importantly, we identified five genes required for PA14 virulence that are
entirely absent in PAO1; four are genes of unknown function and one has hallmarks
of a putative transcription factor. None of these five genes were previously identified
as virulence determinants.

To determine whether or not these five PA14-specific pathogenicity genes were
predictive of pathogenicity in other strains, we used the microarray genotyping data
to compute Spearman’s rank correlation coefficients for each PA14-specific gene,
relating its presence, absence, or indeterminate status with the (rank order) virulence
of the strain. Figure 5 summarizes these data. Each of the 20 strains tested are rep-
resented in columns arranged from left to right in order of decreasing pathogenicity.
The PA14-specific genes tested (shown in rows) are described as present (blue),
absent (yellow), or indeterminate (intermediate intensity that was too close to the
cut-off between present and absent calls; red). These genes were then arranged with
respect to their Spearman’s rank order correlation coefficients, with those genes
most tightly correlated with virulence on top and those least correlated on the bot-
tom. This gene order therefore does not reflect a linear order on the chromosome.
As shown on the left side of Fig. 5, the correlation coefficients ranged from a high
of 0.63 to a low of −0.20. A perfect (positive) correlation would result from a
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Fig. 5 Range of correlation coefficients between genomic content and virulence. A subset of the
microarray-based genotyping of 20 strains is shown for PA14-specific genes. Data for each strain
tested is presented in columns. Strains are arranged from left to right in order of decreasing vir-
ulence; column headers refer to the 20 strain numbers in the accompanying key listing the strain
name and strain source (UTI = urinary tract infection). The strain sources are color coded to
highlight that they do not cluster according to virulence. Some strains shown in adjacent columns
were equally virulent (strains 4 and 5; strains 8, 9, and 10; strains 14, 15, and 16). Genes are
represented as individual rows and are described as present (blue), absent (yellow), or indetermi-
nate (red). Genes are arranged by Spearman’s rank correlation coefficients relating the presence of
PA14 genes in a strain and the strain’s virulence (highest correlations at the top, lowest correlations
at the bottom). Brackets on the left indicate groups of genes with similar correlation coefficients,
with the range of coefficients shown next to the bracket. Lines to the right indicate genes required
for maximal C. elegans virulence; the associated correlation coefficient for these genes is shown
in red parentheses
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row with a clustering of blue on the left (a gene present in the most pathogenic
strains) and yellow clustered on the right (a gene absent in the least virulent
strains).

The positions of the genes identified as novel PA14-virulence genes are indicated
on the right side of Fig. 5 (with correlation coefficients shown in red parentheses).
Genes 1 (unknown ORF) and 2 (putative transcription factor) are among those
with the highest observed correlation coefficient (0.63). These two ORFs are found
together in an 8-gene cluster known as the clone C-specific region common to clone
C isolates (members of a clonal family associated with CF infections; Romling
et al., 2005). This genomic region is known to be hyper-variable among clone C
isolates (and absent in PAO1): two Clone C strains (C and SG17M) each contain
the short clone C-specific region adjacent to large strain-specific islands PAGI-2
(strain C, 113 ORFs) or PAGI-3 (strain SG17M, 105 ORFs) (Larbig et al., 2002).
The corresponding PA14 locus possesses only orthologs to the genes contained
in the shorter clone C-specific region; PA14 does not have orthologs to genes
described within the larger strain-specific islands. This cluster of clone C-specific
genes was found to be present in 14 of the 18 tested strains, and the 4 strains
that lacked these genes were among the 5 least pathogenic isolates tested. How-
ever, two exceptions to this general trend include PAO1 itself, which lacks this
sequence and whose virulence is intermediate among those strains possessing this
cluster, and strain CF5 which contains this cluster and is the least virulent of all
isolates.

Genes 3 and 4 in Fig. 5 (both ORFs of unknown function) have intermedi-
ate correlation coefficients (0.44). They are contained within a previously identi-
fied pathogenicity island (PAPI-1, containing 112 ORFs) shown to encode genes
required for pathogenicity in plants and mammals (He et al., 2004). Although the
two mutations in genes that we identified in this cluster were not among those
previously examined, they are adjacent to or nearby ORFs that had phenotypes
in plants and mice. These two genes show a weak correlation with virulence and
are present in 7 of the 9 strains more virulent than PAO1 (CF18, MSH3, MSH10,
62, 6077, S54485, and X13273, in order of most to least virulent), and absent in
6 of the 9 strains less pathogenic than PAO1 (JJ6992, PAK, 19660, CF27, E2, and
CF5). However, these two genes are absent in the third and sixth most pathogenic
strains (UDL and U2504), and present in three avirulent strains (X24509, CF127,
and S35004).

Gene 5 (also of unknown function) is part of a 14-gene region that was previously
uncharacterized; this gene shows essentially no correlation with strain virulence
(correlation coefficient of 0.02). In fact, this gene tends to be more represented
in avirulent strains than pathogenic isolates. Taken together, the five functionally
defined PA14 genes required for C. elegans killing each had exceptions to the
general trend (being present in some attenuated strains and/or absent in some
virulent strains) and are neither required for nor necessarily predictive of another
strain’s ability to be pathogenic.
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5 Future Directions: Testing Additional Model Hosts

We were surprised that genes identified as PA14-virulence determinants are not
necessarily correlated with the virulence of other strains in which they are found,
because this observation suggests that the action of some virulence determinants
may depend on the total genomic content. This view contrasts with canonical
pathogenicity islands that contain a set of genes acting as an autonomous set, the
presence of which directly contributes to overall strain virulence. Since most stud-
ies of pathogenicity islands have been carried out in more traditional experimental
systems, it is possible that our unexpected observations are a result of using a model
host such as C. elegans. Traditional infection systems using mice or other mammals
involve a single dose of bacteria, often administered at a low titer and requiring
the initial population of pathogens to proliferate and avoid detection by the host’s
immune response long enough to reach a pathogenic or lethal dose. In contrast,
the C. elegans infection system constantly exposes the host to a maximal does of
pathogen. The former approach has conceptual similarity to an acute infection in
humans, whereas the latter has aspects that more closely approximate a chronic
infection.

An advantage of the model host approach to studying infectious disease is that
multiple hosts can be used and compared, each with their respective strengths and
weaknesses. One alternate host that we are currently examining is the greater wax
moth caterpillar, G. mellonella. Wax moth caterpillars are commercially available,
inexpensive, easy to use, and yield data rapidly, making them an ideal candi-
date for pilot experiments to extend our observations in C. elegans to other host
organisms.

5.1 Wax Moth Injection Model

The wax moth caterpillar infection system involves the sub-dermal injection of a low
dose of bacteria into the caterpillar and monitoring viability over several days. By
injecting a dilution series of the bacteria, quantitative measurements can be made
of the LD50, the initial dose required to cause 50% lethality. Wild-type PA14 is
an incredibly potent killer, with an LD50 of between 1 and 2 bacteria, whereas
attenuated mutants have elevated LD50s (indicating a higher initial does required
for comparable disease symptoms). When comparing the virulence of various PA14
mutants in wax moth caterpillars and mice, a positive correlation is observed, mak-
ing this insect an excellent model system for the identification of pathogenesis fac-
tors important in mammalian disease (Jander et al., 2000).

As a preliminary test of the viability of repeating our studies in wax moth cater-
pillars, we calculated the LD50s for five mutants identified as avirulent in the C. ele-
gans screen (Fig. 6A and Table 2). These included mutations in genes PA14 03370
and PA14 27680, both genes of unknown function in regions completely absent
in PAO1 (genes 5 and 1, respectively in Fig. 5). Also shown are three mutants in
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Table 2 Relative phenotypes of PA14 mutants and additional strains C. elegans and wax moths

Strain
Gene
mutated∗

Gene name or
function

Virulence in
C. elegans∗∗

Virulence in
wax moths
(injection)∗∗

Virulence in
wax moths
(feeding)∗∗

PA14 none + + + + + + + + +
PA14 PA14 03370 Unknown + + +
PA14 PA14 27680 Unknown + + + +
PA14 PA14 60290 pilW + + + +
PA14 PA14 23420 O-antigen biogenesis + + +
PA14 PA14 23430 O-antigen biogenesis + +
PA14 PA14 42340 pscD + + + + + + +
MSH10 None ++ + + + + +
U2504 None ++ + + + + +
∗ Full annotations for listed PA14 genes are available at http://ausubellab.mgh.harvard.edu/
pa14sequencing.
∗∗ Relative virulence in model hosts. Virulence of wild-type PA14 is assigned a value of “+ + +.”
Significantly reduced virulence in mutants is indicated as “+.” Strains with slightly lower virulence
relative to PA14 are indicated as “++.” Enhanced virulence compared to PA14 is indicated as
“+ + + + +”.

genes that are present in other strains but divergent in sequence, including a gene
required for type 4 fimbrial biogenesis (PA14 60290) and two genes required for
O-antigen biosynthesis (PA14 23420 and PA14 23430). Three of these five genes
required for full C. elegans virulence are also required in the wax moth caterpillar
system, demonstrating some (but not complete) overlap between these two model
host systems (Table 2).

�
Fig. 6 Virulence of PA14 mutants and other strains in wax moth caterpillars. (A) Virulence in
wax moths by injection of bacteria. Five PA14 mutants identified as avirulent in C. elegans were
examined in a wax moth caterpillar infection model by calculating a relative LD50 (the dose at
which 50% lethality is observed, normalized to the dose required for wild-type PA14). An elevated
LD50 indicates that a larger initial inoculum of bacteria is required to observe comparable lethality.
The second and third strains tested are mutations in genes of unknown function absent PAO1
(PA14 03370 and PA14 27680) and correspond to genes 5 and 1, respectively, in Fig. 5. These
results and those shown in Figs 7B, C, and 7 are summarized in Table 3. (B) Virulence factor
required for caterpillar lethality via injection is not required to kill in a feeding model. Wax moth
caterpillars were exposed to LB plates containing a lawn of PA14 (blue diamonds) or a pscD mutant
(green Xs) and the percent of all caterpillars that died (y-axis) was monitored over several days.
Controls include an LB plate with no bacteria (red squares) or an empty Petri plate with no agar.
(C) Two PA14 mutants avirulent in C. elegans are also attenuated in the wax moth feeding assay.
The mutation in gene PA14 23420 (green Xs) disrupts a gene required for O-antigen biosynthesis,
and gene PA14 03370 (purple asterisks) is an ORF of unknown function (gene 5 in Fig. 6). (D)
Two P. aeruginosa strains show enhanced virulence in the wax moth feeding assay. MSH10 (green
Xs) is an environmental isolate, and U2504 (purple asterisks) is a urinary tract infection strain.
Both strains are virulent in the C. elegans infection model but neither is as pathogenic as PA14
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5.2 Wax Moth Feeding Model

In addition to the established injection model of infection, we examined whether or
not a chronic exposure of the wax moth caterpillars to a lawn of PA14 could result
in pathogenicity. This approach is significantly faster than manually injecting each
bacterial strain to be tested, and we are tentatively referring to this assay system
as a wax moth “feeding” model (although we have yet to determine that bacteria
are ingested by feeding rather than entering the host by some other mechanism).
We placed wax moth caterpillars onto LB plates containing a lawn of PA14, LB
plates with no bacteria, or an empty Petri dish with no agar (Fig. 6B). In the absence
of agar, the caterpillars survived with little or no adverse effects over the course
of 5 days (black triangles). When placed on an empty LB plate with no added
bacteria, a lawn of an (as yet) uncharacterized microorganism grew up over the
course of the experiment and the caterpillars began dying at 53 hours (red squares).
We have not yet determined whether this microbe was present on the surface of
the caterpillars or is initially present in the gut of the animal and seeded onto the
plates by excretion. Exposure of the wax moth caterpillars to a pre-formed lawn
of PA14 resulted in more rapid death, beginning at 22 hours (blue diamonds).
Interestingly, we also tested a previously characterized mutant in PA14, a lesion
in the pscD gene, which is a structural component of the type III secretion appara-
tus. Type III secreted bacterial products are required for mammalian pathogenesis
and have also been shown to be required for virulence when bacteria are injected
into G. mellonella caterpillars (but not required for virulence in C. elegans; Miy-
ata et al., 2003). Surprisingly, the pscD mutant did not show a defect in the wax
moth feeding system (green Xs), suggesting that the two G. mellonella infection
systems are monitoring different sets of virulence determinants (summarized in
Table 2).

We next examined two mutations in genes required for pathogenicity in C. ele-
gans (Fig. 6C and Table 2). We selected mutations in genes PA14 23420 (an O-
antigen biosynthetic gene) and PA14 03370 (an ORF of unknown function; gene
#5 in Fig. 5), because they were also required for full virulence in the wax moth
caterpillar injection system. Both mutants tested showed reduced pathogenicity in
the feeding assay (green Xs and purple asterisks), with less overall host lethality
than the control containing agar but no bacteria. In all cases in which bacteria were
pre-seeded on the LB plates (either wild-type or mutant PA14), the uncharacterized
microorganism was unable to grow, making it possible to observe lethality due only
to the P. aeruginosa strain of interest. These results demonstrate that the caterpillar-
feeding assay can identify mutants with reduced virulence, and that some mutations
result in avirulence in all three assay systems (C. elegans, wax moth caterpillar
injection, and wax moth caterpillar feeding; Table 2).

Finally, we examined the ability of the wax moth feeding system to detect differ-
ences in virulence among P. aeruginosa isolates. Strains MSH10 (an environmental
isolate) and U2504 (a urinary tract infection isolate) are virulent in C. elegans, but
neither is as pathogenic as PA14 (rank order virulence of 5 and 6, respectively, ver-
sus a rank order of 2 for PA14 within the group of 20 strains tested). Surprisingly,
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both strains showed elevated virulence compared to PA14 (Fig. 6D and Table 2).
In the injection system, the virulence of wild-type PA14 is so potent (requiring
between 1 and 2 live bacteria in the initial dose for 50% lethality) that enhanced
virulence cannot be measured. However, the feeding system can potentially iden-
tify strains (or mutants) with both enhanced and decreased virulence compared
to PA14.

The wax moth caterpillar pathogenicity system is a promising alternative model
to extend our virulence studies that were initially carried out with C. elegans. Both
injection and feeding assays can be used to assess the relative virulence of the 20
P. aeruginosa strains and to screen the PA14 mutant library. Given that the three
approaches (nematode feeding, caterpillar injection, and caterpillar feeding) result
in overlapping but occasionally distinct observations, it is likely that different sets
of PA14 mutants will be identified as avirulent when the mutant library is tested in
each model. It will be particularly interesting to see if, for a given assay system,
the identified PA14-virulence factors each fail to correlate with virulence in other
strains (as was the case for C. elegans), or whether this surprising lack of correlation
is specific to the nematode system.

6 Discussion

To study the relationship between P. aeruginosa PA14 genomic content and viru-
lence, we combined several genomic tools including comparative genomic analyses,
functional genome-wide analyses of virulence, and a model host infection system
amenable to high-throughput and low-cost screening. In the case of C. elegans, we
have found that genes identified in PA14 as required for virulence (and absent in
the less virulent PAO1) do not correlate strongly with the pathogenicity of other
strains in which they are also present. In contrast, canonical pathogenicity islands
tend to contain genes that contribute directly to the virulence of isolates in which
they are found, such as the P. aeruginosa gene cluster encoding the type III secretion
effector ExoU (present in PA14 but absent in PAO1), which increases the cytotox-
icity of strains toward mammalian cells (Sato and Frank, 2004) and is required for
pathogenicity in G. mellonella and the amoeba, D. discoideum (Miyata et al., 2003;
Pukatzki et al., 2002). However, it appears that PA14 also contains virulence deter-
minants that may not function autonomously to affect virulence. The data shown
in Fig. 5 suggest that, at least in the case of C. elegans pathogenicity, the effects
of multiple PA14 virulence factors combine in different combinations in different
strains to result in an overall virulence phenotype.

What are the mechanistic underpinnings for the apparent combinatorial nature
of P. aeruginosa virulence factors and how definitive is our analysis with respect
to their conservation in other P. aeruginosa strains? First, our microarray-based
genotyping analysis is only an initial step toward identifying strain similarities and
differences at a functional level. The hybridization experiments can only identify
(highly similar) sequences that are present in other isolates, but it cannot determine
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whether or not they encode functional proteins that are similarly regulated. Also, the
apparent absence of a gene in a given strain cannot exclude the existence of a gene
of divergent sequence that is nevertheless functionally analogous. Second, given
the apparent multifactorial and combinatorial nature of P. aeruginosa virulence,
elucidating the molecular basis of virulence in a particular P. aeruginosa strain
will require an understanding of how groups of virulence factors interact with each
other as well as how they interact with the core genome. With respect to the latter
goal, our laboratory is currently extending the screen for PA14 mutants attenuated
in C. elegans killing to include the entire genome (rather than focussing only on
putative strain-specific genes). Third, as stated above, the examination of additional
model hosts will be a key step toward determining whether the lack of observed
correlations between genomic content and strain virulence is a general phenomenon
or specific to nematodes. In addition to the described use of G. mellonella (with
both an injection and a feeding model of pathogenesis), fruit flies and plants are
interesting candidate hosts for future study.

In presenting this work, we have aimed to provide an example of how genomics
has impacted our understanding of disease. The rapid development of genomic tools
in both the pathogen and the host has greatly expanded the breadth and depth
of experimental questions that can be asked in the laboratory. In particular, we
believe that the model host infection system, in which multiple, genetically tractable
organisms are substituted for traditional mammalian hosts, provides a powerful
opportunity to utilize both pathogen and host genomic tools, either individually
or combinatorially. The low cost, relatively small size, and low level of complex-
ity of model hosts allow for high-throughput assays that are ideal for exploiting
the power inherent in large reagents such as genome-wide mutant libraries. More
recently, a C. elegans–Enterococcus faecalis infection system has been used to
screen large chemical libraries for novel compounds acting as antimicrobials and
anti-infectives (Moy et al., 2006); these compounds could serve as vital reagents
both in clinical settings and in the lab as molecular probes to dissect the pathogen-
esis process. With model hosts such as C. elegans, genome-wide RNA interference
(RNAi) libraries and transcriptional arrays can be used to identify host gene prod-
ucts involved in the innate immune response to pathogens (N. Liberati, R. Fein-
baum and F. M. Ausubel, unpublished observations; Gravato-Nobre et al., 2005;
O’Rourke et al., 2006; Troemel et al., 2006). As the use of genomic tools and model
host infection systems matures, the true power of these approaches will be in the
ability to combine both host and pathogen reagents to understand, at a mechanis-
tic level, the complex interactions between the two organisms that occur during an
infection.
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Robert Szczesny, and Frank Thieme

Abstract The interaction between the plant pathogenic bacterium Xanthomonas
campestris pv. vesicatoria (Xcv) and its host plants pepper and tomato depends on
a type III protein secretion system (T3SS) which translocates effector proteins into
the plant cell. Recent studies revealed that HpaB and HpaC are two key players in
the control of protein export from Xcv. First identified by their avirulence activity in
resistant plants, genome sequencing projects allow now the identification of more
effector proteins. However, their virulence functions in the host remain elusive. The
effector AvrBs3 from Xcv induces a hypertrophy in susceptible plants. The virulence
as well as the avirulence activity of AvrBs3 depends on its eukaryotic features, i.e.,
nuclear localization signals and an activation domain suggesting that the effector
mimics a plant transcriptional regulator. Here, we present recent progress on the
identification of potential virulence targets of AvrBs3 in the plant cell.

1 Introduction

Plant pathogenic bacteria have evolved sophisticated mechanisms to suppress basal
plant defense reactions and to colonize their host plants. One of the model systems to
study the molecular basis of disease is the Gram-negative bacterium Xanthomonas
campestris pathovar (pv.) vesicatoria (Xcv; also termed X. axonopodis pv. vesicato-
ria); (Vauterin et al., 2000), the causal agent of bacterial spot disease in pepper and
tomato, which leads to great economic losses in growing regions with a warm and
humid climate. In nature, Xcv enters the plant tissue via natural openings (stomata)
or wounds and, in case of susceptible host plants, multiplies in the intercellular
space. Colonization is confined to local infection sites resulting in the appearance of
water-soaked lesions that later become necrotic (Stall, 1995). In case of a resistant
host plant, the bacteria are recognized based on a specific plant disease resistance
(R) gene that “corresponds” to a particular bacterial effector gene (Flor, 1971).
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In most cases that are studied on the molecular level the outcome of resistance is
a hypersensitive reaction (HR), a rapid and localized programmed cell death that
restricts further spread of the pathogen (Klement, 1982).

Recently, the genome sequence of Xcv strain 85–10 has been elucidated. Besides
the chromosome (5.17 Mb) this strain contains four plasmids 1.8 kb to 183 kb in size
(Thieme et al., 2005). Essential for pathogenicity of Xcv is a type III protein secre-
tion system (T3SS), which is highly conserved in many Gram-negative plant and
animal pathogenic bacteria and some symbionts (Büttner and Bonas, 2006; Cornelis
and Van Gijsegem, 2000; Marie et al., 2001; Tampakaki et al., 2004). Expression of
the T3SS is induced in the plant and in certain minimal media. The T3SS secretes
a small number of proteins into the extra cellular milieu, but most proteins (termed
“effectors”) are translocated into the host cell cytosol (Büttner and Bonas, 2002;
Gürlebeck et al., 2006) (Fig. 1). To date, more than 20 type III effector proteins are

Fig. 1 Model of type III secretion of Xcv. The T3SS spans both bacterial membranes and is con-
nected to an extracellular Hrp pilus and the T3S translocon, which inserts into the plant plasma
membrane. The T3SS injects bacterial effector proteins into the host cell. Secretion of effectors and
non-effectors is controlled by HpaB and HpaC which interact with each other and bring effectors
into contact with the T3S apparatus (Büttner et al., 2006). Once in the plant cell, effector proteins
modulate the host cell metabolism to the advantage of the pathogen leading to the formation of
disease symptoms. Some type III effectors are recognized mediated by corresponding R proteins
leading to the induction of the hypersensitive reaction. CW, cell wall; PM, plasma membrane; IM,
inner membrane; OM, outer membrane
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known in Xcv (Thieme et al., 2005). Effector proteins probably manipulate host cell
processes to the need of the pathogen. Key questions studied in our laboratory are
(i) regulation of type III secretion, (ii) identification of type III effector proteins and
their host targets, and (iii) dissection of specific plant disease resistance to Xcv.

The first type III effectors were isolated some 15–20 years ago because of
their role in plant resistance. These so-called “avirulence (Avr) proteins” were
defined genetically as pathogen determinants that are recognized by resistant host
plants expressing a corresponding resistance gene. Upon recognition, the Avr pro-
tein induces plant defense reactions, often manifested as an HR (Keen, 1990;
Klement, 1982). Later, mutant studies demonstrated that the primary role of Avr
proteins is in pathogen virulence, i.e., avr genes can contribute to bacterial multi-
plication in the plant and to symptom development (Gürlebeck et al., 2006). Many
new effectors were identified by bioinformatic analysis of the respective bacterial
genome sequence. Criteria which can be used are conserved features of the pro-
moter regions of the corresponding genes. For example, all P. syringae genes for
type III system components and effectors contain an hrp box in their promoter
(Xiao and Hutcheson, 1994), whereas many Xcv effector genes carry a PIP-box (see
below). In addition, many effector proteins can be grouped into families based on
their predicted function and/or similarity to known effectors. Finally, the presence
of eukaryotic features such as leucine-rich-repeats (LRR) or nuclear localization
signals (NLS) might be indicative of an effector candidate.

To verify effector candidates their translocation into the plant cell has to be
demonstrated. This can be monitored using a translational fusion of the N-terminal
region, which presumably contains the type III secretion signal, to a suitable reporter
protein. Successfully used are known effector domains, e.g., AvrBs3 that is deleted
in its N-terminus but still causes the HR in a resistant plant when expression
was mediated by Agrobacterium (Szurek et al., 2002). An alternative method is
the so-called “Cya assay” using an adenylate cyclase as reporter (Casper-Lindley
et al., 2002). Based on sequence conservation or predicted enzymatic functions most
type III effector proteins can be grouped into families. It turned out that the bacteria
often express effector proteins that use molecular mimicry to fulfill their function
in the plant cell (Gürlebeck et al., 2006). Examples are XopD from Xcv, which is a
putative cysteine protease that cleaves SUMOylated proteins (Hotson et al., 2003),
and HopPtoD2, a protein phosphatase of P. syringae (Bretz et al., 2003; Espinosa
et al., 2003). Another large effector family is the AvrBs3 family which is expressed
almost exclusively in Xanthomonas spp.

2 Results and Discussion

2.1 The T3SS of Xcv

The genes encoding the T3SS of Xcv are localized in a 35.3 kb pathogenicity island
on the bacterial chromosome. The core gene cluster consists of six hrp (hypersensi-
tive reaction and pathogenicity) operons which encode the components of the T3SS
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and three Hrp-associated proteins (HpaA-C), which are non-essential virulence
proteins (Gürlebeck et al., 2006). Expression of the T3SS is induced in the plant
and in certain minimal media and is controlled by two regulators, HrpG and HrpX,
which are encoded outside of the hrp region. HrpG, a member of the OmpR family
of transcriptional regulators, is constitutively expressed but needs to be activated
via an unknown signal from the plant. Active HrpG then induces the transcrip-
tion of hrpX, which encodes an AraC-type regulator that in turn controls expres-
sion of most genes in the hrp region and genes elsewhere in the genome (for a
recent comprehensive review, see Gürlebeck et al., 2006). Most HrpX-regulated
promoters contain a conserved sequence element, the PIP (plant-inducible promoter;
consensus TTCG-N16-TTCG) box, which is specifically bound by HrpX (Koebnik
et al., 2006). More than 100 hrpG- and hrpX-induced genes have been identified
by cDNA-AFLP and microarray analyses (Noël et al., 2001; Koebnik et al., 2006;
B. Baumgarth, A. Becker, F. Thieme and U. Bonas, unpublished data).

On the bacterial surface the T3SS is extended by the Hrp pilus through which
translocon and effector proteins are transported (Weber et al., 2005). In Xcv strain
85–10 more than 20 different effector proteins are known (Gürlebeck et al., 2006;
Thieme et al., 2005; F. Thieme and U. Bonas, unpublished data).

The role of most effectors in virulence is not clear, because often a deletion of the
respective gene does not alter bacterial virulence in the plant (Noël et al., 2003; Noël
et al., 2001, 2002; F. Thieme, A. Krüger, A. Urban and U. Bonas, unpublished data).

2.2 Control of T3S by Xcv

How are bacterial proteins recognized by the T3SS? The export signal of most
proteins probably resides in the N-terminal amino acid sequence of the protein. The
secretion signal is not conserved although there is some amino acid bias. In contrast
to proteins secreted by the type II system, the T3S signal is not cleaved (Büttner and
Bonas, 2006). Recent studies revealed that HpaB and HpaC, which are not secreted,
are two key players in the control of type III protein export. Interestingly, there are
two classes of type III effectors based on their need for HpaB. The latter might deter-
mine the hierarchy of protein secretion; however, this intriguing process remains
enigmatic. HpaB is a general T3S chaperone which interacts with HpaC and with
effector proteins and hence directs them to the T3SS (Büttner et al., 2004, 2006).
HpaC interacts with HpaB and appears to increase the efficiency of protein export.
Once the predicted translocon complex consisting of HrpF and possibly XopA is
inserted into the plant plasma membrane effector proteins are injected directly from
the bacterium into the plant cell cytoplasm (Büttner et al., 2004, 2002; Gürlebeck
et al., 2006; Noël et al., 2002).

2.3 The AvrBs3 Effector Protein

AvrBs3 is encoded on a self-transmissible plasmid that is present in some strains of
Xcv. Xcv strains that express the 122-kDa AvrBs3 protein are specifically recognized
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by pepper plants carrying the Bs3 resistance gene resulting in the HR and halt of
bacterial multiplication (Bonas et al., 1989). In susceptible pepper and tomato plants
the AvrBs3 protein induces hypertrophy of the mesophyll cells, i.e., cell enlarge-
ment (Marois et al., 2002). Hypertrophy is also induced in other solanaceous plants,
e.g., Nicotiana benthamiana, when the avrBs3 gene is delivered on a T-DNA by
Agrobacterium tumefaciens (Marois et al., 2002). These so-called “transient expres-
sion” assays have become an important tool for the analysis of bacterial effector
genes and their potential biochemical function in the plant cell.

The amino acid sequence of the AvrBs3 protein is characterized by a central
region consisting of 17.5 direct 34-amino acid repeats, two NLSs and an acidic
activation domain (AAD) in the C-terminal region. In addition, a leucine-zipper-like
region was predicted for AvrBs3 and homologous proteins (Fig. 2; Gabriel, 1999).
NLS and AAD are typical eukaryotic motifs and were both shown to be essential
for the known AvrBs3 acitivities (Marois et al., 2002; Szurek et al., 2001; Van den
Ackerveken et al., 1996). The direct repeats are nearly identical and are a hallmark
of AvrBs3 family members, which are present in many other Xanthomonas strains.

Analysis of avrBs3 repeat deletion derivatives revealed that the repeats determine
the specificity of AvrBs3 activity. For instance, AvrBs3�rep-16, in which repeats 11
to 14 are deleted, has lost the ability to be recognized by Bs3 containing plants, but
is recognized by bs3 pepper plants (Herbers et al., 1992). Similarly, other derivatives
showed also new recognition specificities. The hypertrophy symptoms, however, are
only induced by the AvrBs3 wild-type protein and not by AvrBs3 deletion derivative
or the close homolog AvrBs4 from Xcv. The AvrBs4 protein, which is recognized
by tomato plants expressing the Bs4 R gene, is 97% amino acid sequence-identical
to AvrBs3 (Bonas et al., 1993; Schornack et al., 2006).

2.4 Plant Target Proteins of AvrBs3

Due to the fact that AvrBs3 needs both NLS and AAD for its activity but lacks an
obvious DNA binding domain we hypothesized that AvrBs3 might bind to DNA in
a complex with proteins from the plant. To identify proteins that specifically interact

Fig. 2 Structural features of AvrBs3 from Xcv. The central repeat region consists of 17.5 nearly
identical tandem repeats of 34 amino acids. The C-terminal region contains different eukary-
otic motifs: imperfect heptad leucine zipper repeats (pLZ; black box; Gabriel, 1999); two func-
tional nuclear localization signals (NLSs; black bars; Szurek et al., 2001; Van den Ackerveken
et al., 1996) and an acidic activation domain (AAD; Szurek et al., 2001). The secretion signal
and the HpaB binding site are indicated (gray hatched and gray, respectively; Szurek et al., 2002;
Büttner et al., 2004)
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with AvrBs3 we performed several yeast-two-hybrid screens using different AvrBs3
baits. Among the identified genes were two genes encoding importin � homologs, a
methyltransferase homolog, a gene showing similarity to the thiamine biosynthesis
enzyme C (ThiC), and, interestingly, one with similarity to the homeobox protein
MERISTEM LAYER 1 from Arabidopsis thaliana (ML1). Using bimolecular fluo-
rescence complementation we demonstrated that AvrBs3 forms complexes with the
pepper importin � protein in planta (D. Gürlebeck and U. Bonas, unpublished data).
For the ThiCH (ThiC homolog) we showed that it is indeed involved in vitamin
B1 synthesis. Interestingly, recent publications suggested a role for vitamin B1 in
enhancing plant defense (Ahn et al., 2005; Wang et al., 2006). Thus, ThiC is an
interesting candidate virulence target of AvrBs3. AvrBs3 might block the enzymatic
activity of the ThiCH and thus delay thiamine production and plant defense reac-
tions (Fig. 3). Since the LZ-containing ML1 homolog (ML1H) was identified using
the putative LZ motif of AvrBs3 as a bait (D. Gürlebeck, A. Raschke and U. Bonas,
unpublished data) one can speculate that ML1H and AvrBs3 form heterodimers
which interact with DNA via the LZ motifs. The latter is well known for bZIP
transcription factors from plants (Jakoby et al., 2002). Thus, ML1H could be one
of the “missing links” in understanding AvrBs3 function.

2.5 Plant Target Genes of AvrBs3

In vitro secretion and in vivo translocation studies demonstrated that AvrBs3 is
secreted by the T3SS and localizes to the plant cell nucleus (Szurek et al., 2002).
Prior to nuclear localization, AvrBs3 homodimerizes via the repeat region and inter-
acts with importin α via the NLSs in the plant cell cytoplasm (Gürlebeck et al., 2005;
Szurek et al., 2001, 2002; D. Gürlebeck und U. Bonas, unpublished data). Based on
the fact that the AAD is essential for function we wondered if AvrBs3 modulates
plant gene expression. Using cDNA-AFLP and suppression subtractive hybridiza-
tion we isolated more than 20 upa (up-regulated by AvrBs3) genes expression of
which is specifically upregulated in susceptible pepper plants by AvrBs3 (Marois
et al., 2002; Kay et al., 2007). Among the identified upa genes 16 genes are also
induced in the presence of cycloheximide, an inhibitor of eukaryotic protein syn-
thesis, i.e., these genes are good candidates for being regulated directly by AvrBs3.
Studies of the time course of induction demonstrated that a number of upa genes
are induced as early as 3–4 hours post inoculation (hpi) with Xcv. This finding is
in agreement with the observation that the pathogen requires 2–3 hours for gene
transcription and translation (U. Bonas, unpublished data) to be able to induce the
HR in resistant plants, i.e., to build up the T3SS and start protein translocation into
the plant cell.

For technical reasons functional studies of upa genes are performed in N. ben-
thamiana. Intriguingly, gene silencing and overexpression analyses of upa genes
in N. benthamiana revealed that one of the early induced upa genes is crucial and
sufficient for the induction of hypertrophy (Kay et al., 2007). Interestingly, this gene
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Fig. 3 Current model of action of AvrBs3. HpaB enhances the secretion and translocation of
AvrBs3 by binding to the N-terminal 50 amino acids of the effector within Xcv (1–2). After injec-
tion into the plant cell, AvrBs3 dimerizes in the cytoplasm (3). Importin � bound to importin �
binds to the NLS of AvrBs3 (4) and thus mediates the nuclear import of the effector (5). In the
nucleus the importin molecules dissociate and are recycled to the cytoplasm of the plant cell (6)
so that AvrBs3 can act as transcriptional activator (7). For that AvrBs3 might directly (7a) bind to
promoters of upa genes or in a complex with a virulence target protein, e.g., the homeobox protein
ML1 homolog (7b). The induction of gene expression leads then to the growth of the plant cell
(hypertrophy). Prior to nuclear import, AvrBs3 molecules might transiently interact with a ThiC
homolog (ThiCH; 8) to inhibit its enzymatic activity, which could lead to a delay of plant defense
reactions
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encodes a protein with similarity to transcriptional regulators and thus might be the
key regulator for the induction of the hypertrophy (Fig. 3). It is now interesting to
investigate if this Upa protein induces the expression of other, later induced upa
genes, e.g., genes encoding expansin � or pectate lyases that are probably involved
in the development of hypertrophy (Marois et al., 2002). The model in Fig. 3 sum-
marizes the current view on plant targets of the type III effector AvrBs3 from Xcv.
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Structure and Function of RXLR Effectors
of Plant Pathogenic Oomycetes
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1 Introduction

A diverse number of plant pathogens, including bacteria, fungi, oomycetes and
nematodes, secrete effector proteins to different cellular compartments of their
hosts to modulate plant defense circuitry and enable parasitic colonization (Birch
et al., 2006; Chisholm et al., 2006; Kamoun, 2006; O′Connell and Panstruga, 2006).
The current paradigm in the study of plant–microbe interactions is that unravel-
ing the molecular function of effectors is central to a mechanistic understanding
of pathogenicity. Indeed, significant progress has been made in elucidating the viru-
lence functions of bacterial effectors and the biochemical activities that enable these
proteins to perturb host defense processes and facilitate pathogenicity (Chisholm
et al., 2006). In contrast, little is known about the biology of effectors of eukaryotic
plant pathogens. Nonetheless, this area of research is progressing rapidly as illus-
trated by the recent identification of effectors from the flax rust and barley powdery
mildew fungi (Catanzariti et al., 2006; Dodds et al., 2004; Ridout et al., 2006),
the oomycetes Phytophthora and Hyaloperonospora (Allen et al., 2004; Armstrong
et al., 2005; Rehmany et al., 2005; Shan et al., 2004), as well as root-knot nematodes
(Huang et al., 2006a; Huang et al., 2006b).

Oomycetes form a distinct group of eukaryotic microorganisms that includes
some of the most notorious pathogens of plants (Kamoun, 2003). Research on
oomycete effectors has accelerated in recent years due in great part to the avail-
ability of resources stemmed from genomics. The emerging picture is complex
and fascinating. Oomycetes are now thought to secrete hundreds of effector pro-
teins belonging to two classes that target distinct sites in the host plant (Birch
et al., 2006; Kamoun, 2006; Tyler et al., 2006). Apoplastic effectors are secreted
into the plant extracellular space, whereas cytoplasmic effectors are translocated
inside the plant cell, where they target different subcellular compartments (Birch
et al., 2006; Kamoun, 2006). Several apoplastic effectors have been determined
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to function as inhibitors of host enzymes, such as proteases and glucanases (Rose
et al., 2002; Tian et al., 2005; 2004). They are thought to contribute to counter-
defense by disabling host enzymes that accumulate in response to pathogen infec-
tion. In contrast, the biochemical activities of cytoplasmic effectors remain poorly
understood. Oomycete cytoplasmic effectors have been discovered first through
their avirulence (Avr) function, i.e. their ability to trigger hypersensitive cell death
on specific host genotypes that carry particular disease resistance (R) genes (Allen
et al., 2004; Armstrong et al., 2005; Rehmany et al., 2005; Shan et al., 2004). The
function of these effectors in plants that do not carry the cognate R genes remains
largely unknown (Kamoun, 2006).

This review summarizes recent findings on the structure and function of the
RXLR class of oomycete effectors (Birch et al., 2006; Kamoun, 2006). These effec-
tors function inside host cells and are characterized by a highly conserved region
defined by the invariant sequence RXLR. This review will cover two main topics of
RXLR effector research: trafficking and function.

2 The RXLR Sequence Defines a Conserved Domain
of Oomycete Avr Proteins

Four oomycete Avr genes, ATR1NdWs B and ATR13 from the downy mildew
Hyaloperonospora parasitica, Avr1b-1 from the soybean pathogen Phytophthora
sojae, and Avr3a from P. infestans, have been cloned recently (Allen et al., 2004;
Armstrong et al., 2005; Rehmany et al., 2005; Shan et al., 2004). The R proteins
that target ATR1NdWsB, ATR13, and AVR3aKI belong to the intracellular class
of NBS-LRR (nucleotide binding site and leucine-rich repeat domain) proteins,
suggesting that recognition of these Avr proteins occurs inside the plant cytoplasm
(Allen et al., 2004; Armstrong et al., 2005; Rehmany et al., 2005). Indeed, when
directly expressed in planta by transient transformation, AVR3aKI, ATR1NdWsB, and
ATR13 did not require a signal peptide sequence to trigger hypersensitivity, and
are therefore recognized inside the plant cytoplasm (Allen et al., 2004; Armstrong
et al., 2005; Rehmany et al., 2005). How these effectors are translocated into host
cells during infection is unknown but a conserved sequence centered on the RXLR
motif might be implicated (Birch et al., 2006; Kamoun, 2006; Rehmany et al., 2005)
(Fig. 1). All four oomycete Avr proteins carry a signal peptide followed by the
RXLR region, which occurs within the N-terminal ca. 60 amino acids of these pro-
teins (Rehmany et al., 2005). So far, definite elucidation of the function of the RXLR
region has not been obtained, but the prevailing hypothesis is that RXLR functions
in delivery of the effectors inside host cells (Birch et al., 2006; Kamoun, 2006;
Rehmany et al., 2005). Indeed, this motif is similar in sequence and position to
a host cell-targeting signal (HT/Pexel motif) that is required for translocation of
proteins from malaria parasites (Plasmodium species) into the cytoplasm of host
red blood cells (Hiller et al., 2004; Marti et al., 2004). Interestingly, the cellular
biology of Plasmodium infection of host blood cells shares some commonalities
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Fig. 1 (A)Domain organization of cytoplasmic RXLR effectors. Schematic drawings of
ATR1NdWsB and ATR13 of Hyaloperonsopora parasitica, Avr1b-1 of Phytophthora sojae, and
AVR3a of P. infestans. The numbers under the sequences indicate amino-acid positions. The high-
lighted RXLR domain includes the RXLR sequence itself and the downstream dEER sequence.
The gray arrows distinguish the regions of the effector proteins that are involved in secretion
and targeting from those involved in effector activity. (B) Similarity between the RXLR motif of
oomycetes and the HT/Pexel motif of Plasmodium falciparum. Sequence logos were derived from
P. infestans and P. falciparum effector proteins. Adapted from Bhattacharjee et al. (2006)

with oomycete infection structures like haustoria (Bhattacharjee et al., 2006).
During the blood stages of infection, Plasmodium invades mature erythrocytes and
develops within a parasitophorous vacuolar membrane (PVM) derived from an
invagination of the erythrocyte membrane. While residing within the PVM, the
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parasite exports effector proteins to the erythrocyte resulting in reprogramming of
the invaded blood cell. Thus, both Plasmodium and oomycetes need to translocate
effector proteins across a host-derived membrane during colonization of host cells
suggesting that the conserved sequence motif might be required to overcome this
comparable hurdle (Bhattacharjee et al., 2006). Although direct demonstration
that the oomycete RXLR domain is a host-targeting signal has not been reported, a
number of experiments that are consistent with this hypothesis have been performed.
The next three sections describe these experiments.

3 The Phytophthora RXLR Domain Mediates Host Targeting
in Plasmodium

The discovery that host-targeted proteins from Phytophthora and Plasmodium share
a positionally conserved sequence begged the examination of functional conserva-
tion. Bhattacharjee et al. (2006) demonstrated that the P. infestans AVR3aKI RXLR
leader sequence is sufficient to mediate the export of the green fluorescent pro-
tein (GFP) from the Plasmodium falciparum parasite to the host red blood cell
(erythrocyte) (Fig. 2).

Mutations in the RXLR consensus abolished export. In addition, the RXLR
region of PH001D5, another candidate effector identified computationally from
P. infestans sequences, was also functional in Plasmodium. Interestingly, regions
upstream and downstream of the RXLR motif were required for host targeting,

Fig. 2 The Phytophthora infestans AVR3a RXLR leader region mediates the export of the green
fluorescent protein (GFP) from the Plasmodium falciparum parasite to the host erythrocyte.
Erythrocytes expressing wild-type or mutated RXLR region of AVR3a (residues 21 to 69) fused
to a P. falciparum signal peptide and GFP. Panels ii and v represent fluorescence images, i and iv
bright field images, and iii and vi merged images. Parasite (p), erythrocyte (e), Hoechst stained
nucleus (blue), scale bar represents 2 �m. Adapted from Bhattacharjee et al. (2006)
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suggesting that the RXLR sequence defines a ca. 30 amino acid leader sequence.
Thus the targeting domain extends beyond the RXLR sequence. Consistent with
this view, sequence biases were observed in the regions flanking RXLR, particularly
a high rate of E/D residues following RXLR. In summary, these findings suggest
that plant and animal eukaryotic pathogens share similar secretory signals for effec-
tor delivery into host cells (Bhattacharjee et al., 2006). At this stage, it is unclear
whether this functional conservation reflects conserved export machinery between
these divergent eukaryotes (see below for further discussion on this topic). However,
the functional analogy with bacterial type III secretion system is remarkable. In both
cases, export signals are highly conserved across unrelated pathogen species but the
effector secretome that is delivered to the host is highly divergent (Bhattacharjee
et al., 2006).

4 The RXLR Domain Is Not Required for Effector Activities

The view that the RXLR region functions in translocation into host cells sug-
gests that RXLR effectors are organized into two main functional domains
(Kamoun, 2006) (Fig. 1). The first domain encompassing the signal peptide and
RXLR leader functions in secretion and targeting, while the remaining C-terminal
domain carries the effector activity. This model predicts that the RXLR region
should not be required for activity when the effector is expressed inside host cells.
Indeed, Bos et al. (2006) recently showed that mutation of P. infestans AVR3aKI

RXLR sequence into AXAA did not interfere with induction of R3a hypersensitivity
when the protein is directly expressed in N. benthamiana leaves. In fact, deletion
analyses of AVR3aKI showed that the C-terminal 75-amino acid, which excludes
the RXLR region but includes the two polymorphic amino acids K80 and I103 that
are mutated in the nonfunctional allele, was sufficient for avirulence function when
expressed directly inside plant cells (Bos et al., 2006). These findings are consistent
with the view that the N-terminal region of AVR3aKI and other RXLR effectors is
involved in secretion and targeting but is not required for effector activity.

5 The C-Terminal Region of RXLR Effectors Is Typically More
Polymorphic than the Signal Peptide and RXLR Domains

Higher levels of polymorphisms, particularly non-synonymous substitutions, have
been detected in the C-terminal regions of RXLR effectors than in the signal pep-
tide and RXLR leader region. For example, the C-terminal regions of H. parasit-
ica ATR1 and ATR13 exhibit higher levels of non-synonymous polymorphisms
than the N-terminal regions, suggesting that the effector activity is localized to
the C-terminal domain (Allen et al., 2004; Rehmany et al., 2005). Also, two out
of the three polymorphic residues between the two Avr3a alleles of P. infestans,
amino acids 80 and 103, are located in the C-terminal effector domain (Armstrong
et al., 2005). The observation that these effectors are under diversifying selection
is consistent with the view that pathogen effectors with avirulence functions are
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caught in a coevolutionary arms race with host factors, particularly their cognate R
genes (Allen et al., 2004). Signatures of selection are expected in regions involved in
effector activity rather than targeting. Thus, the observation that the RXLR domain
is less polymorphic than the C-terminal region of RXLR proteins is consistent with
the view that it is not exposed to selection pressure by host defenses and that it
functions in targeting.

6 Can RXLR Effectors Enter Host Plants in the Absence
of the Pathogen?

Whether RXLR effectors require pathogen machinery or structures (e.g., haustoria)
to enter plant cells is currently unclear. In our laboratory, we have failed so far
to trigger R3a hypersensitivity using recombinant AVR3aKI proteins (unpublished
data). Shan et al. (2004) reported that infiltration of P. sojae RXLR effector Avr1b-
1, produced in Pichia pastoris, into Rps1b soybean leaves resulted in cell death.
However, it is unknown (although highly likely) whether Rps1b is a cytoplasmic
protein and confirmation of Avr1b-1 activity by in planta expression inside soybean
cells has not been reported yet. Clearly, it would be highly informative to test Avr1b-
1 recombinant proteins mutated in the RXLR sequence using the infiltration assay
of Shan et al. (2004).

The issue of host translocation is also relevant to cytoplasmic effectors of fungal
pathogens. In their work with Avr proteins of the flax rust fungus Melampsora lini,
Catanzariti et al. (2006) concluded that the avirulence protein AvrM enters plant
cells in the absence of the pathogen. AvrM is a secreted protein with a canonical
signal peptide that is recognized inside flax cells in an M gene dependent man-
ner. In addition, Agrobacterium tumefaciens-mediated expression of a full-length
AvrM construct in flax plants carrying the M gene resulted in hypersensitive cell
death. Interestingly, similar constructs carrying the ER retention sequence HDEL
were unable to trigger cell death. The authors concluded from this experiment
that AvrM first exits plant cells into the apoplast and then reenters through an
unknown process (Catanzariti et al., 2006). We are not in absolute agreement with
this interpretation and are of the opinion that this experiment is inconclusive in
evaluating whether AvrM can enter plant cells in the absence of the pathogen. An
equally plausible explanation is that the signal peptide carrying AvrM is translo-
cated back from the ER into the cytosol through the well-established retrograde
transport pathway (Brandizzi et al., 2003; Di Cola et al., 2001). In such case, the
HDEL motif would retain the protein into the ER and prevent retrograde translo-
cation. In summary, although the experiments of Catanzariti et al. (2006) suggest
that AvrM needs to shuttle through the ER, perhaps to achieve maturation, infil-
tration experiments with purified AvrM proteins are necessary to obtain conclusive
evidence as to the ability of this protein to enter host cells in the absence of the
pathogen. Such data has been obtained conclusively with ToxA, a host-selective
toxin produced by the plant pathogenic fungus Pyrenophora tritici-repentis. Man-
ning and Ciuffetti (2005) demonstrated elegantly that a recombinant ToxA protein
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tagged with GFP internalizes inside sensitive wheat cells, where it localizes to
cytoplasmic compartments and chloroplasts. This implies that effector proteins can
translocate inside host cells in the absence of pathogen machinery, probably using
host-derived machinery. Host-translocation of ToxA is likely to occur via receptor-
mediated endocytosis, and might implicate the RGD sequence that is identical to
a cell adhesion motif of mammalian extracellular matrix proteins (Manning and
Ciuffetti, 2005).

In our own work with AVR3aKI, we noted that high levels of expression of a full-
length construct resulted in R3a-dependent hypersensitivity (Bos et al., 2006). These
experiments are not particularly informative since they could be equally explained
by (1) mis-targeting of the protein to the cytoplasm or (2) secretion of AVR3aKI

followed by re-entry of the protein inside the plant cell resulting in R3a activation.
Also, in other experiments, attempts to exploit this full-length AVR3aKI to evaluate
the role of the RXLR motif in translocation inside host cells were inconclusive
since a RXLR to AXAA mutant retained the ability to elicit R3a response (Bos
et al., 2006).

7 A Model for RXLR Effector Delivery into the Host

The process through which the RXLR leader sequence might function in host tar-
geting of effectors remains unknown. Many key questions still need to be addressed.
What is the export machinery of effectors in eukaryotic pathogens? Is it derived from
the pathogen or are the effectors exploiting host transport systems? Is the export
machinery conserved between oomycetes and Plasmodium? Despite these persist-
ing questions, some reasonable assumptions about the translocation process can be
made. For instance, it seems sensible to break down the export process into two steps
(Bhattacharjee et al., 2006). First, the effectors are secreted outside the pathogen
cell through the general secretory pathway and endoplasmic reticulum (ER) type
signal peptides. Then, the secreted effectors are transported across a host-derived
membrane, most likely the haustorial membrane, via the RXLR leader. In the GFP
export experiments of Bhattacharjee et al. (2006), constructs with a mutated RXLR
sequence accumulated GFP outside the parasite but within the parasitophorous vac-
uole suggesting that the main function of the RXLR leader consists of transport
across this host-derived membrane.

Here, we propose a model for effector delivery (illustrated in Fig. 3). The model
is based on the fact that mechanisms of protein transport across membranes follow
canonical processes involving recurrent themes (Wickner and Schekman, 2005). We
propose that host translocation of the effectors via the RXLR leader involves at least
a RXLR leader binding protein, one or more chaperones, and a translocon, which
could be of either pathogen or plant origin. Translocation into host cells initiates
with the RXLR binding protein recruiting secreted mature effectors in coordination
with the chaperones. The effector cargo is then transferred to a translocon embedded
in the haustorial membrane, and is then released across the membrane into the plant
cytosol. The chaperones are important for maintaining the folding state of the trans-
ported effectors both prior and after transit through the translocon.
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Fig. 3 A hypothetical model for RXLR effector secretion and delivery into host cells (see text for
details)

At this point, this model is highly speculative. But our purpose is to outline a use-
ful working model to serve as a hypothesis generator and help guide future research.
Indeed, the model suggests immediate research avenues that would shed light on the
translocation process, for instance the identification of RXLR binding proteins.

8 Virulence Functions of RXLR Effectors

The virulence function of RXLR effectors, i.e. their activity in plants that do not
carry cognate R genes, remains in great part unknown. Bos et al. (2006), in an effort
to assign virulence-related functions to AVR3a, discovered that AVR3aKI suppresses
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the hypersensitive cell death induced by the major P. infestans elicitin INF1 in Nico-
tiana benthamiana. The cell death suppression activity of AVR3aKI exhibited some
level of specificity. AVR3aKI did not suppress the cell death induced by other P.
infestans effectors, like PiNPP1 and CRN2, which elicit distinct and antagonistic
cell death signaling pathways compared to INF1 (Kanneganti et al., 2006). The
biological relevance of this activity of AVR3aKI is unknown but could be signifi-
cant considering that suppression of innate immunity is a widespread function of
plant pathogen effectors, particularly the type III secretion system (TTSS) effectors
of bacterial phytopathogens (Espinosa and Alfano 2004). AVR3aKI could interfere
with the avirulence activity of INF1 or other unidentified effectors that trigger hyper-
sensitivity using similar pathways as INF1 (Bos et al., 2006). Future work is needed
to clarify these issues and determine whether cell death suppression is a common
function among RXLR effectors.

9 Outlook: Too Many Effectors, Too Little Time

Considering that five oomycete species, H. parasitica, P. capsici, P. infestans, P.
ramorum, and P. sojae, are undergoing genome sequencing and annotation, we are
moving rapidly toward genome-wide catalogues of RXLR effectors. Already it is
evident that the RXLR effector secretome of plant pathogenic oomycetes is much
more complex than expected, with perhaps several hundred proteins dedicated to
manipulating host cells (Kamoun, 2006; Tyler et al., 2006). Recent estimates of
RXLR effectors based on the draft genome sequences of P. sojae and P. ramorum
range from ca. 150 to 350 per genome (Bhattacharjee et al., 2006; Tyler et al., 2006).
The task of tackling the study of so many effectors is daunting. One of the challenges
is to establish “effectoromics” approaches, or global studies of effector function
and activity. Ultimately, comprehensive understanding of RXLR effector activities
and the perturbations they cause in plants is a precondition for understanding the
molecular basis of oomycete pathogenesis and disease.
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The Biotrophic Phase of Ustilago maydis:
Novel Determinants for Compatibility

Thomas Brefort, Kerstin Schipper, Gunther Döhlemann,
and Regine Kahmann

Abstract The basidiomycete fungus Ustilago maydis establishes a biotrophic
relationship with its host plant maize which is maintained throughout disease
development. Recent insights from the genome sequence have revealed that this
interaction is largely governed by a set of novel secreted proteins that are only found
in U. maydis. Many of the respective genes are clustered and appear co-regulated
during late stages of pathogenesis. Mutants in most of these gene clusters arrest
development at distinct stages, suggesting that the secreted proteins fulfill discrete
functions in the interaction with the host. One of the cluster mutants, however,
displays increased virulence suggesting that it is not in the interest of U. maydis to
use its full potential as a pathogen. In this chapter we will review these findings and
place them in perspective for a comprehensive understanding of biotrophy.

1 Introduction

Smut diseases of grasses are caused by basidiomycetes of the order Ustilaginales.
Because most smuts develop in kernel tissue they cause considerable yield losses.
Smut fungi can initiate an infection only in their dikaryotic stage, which is gener-
ated by mating of compatible haploid cells. Smuts differ in host range as well as
the site of symptom development, with symptoms in most cases being restricted
to the inflorescences. One notable exception to this is Ustilago maydis, a pathogen
infecting maize, which causes tumors on all aerial parts of the plant. Maize seedlings
are efficiently infected and symptom development can be scored in less than a
week after inoculation. This is one of the reasons why the U. maydis/maize sys-
tem has become the model for plant pathogenic basidiomycetes. The other assets
of the system are the availability of efficient techniques for gene replacement,
regulatable promoters for analyzing gene function, as well as advanced cytol-
ogy and live cell imaging (Basse and Steinberg, 2004). The 20.5 Mb genome of
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U. maydis has been sequenced and is publicly available through the Broad Insti-
tute (http://www.broad.mit.edu/annotation/fungi/ustilago maydis/) and in manually
annotated form through MIPS (http://MIPS.gsf.de/genre/proj/ustilago/) (Kämper
et al., 2006).

Ustilago maydis can be propagated in the laboratory on synthetic media. Under
these conditions haploid cells grow by budding. For infection-related development
it is necessary that haploid cells fuse with a compatible partner (Fig. 1). Cell recog-
nition and fusion are regulated by a pheromone/receptor system that is encoded
by the a mating type locus. After fusion a dikaryon is generated that switches to
filamentous growth if the two progenitor strains are heterozygous for genes at the
b mating type locus (Fig. 1). The b mating type locus encodes two homeodomain
proteins, bE and bW, that function as transcriptional regulators after dimerization.
Dimerization is restricted to bE and bW proteins encoded by different alleles of
the b locus. Thereby, it is guaranteed that active heterodimers are only formed in
the dikaryon and do not arise in haploid cells (Kämper et al., 1995). The bE/bW
heterodimer is the master regulator of pathogenic development and triggers a com-
plex regulatory cascade during which a set of at least 250 genes is differentially
expressed (Brachmann et al., 2001; Feldbrügge et al., 2004).

Fig. 1 The U. maydis infection cycle. Vegetative budding of haploid sporidia continues as long as
nutrients are available. Receiving a signal from a mating partner induces formation of conjugation
hyphae. They fuse at their tips and form the infectious dikaryotic filament. On the host-plant sur-
face, dikaryotic hyphae differentiate appressoria and directly penetrate the cuticle. The biotrophic
interaction is initiated by invagination of the plant plasma membrane. Invading hyphae that traverse
cells are thus never in direct contact with the host cell cytoplasm. In later stages of infection, the
hyphae proliferate in the apoplast, showing hyphal branching, formation of lobed structures and
hyphal fragmentation. Following karyogamy teliospores mature and are released from tumor tissue
(center). Upon germination the diploid spores undergo meiosis and produce haploid sporidia
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In nature, mating occurs on the plant surface. The resulting filamentous dikaryon
forms appressoria (Fig. 1), which allow direct penetration of the plant cuticle in
a process presumably aided by lytic enzymes (Schirawski et al., 2005). During
this stage hyphae show tip growth but do not enlarge their cytoplasm and do not
undergo nuclear division. As a result such hyphae contain cytoplasm only in the
tip compartment while the older sections are highly vacuolated, and are sealed off
by regularly spaced septa (Fig. 1). The dikaryon is arrested in the G2 phase of the
cell cycle (Flor-Parra et al., 2006) and this block is released only after penetra-
tion (Banuett and Herskowitz, 1996). The biz1 gene is among the genes indirectly
regulated through the bE/bW heterodimer. Biz1 encodes a zinc finger transcription
factor and triggers the G2 cell cycle arrest through down-regulation of the cyclin
clb1. biz1 mutants are unable to cause disease symptoms and this was attributed
to a 10-fold reduction in appressorium formation as well as arrested growth imme-
diately after penetration. This illustrates that the cell cycle arrest is necessary for
proper infection-related development (Flor-Parra et al., 2006). Between 1 and 2 days
after penetration the growth mode changes, mitotic divisions occur, and branching
is observed (Fig. 1). How this is triggered is one of the unresolved mysteries. A
crucial role for coordinated mitotic divisions during dikaryotic growth was recently
ascribed to clp1, a direct target of the bE/bW heterodimer (Scherer et al., 2006),
that is related to clp1 in coprinus cinerea (Inada et al., 2001) . clp1 mutants have no
discernible phenotype during axenic culture and mate like wild type cells. However,
after plant penetration they arrest growth prior to the first mitotic division, fail to
develop branch-like structures (Fig. 1), and are nonpathogenic. Conspicuously, the
branch-like structures were shown to arise in the most apical cell of the dikaryotic
hyphae at a point where new septa are later formed. By using strains with fluores-
cently labeled nuclei it was subsequently shown that one of the four mitotic nuclei
becomes trapped in these structures after septum formation and moves from there
to the subapical cell presumably through a septal pore (Scherer et al., 2006). This
process is closely related to clamp formation in other basidiomycetes, but lacks
the feature that clamps fuse with the subapical cell to donate the trapped nucleus
(Brown and Casselton, 2002). This illustrates that processes regulated through the
bE/bW heterodimer are at least to some extent conserved in related fungal species.
In addition, these findings clearly show that the regulatory function of the bE/bW
heterodimer is required during extended stages of pathogenic development.

Around 5 days after infection by U. maydis the plant reacts by forming tumor-
like structures (Fig. 1), which are most likely induced by the fungus through
interference with phytohormone signaling. In these structures the dikaryotic hyphae
show massive proliferation in the apoplast, round up, their nuclei fuse and hyphal
fragmentation occurs followed by the formation of darkly pigmented spores (Fig. 1)
(Snetselaar and Mims, 1994; Banuett and Herskowitz, 1996). U. maydis is a
biotrophic pathogen, i.e. host cells stay alive throughout the course of an infection
until very late when tumor tissue dries up. This leads to cell wall rupture and
release of the spores (Snetselaar and Mims, 1994; Banuett and Herskowitz, 1996).
Biotrophy is established after an invagination of the host plasma membrane at the
site of fungal entry. This membrane surrounds the fungal hyphae and prevents
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direct contact with the host cytoplasm. U. maydis does not form the typical feeding
structures (haustoria) characteristic of many other biotrophic fungi, and this has led
to the hypothesis that the metabolism of its host must be altered after infection to
provide the fungus with carbon and nitrogen sources at sites of fungal proliferation
in the apoplast. Except accumulation of anthocyanin there are no other visible
indications for an active plant defense response (Banuett and Herskowitz, 1996).
For the past 15 years numerous attempts were initiated to find “true” pathogenicity
genes in U. maydis. This has led to the identification of important signaling
pathways for pathogenesis, crucial regulatory genes for disease development, and
important inputs into pathogenesis via cell cycle regulators (Feldbrügge et al., 2004;
Pérez-Martı́n et al., 2006). However, due to their regulatory roles these genes display
pleiotropic effects when deleted. Therefore, it has not been possible to link discrete
disease-developmental defects to the function of single gene products.

From the recently published genome sequence (Kämper et al., 2006) a number
of features have been recognized which begin to provide an explanation of how the
biotrophic life style is established and how disease progression is modulated. In this
chapter we will review these findings, which concern the identification of a number
of distinct secreted protein effectors.

2 Ustilago maydis Does Not Use Aggressive Infection Strategies

Hyphal penetration in the U. maydis/maize pathosystem is direct and rarely
involves entry via natural openings like stomata or wounding sites (Snetselaar
and Mims, 1994; Banuett and Herskowitz, 1996). Starting from an unmelanized
appressorium which is just a swelling of the hyphal tip, stages can be visualized
where the fungal cytoplasm is in part in the hyphae on the leaf surface and in part in
the hyphae that has already penetrated the epidermis (Schirawski et al., 2005). Based
on these findings it is assumed that penetration is largely based on the localized
secretion of plant cell wall degrading enzymes. A survey of the genome sequence
has revealed, however, that U. maydis is poorly equipped with putative plant cell
wall degrading enzymes. This assertion is based on a comparison with Magnaporthe
grisea and Fusarium graminearum, two ascomycete plant pathogens that adopt a
necrotrophic life style at least during later infection stages. While these pathogens
code for 138 and 103 putative plant cell wall degrading enzymes, respectively, U.
maydis has only 33 such genes. In addition, many enzyme families are either absent
or are represented with only one member in U. maydis, while respective families are
amplified in M. grisea and F. graminearum (Dean et al., 2002; Kämper et al., 2006).
This is likely to reflect a specific adaptation of U. maydis to its host, i.e. it would
limit cell wall damage during penetration and thus minimize the production of cell
wall fragments that could serve as elicitors for mounting a plant defense response
(Bucheli et al., 1990). This limited set of enzymes would also suffice for the
initial stages of growth in planta where hyphae traverse several cell layers and are
surrounded by the plant plasma membrane. During massive proliferation in the
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apoplast at later stages of the infection the hyphae are often branched, sometimes
with extensions reaching into plant cells. The plant cells appear enlarged and are
often separated from their neighboring cells while their plasma membranes are
still intact (Snetselaar and Mims, 1994). During these stages the fungal hyphae
are imbedded in a mucilaginous material of unknown composition. We consider
it likely that this material acts as a shield against antimicrobial defenses by the
host. In future, it will be interesting to elucidate which of the secreted plant cell
wall degrading enzymes are actually needed during penetration and which are
required at the stage of tumor formation. In this regard it is of interest that it has
recently been accomplished to induce appressorium formation on artificial surfaces
(Mendoza-Mendoza and Kahmann, unpublished). Transcription profiles of this
stage in comparison to the tumor stage is likely to provide important insights into
which plant cell wall degrading enzymes play a role during these discrete stages of
development.

3 Ustilago maydis Regulates its Interaction with the Host
via a Set of Novel Secreted Protein Effectors

While the number of U. maydis genes encoding secreted plant cell wall degrad-
ing enzymes is small, the number of genes encoding secreted proteins of unknown
function is unexpectedly high: of the 426 proteins predicted to be secreted by both
SignalP and ProtComp programs, 298 are without predicted function and of these
198 are only found in U. maydis (Kämper et al., 2006). This prompted a closer look,
which revealed that 72 genes coding for secreted proteins are arranged in 12 gene
clusters (Kämper et al., 2006). Clusters are defined by at least three consecutive
genes encoding secreted proteins. Within the gene clusters small gene families con-
sisting of two to five genes were frequent. Through microarray analysis in which the
expression of these genes was compared in tumor tissue and in a haploid strain it was
recognized that most of the clustered genes are significantly upregulated in tumor
tissue (Kämper et al., 2006). Based on these results deletion mutants were generated
for all 12 gene clusters. Five of the respective mutants were significantly altered
in virulence (Fig. 2). The virulence phenotypes ranged from a mere reduction of
pathogenicity symptoms (clusters 6A and 10A), to dramatically reduced virulence
(cluster 19A), complete failure to cause disease (cluster 5B) to increased virulence
(cluster 2A) (Fig. 2). A microscopic analysis revealed that cluster 5B mutant develop
like wild type strains on the plant surface and form appressoria. However, they
specifically arrest development immediately after penetration. Cluster 19A mutants
are indistinguishable from wild type during the early stages of infection-related
development. They infect plants and proliferate, but do not induce the formation
of tumors. For mutants in clusters 2A, 6A, and 10A it has not yet been determined
at which stages of pathogenic development they are affected (Kämper et al., 2006).
In seven cases the cluster deletions did not cause a phenotype. However, as related
genes were found elsewhere in the genome for four of these cluster genes, it is likely
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Fig. 2 Gene clusters for secreted proteins govern compatibility. Left panel: Schematic represen-
tation of five gene clusters for secreted proteins which play crucial roles in establishing and
maintaining biotrophic development. Genes are represented by arrows indicating their direc-
tion of transcription. Predictions for secretion of the respective gene products by SIGNALP and
PROTCOMP algorithms are indicated by black line frames. Asterisks within arrows denote a
TARGETP prediction only. Open arrows with light gray frames indicate genes encoding products
without prediction for secretion, including flanking genes. Similarities between genes within the
same cluster are indicated by identical grey filling shades. Cluster genes deleted for assessing
pathogenicity phenotypes are marked by lines below each scheme

that the number of clusters where the deletion causes an infection related phenotype
will go up when double mutants have been generated. This set of experiments has
demonstrated that the interaction of U. maydis with its host is largely governed by
a set of secreted protein effectors of yet unknown function. The identification of
these genes by virtue of their clustering and co-regulation has demonstrated the
power of functional genomics. As the chosen definition of gene clusters is com-
pletely arbitrary, we are now extending our analysis to all unknown genes that are
up-regulated in tumor tissue and whose products are predicted to be secreted. Pre-
liminary analyses already indicate that many more genes with a specific function
during pathogenesis can be uncovered by this approach (Brefort, Döhlemann and
Kahmann, unpublished).
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4 Discussion and Outlook

The identification of the U. maydis gene clusters encoding secreted proteins specif-
ically required during pathogenesis raises a number of interesting questions and
perspectives. In particular, it would be important to know which gene(s) from the
clusters are responsible for the observed phenotype. Will it be possible to link the
observed phenotype to individual genes (or gene families) or will there be coopera-
tivity in function especially in the larger clusters? Where are the effectors localized
and what is their function in the respective compartments? It is generally believed
that biotrophic pathogens have to suppress plant defense responses and redirect host
metabolism to the site of infection. In the U. maydis system there is the additional
feature of tumor induction, which may require changes in phytohormone signaling
in the host. Based on insights from bacterial pathogens that use type III secretion
systems to translocate proteins directly into host cells (Mudgett, 2005), it is gener-
ally assumed that other types of pathogens have also developed the means to direct
proteins from the pathogen to the host. Recently it was shown that a conserved
pentameric sequence (Pexel motif, RXLX(E/Q)) located within 60 amino acids
downstream of the signal sequence is responsible for trafficking into host cells in
malaria parasites (Tonkin et al., 2006). For a group of plant pathogenic microbes, the
oomycetes, which are related to brown algae and diatoms, it was shown recently that
several avirulence gene products function inside host cells. These proteins, which
are unrelated by primary sequence also display a conserved RxLR motif located
within 30 amino acids downstream of the signal sequence (Birch et al., 2006).
Hundreds of additional genes harboring this motif were identified in oomycete
genome sequences, and these are therefore likely effectors for shaping the inter-
action with the respective plant host. Recently evidence has been provided that
these host-targeting signals are equivalent in function across species (Bhattacharjee
et al., 2006). Fungal plant pathogens do not code for proteins with such a motif.
Nevertheless, it was demonstrated that several avirulence gene products of fungal
pathogens elicit a hypersensitive response when expressed in the cytoplasm of plant
cells. This is taken as evidence that these proteins are also translocated to the host
and interact with their cognate cytoplasmically located receptors (Jia et al., 2000;
Dodds et al., 2004; Catanzariti et al., 2006). In the bean rust fungus system a
haustoria-specifically expressed protein (Rtp1) was shown to accumulate in the host
cytoplasm (Kemen et al., 2005). This demonstrates that these fungal pathogens are
able to translocate proteins to host cells via an as yet unknown mechanism. On
these grounds we speculate that some of the secreted effectors of U. maydis may
also be targeted to the host. As most fungal pathogens where protein transloca-
tion to the host has been shown/inferred are obligate parasites and cannot be trans-
formed the U. maydis system may provide an attractive resource for gene/function
analysis.

Another pertinent question is why the effectors identified in the U. maydis system
appear to be U. maydis specific. Based on preliminary analyses in Sporisorium reil-
ianum, a pathogen closely related to U. maydis, it was recently shown that at least
some of the clustered genes are conserved (Schirawski, Schöning and Kahmann,
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unpublished). Thus, the assertion that these genes are classified as being U. maydis
specific is likely to change with more genome sequences becoming available.

These studies begin to provide an understanding of how a biotrophic fungus
modulates its interaction with its host. The goals for the future will lie in elucidating
where the now identified secreted proteins function and which processes they target.
By starting out with distinct pathogenesis-related phenotypes this follow-up work is
expected to illuminate the molecular basis of biotrophic interactions.
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Schirawski, J., Böhnert, H.U., Steinberg, G., Snetselaar, K., Adamikowa, L., and Kahmann, R.,
2005, Endoplasmic reticulum glucosidase II is required for pathogenicity of Ustilago maydis,
Plant Cell 17:3532–3543.

Snetselaar, K.M., and Mims, C.W., 1994, Light and electron microscopy of Ustilago maydis
hyphae in maize, Mycol. Res. 98:347–355.

Tonkin, C.J., Pearce, J.A., McFadden, G.I., and Cowman, A.F., 2006, Protein targeting to desti-
nations of the secretory pathway in the malaria parasite Plasmodium falciparum, Curr. Opin.
Microbiol. 9:381–387.



Virulence Evolution in Malaria

M.J. Mackinnon

Abstract One evolutionary theory of why some pathogens kill their host (i.e. are
virulent) is that they need to extract host resources in order to transmit to new hosts.
We have tested this theory in malaria and find it to be a likely explanation for the
maintenance of this parasite’s virulence in nature.

1 A Hypothesis for Pathogen Virulence

Pathogens that kill their host lose their source of ongoing survival and transmission.
So why are they virulent? This question captured the attention of evolutionary biolo-
gists in the early 1980s: until then, it was generally accepted that, given enough evo-
lutionary time, all parasites would evolve to be non-harmful to their hosts. However,
this is clearly not true: many ancient host–parasite associations are still problematic
for both host and pathogen. Furthermore, throughout human history, infectious dis-
eases have remained a major cause of mortality. So what is it that maintains the
pathogen’s virulence in nature? If we knew the answer to this question, would this
help us design vaccines and other control measures that might drive the pathogen
towards lower virulence (Williams and Nesse, 1991; Dieckmann et al., 2002)?

Throughout this chapter, the term “virulence” is used generally to describe levels
of morbidity or mortality: for modelling purposes, it is more strictly defined as the
rate of host mortality induced by the pathogen. It is not replication rate or trans-
missibility or persistence – these, as it turns out, are correlates of virulence, but not
virulence per se.

One answer to the question of why pathogens sometimes kill their hosts is that
virulence is a mistake by the pathogen. For example, a mutant pathogen may have
a short-term competitive advantage within a host, but is unable to transmit: alterna-
tively, a pathogen may end up in the wrong tissue, also leading to no transmission.
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This is called “short-sighted, or dead-end evolution” (Levin and Bull, 1994). An
example of this may be the group of bacteria that cause meningitis. In this disease,
the infection is asymptomatic when the bacteria remain in their normal tissue – the
nasopharyngeal passages, from where they transmit. However, if the bacteria invade
the cerebrospinal fluid, they cause very severe disease but do not transmit: they are
therefore evolutionarily dead.

An alternative explanation for why virulence is maintained in nature is that
this trait is adaptive, i.e. it has both fitness benefits, as well as fitness costs to the
pathogen, and natural selection has brought about a level of virulence that carefully
balances these. This is the so-called “virulence trade-off hypothesis” and is the one
which is explored here in relation to malaria.

Under the trade-off hypothesis, it is assumed that there are both fitness bene-
fits and costs associated with virulence. The benefits associated with virulence are
assumed to be higher transmissibility (the rate at which the pathogen puts out trans-
missible forms), and/or longer duration of infection. The cost is assumed to be host

How fast
How long

How long

How fit

Transmission rate

Lifetime reproductive success

Virulence

+
+

–

Persistence

Probability of death

Fig. 1 The costs and benefits of virulence (or, alternatively, high levels of host exploitation) to
pathogen fitness. The fitness benefits associated with virulence are higher transmissibility and per-
sistence (duration of infection). The fitness cost of virulence is host mortality which shortens the
infection. The rate of transmission and length of infection (which is determined by both persistence
and the probability that the host dies) multiply together to give the total lifetime transmission of
the pathogen from the host, i.e. its fitness. This reaches a maximum at an intermediate level of
virulence when the negative and positive effects on virulence are combined in this way. Note that
the transmissibility and duration of infection curves have to be less than linear (i.e. convex) in order
to produce an intermediate optimum virulence
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death because, for most pathogens, when the host dies, transmission ceases. The
total transmission per lifetime of the pathogen (i.e. one infection length), which is
directly related to its fitness, is the rate of transmission multiplied by the length of
the infection. Thus, if death shortens the infection, the parasite’s fitness is decreased.
Thus, the pathogen is playing a dangerous game: it is trying to maximize transmis-
sibility and infection length while also keeping its host alive. This, in principle, can
lead to the evolution of an intermediate level of virulence, which balances the costs
and benefits of virulence to the pathogen’s fitness (Fig. 1).

Although mooted earlier (Topley, 1919; Levin and Pimentel, 1981), the trade-
off idea only really took hold when Anderson and May (1982) applied it to the
case of myxomatosis in rabbits. The myxoma virus was extremely virulent when
released into rabbit populations in Australia and Britain in the early 1950s, but over
the next decade, the virus evolved to an intermediate and stable level of virulence
(Fenner and Ratcliffe, 1965). Anderson and May (1982) and Massad (1987) showed
that this was because, although the more virulent strains of the virus had longer
infections and higher transmissibility, their risk of killing the host was high enough
to outweigh these transmission benefits. Therefore the virus evolved to a lower level
of virulence where the transmission costs of mortality balanced the transmission
benefits of longer infections and higher transmissibility.

2 Malaria

The myxomatosis example is somewhat artificial because the released virus was not
found naturally in the rabbit populations and so had not co-evolved with its host.
Its relevance to human disease is therefore questionable (Ebert and Bull, 2003).
Unfortunately, there are few data in any host–pathogen system, medically relevant
or not, that can be used to support or refute the trade-off hypothesis. Examples
of pathogens where positive relationships between virulence, transmissibility and
persistence (hereon termed V–T–P), as assumed by the hypothesis, have been found
include trypanosomes in mice (Diffley et al., 1987; Turner et al., 1995; Masumu
et al., 2006a; Masumu et al., 2006b), microsporidia in Daphnia (Ebert, 1994; Ebert
and Mangin, 1997), bacteria in Daphnia (Jensen et al., 2006), Sarcosystis (an api-
complexan protozoa) in rats (JŠkel et al., 2001), schistosomes in mice (Davies
et al., 2001), bacteria in mice (Greenwood et al., 1936), and phage in bacteria
(Messenger et al., 1999). Examples that directly illustrate the cost of host death
to lifetime transmission are even more difficult to find (Jensen et al., 2006). This
lack of empirical data, particularly for medically relevant pathogens, spurred us to
formally test the hypothesis for a major pathogen of humans – the malaria parasite.

The causative agent of the most pathogenic form of human malaria, Plasmodium
falciparum, is a typical microparasite, i.e. it replicates rapidly within its host, as do
many viral, bacterial and other protozoal pathogens. Unlike viruses and bacteria,
however, the malaria parasite has a separate transmission stage form in its life cycle
called gametocyte. Gametocytes, the sexual form of the parasite, are differentiated
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from the asexual, replicating blood-stage forms. Gametocytes do not themselves
replicate, and thus are seen at low densities in the bloodstream. But, as they are the
only forms that survive in the mosquito vector, their mass production is critical to
the pathogen’s transmission.

2.1 Mouse Malaria

We began by testing the assumptions of the trade-off hypothesis using the mouse
malaria model, Plasmodium chabaudi, as an experimental model. Using parasite
clones obtained from their natural host in the wild (Beale et al., 1978) to infect
groups of inbred mice in the laboratory, we measured the transmissibility, viru-
lence and persistence of these clones and the genetic (i.e. across-clone) relation-
ships among these traits (Mackinnon and Read, 1999a, 2003; Ferguson et al., 2003).
Our experiments showed that clones that had higher levels of virulence had higher
transmissibility (both production of gametocytes and infectivity to mosquitoes) and
cleared their infections more slowly in the absence of host death (Fig. 2) (Ferguson
and Read, 2002; Mackinnon and Read, 1999a, b, 2003). Virulent parasites were
also those that generated highest parasite densities and thus exploited more of the
host’s resources (red cells). Thus the V–T–P relationships assumed by the trade-off
hypothesis were supported in this experimental model. Furthermore, if the host died,
the total amount of gametocytes produced during the infection (i.e. the potential
transmission) was less than if the host lived (Fig. 2e), thus demonstrating a clear
cost of host mortality to the parasite’s fitness (Mackinnon et al., 2002). We found
the V–T–P relationships to be qualitatively robust to host genotype (Mackinnon
et al., 2002), host sex (Mackinnon and Read, 2004a), serial passage (Mackinnon and
Read, 1999b, 2004a; Mackinnon et al., 2002), mosquito passage (Mackinnon and
Read, 2004a; Mackinnon et al., 2005) and, importantly, to levels of host immunity
(Mackinnon and Read, 2003, 2004a). Immunity acted to reduce all three traits –
transmissibility, virulence and persistence – in line with that expected from the rela-
tionships among these traits in naive hosts. In other words, the parasite lines that
replicated well, transmitted faster, lasted longer and caused more morbidity when
infecting naive hosts also did so in semi-immune hosts, but just at a lower level.

2.2 Human Malaria

We next turned our attention to human malaria, asking the question as to whether
the relationships we observed in our mouse model in the laboratory also existed
in human malaria in its natural environment. Using data from a large longitudinal
cross-sectional population survey in Nigeria (the Garki project), it was observed that
virulence, persistence and transmissibility were positively correlated when assessed
across the whole population (Fig. 3). In these data, however, the relationships are
undoubtedly driven by age-acquired immunity, i.e. by levels of host defence rather
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Fig. 2 Virulence–transmissibility–persistence relationships in the mouse model of malaria, P.
chabaudi. Each point is the average value of groups of mice (n = 5–10) infected with one parasite
clone: thus a line fitted to the points would represent the parasite genetic relationship among the
traits. Filled symbols indicate naive mice and open symbols indicate mice made semi-immune
by previous infection and drug clearance. Virulence was measured as the mouse’s minimum red
blood cell density reached during the infection. It was shown to positively relate to transmissibility
as measured by (a) daily average gametocyte density and (b) infectivity to mosquitoes on 2–4 days
during the peak of gametocyte production. (c) Recovery rate, which is inversely related to infec-
tion length, was measured as the rate at which the infection declined after peak parasitemia and
was negatively related to virulence, as expected. (d) Virulence was positively related to maximum
parasitemia, an indicator of host exploitation. Clones broadly retained their rankings for all traits
when infecting naı̈ve vs. immunised mice (Pearson correlations across treatments of 0.59–0.66
for the four traits used here.) In the experiments described in panels (a–d), very few mice died
and so a virulence cost to transmission was not observable. However, in another experiment using
less resistant host genotypes, mortality was high (23%) and was shown to severely reduce the
total number of gametocytes produced by the infection, shown in (e). Data were reproduced from
Mackinnon et al. (2002) and Mackinnon and Read (2003)
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Fig. 3 Relationships between level of host exploitation, transmissibility, persistence and virulence
(mortality) in human malaria in the field. Data were taken from a longitudinal study in Nigeria in
the 1970s (the Garki Project; Molineaux and Gramiccia, 1980). Host exploitation is on the x-axis
and is represented by average asexual parasite density. Each symbol represents an average for a
group of people from the same age-group measured in eight surveys and decreases in size with age.
(a) Transmissibility is represented by gametocyte density, and then converted to infectivity (dot-
ted line, right axis) using logistic regression fitted to data from experimental mosquito infectivity
data from the literature (data not shown). (b) Persistence is represented by infection length esti-
mated from consecutive 10-week surveys (Bekessy et al., 1976) and adjusted for superinfections
to lengths of individual infections using the method described by Dietz et al. (1980). (c) All-cause
mortality rates are shown as closed symbols: these are due to other factors as well as malaria,
and include all the malaria infections that occur in a host per year, i.e. including superinfections.
The open symbols represent the values of mortality assuming that 25% of all deaths under the
age of 9 years, and 1% in older categories, are due to malaria: these values are representative of
studies where these proportions have been estimated, albeit with considerable uncertainty (Snow
et al., 1999). (d) The expected amount of total transmission from hosts in different age-classes in
the Garki project based on the data shown in Figs 3a–c: this gives some indication of the parasite’s
relative fitness in different host types. Total transmission (black bars) was calculated as infectivity
multiplied by vectorial capacity (the expected number of infectious bites to new hosts that result
from a mosquito feeding on one host, infected or not, assumed to have a value of 8 here) multiplied
by the expected infection length. Infection length here is the reciprocal of the sum of all-cause
mortality rate (Fig. 3c) and recovery rate (inverse of individual infection length, Fig. 3b). The
length of an individual parasite infection is used in this calculation because we are interested in the
relative transmission, or fitness, of an individual parasite strain rather than the total transmission
from a group of co-infecting strains occupying the same host. By contrast, mortality rate in this
calculation is all-cause mortality because individual parasite genotypes suffer from the mortality
caused by co-infecting parasites as well as that caused by themselves. To illustrate the cost of
host death on the parasite’s total lifetime productivity, we have performed the same calculation as
above but assuming that malaria causes no mortality, i.e. the mortality rate is all-cause mortality
reduced by 25% in children under 9 years (white bars). The different-sized symbols above the bars
correspond to those for the different age-classes in Figs 3a–c
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than by parasite variation in virulence. They do not reflect the parasite V–T–P
genetic correlations observed in mice in a uniform host type, and therefore do not
directly support the assumptions of the trade-off model. Nevertheless, the human
data are consistent with the general pattern of higher parasite densities giving rise
to more transmission forms, longer infections and being associated with higher
mortality, with all of these being reduced by immunity in an apparently straight-
forward way. Thus these phenotypic relationships from the field data, which cover
the entire spectrum of immunity (and host and parasite genetics), may well be
simple extensions of the intrinsic biological links among V–T–P that are rooted
in the parasite’s ability to replicate. In other words, a pathogen’s ability to repli-
cate in the face of host defence mechanisms is correlated to its ability to trans-
mit to new hosts, and hence its fitness. Thus host immunity favours more virulent
parasites.

The other requirement for the trade-off hypothesis to be accepted as applicable
to human malaria is a direct demonstration of the cost to total transmission of host
death. To investigate this, we calculated the expected lifetime transmission from
each host assuming that death did or did not occur (Fig. 3d). The penalties to total
transmission were around 5% in young children. Whether this cost is sufficient to
put the brake on virulence evolution, as supposed by the trade-off hypothesis, is not
yet known. This requires an analysis of both the benefits, as well as the costs, of
higher virulence, and this at the parasite genetic level: we are not yet able to do this.
At the moment however, it seems plausible, at least, that death in children imposes
some selection against higher virulence.

The analysis of total lifetime transmission (Fig. 3d) also reveals that adults trans-
mit around 20 times less than children, but suffer little death. The latter means that
more virulent parasites, which can “get away with it” in these protected hosts, may
be maintained in the parasite population. Thus, while these more virulent parasites
may help the parasite transmit from the semi-immune hosts, they would do so at the
expense of the children. Furthermore, if the shape of the trade-off is as we assume
(Fig. 1), parasites in such hosts have higher selection coefficients per unit increase
in virulence and would therefore be more strongly selected, thus putting further
pressure on increased virulence. On the other hand, adult hosts contribute much
less to the total transmission population, and so this source of selection may not
have a significant impact. The question is, then, what will happen to virulence if we
effectively turned all children into adults by immunizing with a (as yet hypothetical)
malaria vaccine?

2.3 Consequences of Malaria Vaccination

The data so far indicate that in malaria the common factor underlying the V–T–P
relationships is asexual parasite density. We reasoned, therefore, that any control
measures that brought about a reduction in asexual parasite densities, such as an
asexual stage, anti-replication vaccine, would bring about evolution for increased
intrinsic virulence because of its consequences to transmissibility, persistence and
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host mortality (Gandon et al., 2001). If this evolution were to happen, the unpro-
tected (e.g. unvaccinated) people in the population would then be exposed to a more
virulent parasite and their risk of death would be higher than before. On the other
hand, it might be argued, the vaccine, if used widely, would protect many more
people from disease so that the population-wide reduction in mortality may well
outweigh the increased mortality among the unvaccinated few. Thus, as is often the
case in vaccination programmes, even without evolution, the benefits to the majority
of the population have to be weighed against the risk to a few individuals. Therefore,
to determine the benefit to the whole population of vaccination allowing for an evo-
lutionary response in the parasite’s virulence, we modelled the case of virulence evo-
lution under an imperfect asexual stage malaria vaccine incorporating the feedbacks
between the epidemiology (force of infection) and the parasite evolution (Gandon
et al., 2001). Parameter values were chosen to mimic an area of high year round
malaria transmission such as central Kenya or Tanzania. As predicted, the parasite
evolved higher virulence under vaccination so that the case fatality rate amongst
unvaccinated naive hosts was higher than if evolution had not occurred. Moreover,
the total mortality across the whole population was also higher, especially when the
vaccine was given to a moderate fraction of the population. Thus, all the expected
benefits of vaccination were eroded by parasite evolution.

We also modelled other types of vaccines or devices that block infection (e.g.
liver stage vaccines), or stop it transmitting from humans to mosquitoes (e.g. bed-
nets), but that do not act directly on the asexual stage parasites and hence the V–
T–P relationships. These control measures were predicted to have no impact or, as
explained below, could even lead to a decrease in virulence (Gandon et al., 2001).
Thus, priority should be given to control measures that prevent pathogens from
entering or leaving the host rather than measures that directly target the infection
itself. In malaria, the former would include bednets, vector control and liver-stage
vaccines (unless they also reduce multiplication rates): the latter includes asexual-
stage vaccines, anti-toxin vaccines and drug use. Thus, in the face of a large potential
for pathogen evolution, the hygiene principle would appear to be an excellent one
to follow (where possible) for evolutionary reasons as well as for its more obvious
epidemiological applications.

In nature, malaria infections are frequently genetically diverse, raising the ques-
tion of the relative fitness of virulent and avirulent strains when present in the same
host. Theoreticians have envisaged a range of possible outcomes, and hence effects
on virulence evolution (reviewed in Read and Taylor 2001). In the P. chabaudi
model, more virulent clones have a competitive advantage: they are able to competi-
tively suppress or even exclude less virulent clones during the acute phase of mixed-
clone infections (de Roode et al., 2005a). The competitive outcome is reflected in
relative gametocyte production (Wargo et al., in preparation) and hence transmission
to mosquitoes (de Roode et al., 2005b). The competitive outcome is qualitatively
robust to host genotype (de Roode et al., 2004) and host immune status (Raberg
et al., 2006).

The theoretical conclusion that using devices that prevent infection or block
transmission will lead to reduced virulence results from the lower force of
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infection caused by the control programme. This leads to lower levels of co-
infection or super-infection and hence a lower level of competition among parasites
occupying the same host. The reduction in virulence due to reduced competition
can be understood by taking the view of a resident parasite that is either ousted
by (super-infection) or forced to share with (co-infection) another parasite type. In
the case of super-infection, the resident parasite has its infection shortened by the
invading parasite: the parasite then compensates by evolving a higher level of host
exploitation, or intrinsic virulence, up to the point when the benefits are balanced
by the costs. In the case of co-infection, the risk of mortality for the resident
parasite is increased by the presence of another parasite, thus increasing the costs,
or the infection of a less virulent genotype is curtailed by that of a more virulent
genotype. This is especially so where virulence is associated with competitive
ability. Whether the latter is true is still being worked out, but the data from the P.
chabaudi-mouse model so far suggest that it is (Read and Taylor, 2001; De Roode
et al., 2004; De Roode et al., 2005a,b; Raberg et al., 2006). Thus so far, we believe
that reducing the force of infection through vaccination will relieve the amount
of within-host competition on the parasite and hence selection pressure on high
virulence.

As we cannot test the vaccination hypothesis in the field until it is too late, we
would ideally test it in the laboratory by experimental evolution. However, it is
extremely difficult in the laboratory to repeatedly transmit multiple parasite lines
of malaria through mosquitoes for the entire period of their transmissibility: it is
also unethical to allow host mortality to act as the selecting agent. Therefore, we
designed an experiment to test one component of the vaccine hypothesis, namely
that immunity selects for higher rates of host exploitation (regardless of the trans-
mission consequences). This was done by transferring a standard number of par-
asites between mice every 7 days for 20 passages, thus bypassing the mosquito
stage of the life cycle. At the end of this selection phase, the replicated lines were
passaged once through mosquitoes and tested for virulence and other characteristics
in either naı̈ve or semi-immune mice. We found that parasite lines that had evolved
in immunised hosts were more virulent than parasite lines that had evolved in naı̈ve
hosts (Fig. 4). This was true whether the lines were infecting naı̈ve or immunised
mice, and whether or not the lines had been passaged through mosquitoes prior to
testing them (Mackinnon and Read, 2004b). The immune-selected lines also had
higher intrinsic replication rates than the naı̈ve-selected lines (Fig. 4). Thus immu-
nity had more efficiently selected the parasites with greater ability to exploit the
host and thus cause more virulence. This result is consistent with our theory that
blood-stage vaccines would select for more virulent parasites, but the mechanism
of selection in this experiment must have been different to that we proposed for
human malaria in the field, since the mortality costs of virulence were unaltered in
our experiments. The results from this experiment nevertheless demonstrate rapid
response to selection imposed by immunity, and support the underlying basis of
the trade-off model, that replication rate is the key to maximizing parasite fitness
in the face of immunity, with virulence being an unfortunate side-effect, especially
for non-immune hosts. It will be impossible to do a direct test of the vaccination
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Fig. 4 Results of serial passage of P. chabaudi through either immunised (I-lines) vs. naı̈ve
(N-lines) mice. Starting with an avirulent clone, five independent parasite lines were blood-
passaged in mice every 7 days for 20 passages (see Mackinnon and Read, 2004a, for further details
of the experimental design). At the end, the lines were passaged through mosquitoes once, and
then compared for their virulence (measured by the minimum blood cell density reached during
the infection) and the rate of population growth during the first 6 days using real-time PCR (see
Mackinnon et al., 2005 for details of methods). Heights of bars represent means (± 1.s.e.) of
groups of mice infected with the five selection lines per selection treatment. Selection in immunised
mice generated more virulent parasites (upper panels) than in naı̈ve mice indicating that immunity
selects more intensively for virulent forms during within-host selection. These differences were
present in the lines both before (graphs on left) and after (right) mosquito transmission indicating
that this evolution was genetically stable. These parasites also multiplied faster (lower panels)
during the early, non-growth-limiting stage of the infection before the onset of disease and a strong
immune response. This difference was not apparent in the lines before mosquito transmission,
probably due to the maximum growth potential (around 5-fold per day, Mackinnon et al., 2005)
having been reached. Differences between pre-and post-mosquito transmission were significant for
both traits (virulence, P < 0.05; multiplication rate, P < 0.001). Data in the top two figures are
reproduced from Mackinnon and Read (2004a)

hypothesis in human malaria before the uncontrolled experiment is done on a vast
scale. But, there are three approaches that could be taken in the meantime. First, one
could examine the outcome of the natural experiment that has been done. According
to the theory, parasites from highly immune populations (naturally acquired) should
be intrinsically more virulent than parasites from less immune populations. Thus
a comparison of mortality rates and disease severity in naı̈ve cases could be made
from high transmission intensity areas (where population immunity is high) from
low transmission areas. There is some limited evidence to support this argument
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(Murphy and Breman, 2001; Idro et al., 2006), but see Reyburn et al. (2005), though
more data are required and it will be a substantial challenge to disentangle the effects
of immunity and infection rate, which both covary with transmission rate. Another
approach might be to compare mortality rates of malaria-naı̈ve travellers who have
acquired their infection from high vs. low transmission areas, or to compare in vitro
the virulence-related molecular phenotypes of parasites from areas with contrasting
transmission intensities.

3 Vaccine-Driven Virulence Evolution in Other Diseases

Are there any examples where vaccines have driven the pathogen towards higher
virulence? Vaccines against smallpox, measles and polio have been remarkably suc-
cessful. Among these, only polio virulence has been shown to increase in response
to vaccination pressure (Kew et al., 2002): in this case it was the attenuated vac-
cine strain that reverted to virulence and transmissibility rather than the wild-type
strain changing in response to vaccination. In the case of measles and smallpox, the
vaccine induces near-sterilizing immunity, and so it is therefore not surprising that
evolution seems not to have occurred.

On the other hand, for diseases where vaccines are more imperfect (i.e. less
effective), changes in pathogen virulence following vaccination have been docu-
mented, but not always in the direction we predict here, e.g. diphtheria, pneumo-
coccal disease and whooping cough (pertussis). Such cases highlight an important
distinction between the type of virulence evolution we have been discussing here
for malaria (“generalised virulence” evolution) and that which has been discussed
far more widely in the literature in relation to vaccine-driven evolution (“antigenic
escape” evolution) (McLean, 1995; Lipsitch and Moxon, 1997; Gupta et al., 1997).
In the case of diphtheria, virulence has been observed to decrease after vaccina-
tion (Pappenheimer, 1984). However, in this case, the vaccine was directed only
at the virulence-causing (tox+) strain, thus causing replacement by the non-toxin
producing, avirulent strain. A similar pattern has been observed for Streptococcus
pneumoniae, for which the vaccine targets only the most virulent serotypes (Kaplan
et al., 2004). With this sort of antigenic escape evolution (also know as “serotype
replacement”), the successful genotypes following vaccination are those that do not
carry the particular antigenic type in the vaccine. However, a priori, they may or
not be more intrinsically virulent than those that they replace: this will depend
on which strains the vaccine targets. In this chapter on malaria we have been dis-
cussing the possibility of “generalised virulence” evolution in which the successful
types are those that are able to “grow over” vaccine-induced immunity by virtue of
their higher intrinsic replication rate: these types are therefore also more virulent
in unvaccinated hosts. In doing so, this does not discount the importance of the
antigenic escape form of evolution in malaria: indeed it has already been observed
following a malaria vaccine trial (Genton et al., 2002), and its potential is implied
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from field studies of naturally acquired immunity in which selection away from the
immunising types is observed (Bull et al., 1999, 2000; Nielsen et al., 2002, 2004).

In pertussis, there appears to have been changes in the pathogen’s virulence
genes in response to vaccination (Mooi et al., 2001), but it is not clear whether
these changes constitute the “antigenic escape” or the “generalized virulence” form
of evolution. On the other hand, there is a very clear example of vaccine-driven
evolution in the Marek’s disease virus of chickens where vaccines have been in
widespread use for 40 years (Witter, 1998): while the precise reasons for this evolu-
tion are not yet known, it has all the hallmarks of being driven by the “generalized
virulence” form of evolution that we have been discussing here (Read et al., 2004).
A further example of generalized virulence evolution is the increased virulence of
myxomatosis virus in response to the evolution of higher levels of resistance in
rabbits in Australia (Fenner and Fantini, 1999).

4 Conclusions

In the case of malaria, for which a vaccine is not yet available but is being intensively
pursued, the case has been presented for why generalised virulence may evolve in
response to vaccines, what might be done to avoid it and what needs to be done
to further determine the likelihood of it happening. The key points are virulence,
transmissibility and persistence appear to be intrinsically linked through the para-
site’s biology/life history, and these links are maintained over different levels of host
immunity. Immunity has a very strong impact on parasite fitness through its effect
on reducing all three V–T–P traits in accordance with their biological links. More
data are required in human malaria to determine whether these links are encoded
by the parasite’s genes and to determine how much virulence variation exists in the
field.

Immunity is expected to select for higher virulence because, under the cover
of immunity, the most virulent parasites can “get away with it”. In naı̈ve hosts,
they cannot. Thus highly immune host populations should select for more virulent
pathogens. In malaria, children suffer as a result of selection by immune adults.

Devices that reduce asexual density but do not block infection, such as anti-
asexual stage vaccines and drugs, are expected to lead to evolution of higher viru-
lence, while hygiene (i.e. preventing infection and transmission) is expected to lead
to evolution of lower virulence.

Ineffective control measures are expected to minimize undesirable virulence evo-
lution. Therefore, age-targeted interventions that minimize selection while protect-
ing the most vulnerable may be desirable.
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JŠkel, T., Khoprasert, Y., and Mackenstedt, U., 2001, Immunoglobulin subclass responses of wild
brown rats to Sarcocystis singaporensis, Int. J. Parasitol. 31:273–283.

Jensen, K.H., Little, T.J., Skorping, A., and Ebert, D., 2006, Empirical support for optimal viru-
lence in a castrating parasite. PLoS Biol. 4:e197

Kaplan, S.K., Mason, E.O., Wald, E.R., Schutze, G.E., Bradley, J.S., Tan, T.Q., Hoffman, J.A.,
Givner, L.B., Yogev, R., and Barson, W.J., 2004, Decrease in invasisve pneumococcal infec-
tions in children among 8 children’s hospitals in the United States after the introduction of the
7-valent pneumococcal conjugate vaccine, Paediatrics 113:443–449.

Kew, O.M., Sutter, R.W., De Gourville, E.M., Dowdle, W.R., and Pallansch, M.A., 2002, Vaccine-
derived polioviruses and the endgame strategy for global polio eradication, Annu. Rev. Micro-
biol. 59:587–635.

Levin, B.R., and Bull, J.J., 1994, Short-sighted evolution and the virulence of pathogenic micro-
organisms, Trends Microbiol. 2:76–81.

Levin, S.A., and Pimentel, D., 1981, Selection of intermediate rates of increase in parasite-host
systems, Am. Nat. 117:308–315.

Lipsitch, M., and Moxon, E.R., 1997, Virulence and transmissibility of pathogens: what is the
relationship? Trends Microbiol. 5:31–36.

Mackinnon, M.J., Bell, A.S., and Read, A.F., 2005, The effects of mosquito transmission and
population bottlenecking on virulence, multiplication rate and rosetting in rodent malaria, Int.
J. Parasitol. 35:145–153.

Mackinnon, M.J., Gaffney, D.J., and Read, A.F., 2002, Virulence in malaria parasites: host geno-
type by parasite genotype interactions, Infect. Genet. Evol. 1:287–296.

Mackinnon, M.J., and Read, A.F., 1999a, Genetic relationships between parasite virulence and
transmission in the rodent malaria Plasmodium chabaudi, Evolution 53:689–703.

Mackinnon, M.J., and Read, A.F., 1999b, Selection for high and low virulence in the malaria
parasite Plasmodium chabaudi. Proc. R. Soc. Lond. B. 266:741–748.

Mackinnon, M.J., and Read, A.F., 2003, Effects of immunity on relationships between growth rate,
virulence and transmission in semi-immune hosts, Parasitology 126:103–112.

Mackinnon, M.J., and Read, A.F., 2004a, Immunity promotes virulence in a malaria model, PLoS
Biol. 2:1286–1292.

Mackinnon, M.J., and Read, A.F., 2004b, Virulence in malaria: an evolutionary viewpoint. Phil.
Trans. R. Soc. Lond. B. 359:965–986.

Massad, E., 1987, Transmission Rates and the evolution of pathogenicity, Evolution 41:1127–1130.
Masumu, J., Marcotty, T., Geysen, D., Geerts, S., Vercruysse, J., Dorny, P., and Van den Bossche,

P., 2006a, Comparison of the virulence of Trypanosoma congolense strains isolated from cattle
in a trypanosomiasis endemic area of eastern Zambia, Int. J. Parasitol. 36:497–501.

Masumu, J., Marcotty, T., Ndeledje, N., Kubi, C., Geerts, S., Veycruysse, J., Dorny, P., and Van
den Bossche, P., 2006b, Comparison of transmissibility of Trypanosoma congolense strains,
isolated in trypanosomiasis endemic area of eastern Zambia, by Glossina morsitans morsitans,
Parasitology 133:331–334.

McLean, A.R., 1995, Vaccination, evolution and changes in the efficacy of vaccines: a theoretical
framework, Proc. R. Soc. Lond. B. 261:389–393.

Messenger, S.L., Molineux, I.J., and Bull, J.J., 1999, Virulence evolution in a virus obeys a trade-
off, Proc. R. Soc. Lond. B. 266:397–404.



Virulence Evolution in Malaria 197

Molineaux, L., and Gramiccia, G., 1980, The Garki Project: Research on the Epidemiology and
Control of Malaria in the Sudan Savanna of West Africa, World Health Organization, Geneva.

Mooi, F.R., Van Loo, I.H.M., and King, A.J., 2001, Adaptation of Bordetella pertussis to vaccina-
tion: a cause for its reemergence, Emerg. Infect. Dis. 7:S526–S528.

Murphy, S.C., and Breman, J.G., 2001, Gaps in the childhood malaria burden in Africa: cerebral
malaria, neurological sequelae, anemia, respiratory distress, hypoglycaemia, and complications
of pregnancy, Am. J. Trop. Med. Hyg. 64:57–67.

Nielsen, M.A., Staalsoe, T., Kurtzhals, J.A.L., Goka, B.Q., Dodoo, D., Alifrangis, M.,
Theander, T.G., Akanmori, B.D., and Hviid, L., 2002, Plasmodium falciparum variant sur-
face antigen expression varies between isolates causing severe and nonsevere malaria and is
modified by acquired immunity, J. Immunol. 168:3444–3450.

Nielsen, M.A., Vestergaard, L.S., Lusingu, J.P., Kurtzhals, J.A.L., Giha, H.A., Grevstad, B.,
Goka, B.Q., Lemnge, M.M., Akanmori, B.D., Theander, T.G., and Hviid, L., 2004, Geograph-
ical and temporal conservation of antibody recognition of Plasmodium falciparum to variant
surface antigens, Infect. Immun. 72:3531–3535.

Pappenheimer, A.M., 1984, Diphtheria,in R. Germanier, ed., Bacterial Vaccines, Academic Press,
US, pp. 1–36.

Raberg, L., De Roode, J.C., Bell, A.S., Stamou, P., Gray, D., and Read, A.F., 2006, The role
of immune-mediated apparent competition in genetically diverse malaria infections, Am. Nat.
168:41–53.

Read, A.F., Gandon, S., Nee, S., and Mackinnon, M.J., 2004, The evolution of parasite virulence in
response to animal and public health interventions,in D. Dronamraj, ed., Evolutionary Aspects
of Infectious Diseases, Cambridge University Press, Cambridge.

Read, A.F., and Taylor, L.H., 2001, The ecology of genetically diverse infections, Science
292:1099–1102.

Reyburn, H., Mbatia, R., Drakeley, C.J., Bruce, J., Carneiro, I., Olomi, R., Cox, J.,
Nkya, W.M.M.M., Lemnge, M.M., Greenwood, B.M., and Riley, E.M., 2005, Association of
transmission intensity and age with clinical manifestations and case fatality of severe Plasmod-
ium falciparum malaria, JAMA 293:1461–1470.

Snow, R.W., Craig, M., Deichmann, U., and Marsh, K., 1999, Estimating mortality, morbidity,
and disability due to malaria among Africa’s non-pregnant population, B. World Health Organ.
77:624–640.

Topley, W.W.C., 1919, The spread of bacterial infection, Lancet 194:1–5.
Turner, C.M.R., Aslam, N., and Dye, C., 1995, Replication, differentiation, growth and the viru-

lence of Trypanosoma brucei infections, Parasitology 111:289–300.
Williams, G.C., and Nesse, R.M., 1991, The dawn of Darwinian medicine, Q. Rev. Biol. 66:1–22.
Witter, R.L., 1998, The changing landscape of Marek’s disease, Avian Pathol. 27:S47–S63.



The Ins and Outs of Host Recognition
of Magnaporthe oryzae

Sally A. Leong

Flor first proposed the gene-for-gene hypothesis to describe the relationship of
races of the flax rust and cultivars of its flax host (Flor, 1955). In its simplest
form, this hypothesis states that for every resistance gene in the host plant, there
exists a complementary avirulence (cultivar specificity) gene in the pathogen that
allows the host to recognize the pathogen and resist development of the diseased
state. Since its first proposal, the gene-for-gene hypothesis has been found to be
applicable to many host-pathogen interactions including that of the rice blast fun-
gus Magnaporthe orzyae and its host Oryza sativa (e.g., Ellingboe, 1992; Leung
et al., 1988; Silue et al., 1992a,b; Smith and Leong, 1994; Valent et al., 1991) as well
as subspecific groups of M. orzyae and their respective hosts (Kato, 1983; Valent
et al., 1986; Valent and Chumley, 1994). This fundamental relationship is of great
practical interest as M. orzyae is rapidly able to overcome new disease resistances
in rice soon after their deployment (Bonman et al., 1992). Moreover, M. oryzae
and the closely related Magnaporthe grisea together exist as complex taxa with
numerous subspecific groups that are sometimes interfertile but differ in their host
range (Couch and Kohn, 2002; Kato et al., 2000; Valent et al., 1991). How these
different subspecific groups interrelate evolutionarily is of great concern as some of
these alternate hosts are frequently found growing in close proximity to or in rota-
tion with rice, and M. orzyae isolates infecting these alternate hosts can sometimes
also infect rice (Kato, 1983; Kato et al., 2000; Mackill and Bonman, 1986; Y. Jia,
personal communication). In Japan, barley and rice are alternatively cultivated in the
same field, and rice-infecting strains of M. orzyae also infect barley. Blast disease
of barley is apparently minimized when M. oryzae infection is limited by cooler
temperatures (Yukio Tosa, personal communication). With the advance of global
warming, these environmental limitations of blast prevalence may soon disappear,
as is already being seen with the emergence of blast in California. Pathogens and
pests that were a problem only in more southern regions of the US are now becom-
ing serious in northern US regions like Wisconsin (Judy Reith-Rozelle, personal
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communication). This observation can be likely attributed to the warmer winters
that have occurred in recent years.

The molecular bases of host/cultivar specificity and pathogenic variability in
M. orzyae is only beginning to be understood with the cloning of the avirulence
genes for cultivar specificity: AVR2-YAMO/ (AVR- Pi-ta) (Orbach et al., 2000; Jia
et al., 2000; Valent and Chumley, 1994), AVRI-CO39 (Farman and Leong, 1998),
and AVR-IRAT7 (Böhnert et al., 2004), and an avirulence gene for host specificity
PWL2 (Sweigard et al., 1995) from rice pathogenic isolates of M. orzyae. These
genes function as classical avirulence genes (Flor, 1955) by preventing infection
of a specific cultivar or host. AVR-IRAT7 encodes a polyketide synthetase (Böhnert
et al., 2004) and other genes may be involved in cultivar specificity. By contrast,
AVR2-YAMO/(AVR-Pi-ta) encodes a 223 amino acid protein with homology to a zinc
metalloprotease (Jia et al., 2000) while PWL2 encodes a 145 amino acid polypep-
tide that is glycine-rich (Sweigard et al., 1995); both genes are predicted to have
secretion signals. Homologs of both genes appear to be widely distributed in rice
as well as grass-infecting isolates of M. grisea (e.g., Kang et al., 1995; Valent
and Chumley, 1994) and confirm the prediction obtained through genetic analysis
that M. grisea isolates infecting monocots other than rice contain cultivar speci-
ficity genes for rice (Yaegashi and Asaga, 1981; Valent and Chumley, 1994; Valent
et al., 1991) as well as host specificity genes that preclude infection of other hosts
(Valent et al., 1986; Yaegashi, 1978). Rice pathogenic isolates of M. orzyae contain
cultivar specificity genes for rice (see above) and other grass hosts (Kato et al., 2000)
as well as host specificity genes that prevent infection of other monocot hosts (Valent
and Chumley, 1994).

Both AVR2-YAMO/(AVR-Pi-ta) and PWL2 are unusually unstable (Valent and
Chumley, 1994). Molecular characterization of a number of mutant alleles has
revealed point, deletion, or insertion mutations (Valent and Chumley, 1994). In one
case, an inverted repeat transposon was found in the promoter of AVR2-YAMO/(AVR-
Pi-ta). These studies illustrate the potential array of mutational events that can lead
to increased virulence and host range in M. orzyae. How frequently these events
contribute to pathogenic variability in M. orzyae existing in a natural agroecosystem
is beginning to be understood for the AVR2-YAMO/(AVR- Pi-ta) gene (Y. Jia, per-
sonal communication). The genome of M. orzyae contains a number of transposable
elements (e.g., Nitta et al., 1997; Dobinson et al., 1993 Farman et al., 1996; Kachroo
et al., 1994) and genomic alterations associated with transposon activity have been
documented. Further examination of how these elements affect genome evolution
and expression in the context of pathogenic variability deserves close attention.

The cloning and molecular characterization of numerous disease resistance genes
from different plant species is beginning to provide clues on how plants perceive
invading pathogens and how these genes may be evolving (e.g., Meyers et al., 1999;
Nimchuk et al., 2001). The many common structural features of these genes,
nucleotide binding sites (NBS) and leucine-rich repeats (LRR), suggest that com-
mon mechanisms of perception and transmission of the pathogen signals exist in
these diverse plant species (McDowell and Dangl, 2000). The finding that func-
tional homologs of disease resistance genes exist in different plants species (Dangl
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et al., 1992; Innes et al., 1993) and that the same disease resistance locus can show
specificity for different AVR genes as well as pathogens further supports this conclu-
sion (e.g., Bisgrove et al., 1994; Grant et al., 1995; Rossi et al., 1998; van der Vossen
et al., 2000). Finally, expression of resistance genes from one species of plant can
prevent infection of pathogens carrying the corresponding avirulence gene when
introduced as a transgene in another species of plant (e.g., Tai et al., 1999; Whitham
et al., 1996).

The structure of the rice Xa21 (Song et al., 1995) and Xa-1 (Yoshimura
et al., 1998) loci and Pi-b (Wang et al., 1999) and Pi-ta (Jia et al., 2000) loci
conferring resistance to bacterial blight or rice blast diseases, respectively, indicates
that resistance genes from rice share these common NBS and LRR features. The
recent genome sequence of rice variety Nipponbare has provided for the first time
a comprehensive view of the number and distribution of the NBS/LRR of genes in
rice (International Rice Genome Sequencing Consortium, 2005; Consortia for the
Sequencing of Rice Chromosomes 11 and 12, 2005; Fritz-Laylin et al., 2005). The
LRR domain was found 1589 times and was one of the 50 most frequently observed
classes of domains in the rice genome (International Rice Genome Sequencing
Consortium, 2005). Furthermore, the NBS–LRR class of genes was found to occur
predominantly in clusters, which has allowed continuing evolution of the genes
through recombination. The function of these candidate resistance genes remains
unknown; however, not all LRR-type genes are expected to function exclusively
or solely in disease resistance as genes controlling plant development are also
known to have LRR (e.g., Arabidopsis ERECTA, Godiard et al., 2003; Fritz-Laylin
et al., 2005; Arabidopsis CLAVATA, Rojo et al., 2002).

Recent comparative sequencing analysis of alleles of AVR- Pi-ta in M. oryzae
isolates and that of Pi-ta in Oryza species has provided evidence to support a model
of “trench warfare” for this host–parasite interaction. Most sequence diversity is
found in the coding region of AVR- Pi-ta leading to functional alleles while the Pi-ta
protein is extremely conserved with a single functional nucleotide polymorphism in
a conserved protease motif that distinguishes resistant from susceptible alleles and
the majority of sequence diversity localizing to the intron region (Jia, 2007; Jia
et al., 2003).

The molecular genetic characterization of additional disease resistance genes for
rice blast is needed to provide a better understanding of how rice recognizes M.
orzyae and how changes in the corresponding M. orzyae AVR genes defeat this
resistance, as well as to clarify the relationship of host and cultivar specificity.
Moreover, the availability of cloned disease resistance genes to blast may facilitate
the genetic identification and cloning of other genes conferring resistance to this
disease in other cereals as well as provide insight on how rice resists infection by
other host-specific groups of M. orzyae. The genomes of members of the Poaceae
family, which includes the many hosts of M. orzyae, are highly syntenic and can be
considered as essentially one genome (Bennetzen and Freeling, 1993; Devos, 2005).
Disease resistance gene homologs have been mapped to syntenic locations across
grass genomes (Leister et al., 1998). It will be interesting to learn whether homologs
of disease resistance genes to blast are found in the same genomic location of



202 S.A. Leong

other monocot hosts of M. orzyae and how these genes functionally relate. This
information is also essential to the design of resistance to rice blast disease that is
based on expression of AVR genes in host plants (Hammond-Kosack et al., 1994;
Keller et al., 1999) and may lead to the identification of new disease resistance loci
in these allied monocot hosts. As noted above, homologs of AVR2-YAMO/(AVR-
Pi-ta) and PWL2 are broadly distributed in subspecific groups of M. orzyae (Couch
et al., 2005; Valent and Chumley, 1994). In some cases these have been shown to be
functional and to exhibit the same host or cultivar specificity as AVR2-YAMO/(AVR-
Pi-ta) or PWL2 (Kang et al., 1995). Whether other alleles confer new host/cultivar
specificities will be important to learn. By analogy, homologs of the corresponding
disease resistance genes may specify novel resistances that are recognized by these
cultivar and host specificity gene alleles. The availability of cloned cultivar and host
specificity genes from M. orzyae and the corresponding disease resistance genes
provides an experimental avenue to test this hypothesis.

Over the last several years, my laboratory has been engaged in the development
of a genetic map and molecular karyotype for M. orzyae (Farman and Leong, 1995;
Nitta et al., 1997; Skinner et al., 1993), the identification and genetic mapping of a
cultivar specificity gene AVR1-CO39 to rice cultivar CO39 (Smith and Leong, 1994),
and the map-based cloning of AVR1-CO39 and the phylogenetic distribution and
structure of its alleles (Farman et al., 2002; Tosa et al., 2005). Our published and
unpublished work in these areas are presented in the following sections.

1 Sequence Analysis of the AVR1-CO39 Locus

The minimum region of the AVR1-CO39-containing cosmid able to confer avir-
ulence when transformed into virulent strain Guy11 was 1.05 kb (Farman and
Leong, 1998). DNA sequence analysis of this fragment for open reading frames
(ORF) of at least 25 amino acids, beginning with a methionine and having
a fungal consensus sequence for the start of translation surrounding the ATG
(Ballance, 1991) revealed eight ORFs (M. Farman, N. Punekar, D. Lazaro, and S.
A. Leong, unpublished findings). No evidence for paired intron splice sites flanking
lariat motifs could be found in the sequence. Avr9 from Cladosporium is only 63
amino acids (Van den Ackerveken et al., 1992) and AVR2-YAMO/ (AVR- Pi-ta) and
PWL2 of M. orzyae encode small polypeptides specified by ORFs with multiple
exons. Thus, it is not unreasonable for any of these ORFs to encode all or part of
AVR1-CO39.

Orf3 encodes the largest predicted polypeptide in this region having 89 amino
acids and has been the focus of our attention. Orf3 has a codon use which is similar
to other M. orzyae genes, contains a putative signal sequence that is predicted with a
probability of 0.999 (Fig. 1) by Signal P analysis (Nielsen and Krogh 1998; Nielsen
et al., 1997), has a good match of sequence surrounding the initiator ATG with other
fungal genes, and is flanked at the 5’ end by a carbon catabolite regulatory sequence
(GTCCATTTA) and at the 3’ end by a post-transcriptional regulatory sequence
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CAACGTACTAGAAATGACTAATAAGTACCCAGTCAAGTCAACTTGCTGTAGTATTATATTTAACGAAGCGTCCATTTACTGCCAGG
GCAAGTTTATCAATGGGACCAGTGTTCTCCCTCCTCTGGACAACTCAGTTCTTTGCAAACCCTAGACAGTCTACCTCTCTGCCACC
ATTTTTACTTTTCAAAAATTTACTCCTTGCCGCTACTGAAACTTCTACAATTGAAAGAGCCCACAATGAAAGTCCAAGCTACATTC
GCCACCCTTATCGCCCTTGCGGCTTACTTTCCAGCAGCCAATGCTTGGAAAGATTGCATCATCCAACGTTATAAAGACGGCGATGT
CAACAACATATATACTGCCAATAGGAACGAAGAGATAACTATTGAGGAATATAAAGTCTTCGTTAATGAGGCCTGCCATCCCTACC
CAGTTATACTTCCCGACAGATCGGTCCTTTCTGGCGATTTTACATCAGCTTACGCTGACGACGATGAGTCTTGTTGATCAATAAGA
GTCCAGGTTGAAAAATTCGCCACCATGGTAATAGAGGGTTATTTATCTCGGAATAGCAGCCGTGTGTGCAATTATCACGGCTGTTC
CTCTGCGATAGGGATATTAGAAGCAGGACAAATTTACGGCAATAGCAACCAATTGTCCTTGTCTATGGATTCGCCCGTCGAATGGA
GGCGACGGCGGATCC

Fig. 1 DNA sequence of the Orf3-containing region of AVR1-CO39

(TTATTTAT) for inflammatory response in mammalian cells (Caput et al., 1986)
(Fig. 1). Analysis of mutant forms of orf3 carrying mutations in the ATG start codon
or a frame-shift mutation indicate that this orf or its overlapping sequences are criti-
cal to the function of AVR1-CO39 in infection assays. Analysis of orf3 using BlastP
revealed a potential, but limited relationship with several mammalian vasopressin
receptors as well as shrimp sarcoplasmic calcium-binding protein and a mast cell
protease. Closer examination of these identities suggest that orf3 may contain an
EF-hand-type calcium-binding site (Bateman et al., 2004); however, 2 out of 13
amino acid residues vary from the prototype consensus sequence (Fig. 2).

Analysis of the full length AVR1-CO39 transcript by 5’ and 3’ RACE revealed
that Orf3 is transcribed only in planta (data not shown, Lazaro and Leong, unpub-
lished findings) and includes 65 bp that extends beyond the 1.05 kb fragment to the
3’ end of orf3. No evidence for transcription of the other orfs was found under the
conditions used.

Fusion of the C terminal–coding region of orf3 to a GFP reporter gene and intro-
duction into an expression vector with the CAMV 35S promoter enabled expression
of the fungal gene in rice leaf cells bombarded with these constructs (Fig. 3; Lazaro
and Leong, unpublished findings). As a control for efficiency of transformation,
the GUS gene was co-bombarded. GFP alone was bombarded as a negative con-
trol. Resistant rice lines showed a marked reduction of the ratio of GFP-expressing
cells to GUS-expressing cells when compared to susceptible rice 48 hours post-
bombardment using the mature form of orf3 (Fig. 3). The full-length form of orf3
was poorly detected in both resistant and susceptible germplasm and may relate the
prediction that the secretion signal would direct the protein to the vacuole (data not
shown). This finding is similar to that obtained with the AVR- Pi-ta gene where full
length AVR-Pi-ta gene was toxic to yeast, bacteria, and host, experimental results
were difficult to understand (Bryan et al., 2000; Jia et al., 2000).

X Y Z -Y-X -Z
TAN RNEEITIEEY orf3

DFNKDGEVTVDEF Sarcoplasmic Calcium Binding
Protein

Fig. 2 DNA sequence of Orf3 putative EF hand. Consensus sequence is shown in dark grey, Orf3
sequence in light grey, and sarcoplastic calcium-binding protein in black. Atypical amino acids
differing from consensus are shaded in gray
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Fig. 3 (A) The susceptible rice variety M202 was bombarded with gold micro-carrier treat-
ments designed to deliver p35SmORF3::GFP or p35S-GFP on separate fractions of gold particles
mixed with a second fraction of pAHC25-coated gold particles (Lazaro, D, 2003). No signifi-
cant difference in the percentage of GUS-normalized GFP expressing cells was observed between
p35S-GFP and p35SmORF3::GFP in rice variety M202. (B) When the same gold micro-carrier
treatments were used on the resistant variety DREW, a significant reduction in percent activity was
observed for p35SmORF3::GFP treatments than for the p35S-GFP treatment. Similar tests with
rice varieties 51583 (S) and CO39 (R) demonstrated that the mORF::GFP fusion is recognized by
a resistant rice variety known to recognize AVR1-CO39 expressed from M. orzyae

Based on these analyses orf3 encodes the active function in AVR1-CO39. All
AVR genes characterized to date from M. orzyae give rise to a putative-secreted
product (Böhnert et al., 2004; Sweigard et al., 1995; Jia et al., 2000). Finally, func-
tional alleles of AVR1-CO39 having the same specificity of AVR1-CO39 but isolated
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from M. orzyae infecting other grasses have the identical orf3-translated sequence
(see below). By contrast, non-functional alleles of AVR1-CO39 from rice isolates
lack an orf3 sequence or contain a mutated form of orf3 (see below).

2 Distribution of AVR1-CO39-Like Sequences in Grass-Infecting
Isolates of M. orzyae

A hybridization survey of genomic DNA from 85 different phylogenetically char-
acterized M. orzyae isolates with the 1.05 kb probe containing AVR1-CO39 and
by PCR using flanking and internal primers demonstrated that few rice-infecting
isolates contained homologous sequences while all other cereal-infecting isolates
showed strong hybridization signals and PCR products (Tosa et al., 2005) (Figs. 4
and 5). This survey also identified homologs in isolates infecting turf grasses. Simi-
lar findings were obtained by Peyyala and Farman (2006). These isolates are causing

MKVQATFATLIALAAYFPAANARKDCVIQRYKDGDVDNIYTANRNEMITIEEYKVFVNEACHPYPVILPDKSVLSGDFTSAYADDDESC
MKVQATFATLIALAAYFPAANAWKDCIIQRYKDGDVNNIYTANRNEEITIEEYKVFVNEACHPYPVILPDRSVLSGDFTSAYADDDESC
MKVQATFATLIALAAYFPAANAWKDCIIQRYKDGDVNNIYTANRNEEITIEEYKVFVNEACHPYPVILPDKSVLSGDFTSAYADDDESC
MKVQATFATLIALAAYFPAANAWKDCIIPRYKDGDVNNMYTANRNEEITIEEYKVFVNEACHPYPVILPDRSVLSGDFTSAYADDDESC
MKVQATFATLIALAAYFPAANAWKDCIIQRYKDGDVNNIYTANRNEEITIEEYKVFVNEACHPYPVILPDRSVLSGDFTSAYADDDESC
MKVQATFATLIALAAYFPAANAWKDCIIQRYKDGDVNNIYTANRNEEITIEEYKVFVNEACHPYPVILPDRSVLSGDFTSAYADDDESC
MKVQATFATLIALAAYFPAANAWKDCIIQRYKDGDVNNIYTANRNEEITIEEYKVFVNEACHPYPVILPDRSVLSGDFTSAYADDDESC

Fig. 4 Sequence alignment of predicted translation products of orf3 from rice grass-infecting
strains of M. orzyae. Listed in order: AVR1-CO39 alleles from strains infecting Avena sativa,
Lolium perenne, Eleusine corana, Setaria Italica, Eleusine coracana, Panicum milliaceum, and
Triticum aestivum. Italic characters show putative signal sequence. Grey characters show poten-
tial EF hand Ca-binding motif. Other colored characters show varied amino acids relative to the
original reference weeping love grass allele AVR1-CO39

r5+
r10-
r11-
r12-
r8-
r9-

r13-

r1-Oryza sativa, Lolium multiflorum, Festuca arundinacea,
Phalaris arundinacea, Anthoxanthum odoratum

R7+Triticum aestivum, Lolium perenne, Avena sativa

Eragrostis lehmanniana

r2+ Setaria italica, Setaria viridis, Panicum miliaceum,
r3+ Setaria viridis

r4+ Panicum bisulcatum

Setaria geniculata
Leersia oryzoides
Echinochloa colonum, Cenchrus ciliaris, Cenchrus echinatus

Digtaria horizontalis

Sasa sp., Phyllostachys bambusoides

Digitaria sanguinalis, Digitaria smutsii

r6+ Eleusine coracana, Bambusa arundinacea, Panicum maximum,
Eleusine indica, Eleusine africana, Eleusine boranensis

Fig. 5 Phylogeny of host-specific forms of M. orzyae (Kato et al., 2000) based on 85 isolates with
analysis for AVR1-CO39 by Southern hybridization and PCR tests (Tosa et al., 2005). Ribosomal
groups (r) of M. orzyae and presence (+) or absence (−) of a AVR1-CO39 allele are shown. Colored
hosts show host-specific forms investigated belonging to Pyricularia oryzae
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widespread death of turf in golf course fairways in Japan and in the central and
northeastern United States.

3 Structure of AVR1-CO39 in Non-rice-Infecting Isolates
of M. orzyae

A 4 kb region containing the AVR1-CO39 locus was cloned and sequenced from
non-rice-infecting isolates of M. orzyae by our collaboration with Yukio Tosa and
his coworkers (Figs 4 and 5, Tosa et al., 2005). The DNA sequences of orf3 from
these isolates were over 95% identical to the original allele cloned from a rice-
infecting laboratory strain 2539 (Leung et al., 1988). Orf3 polypeptides of these
alleles were identical or contained one or more amino acid changes relative to
the AVR1-CO39 orf3 (Fig. 4). A more limited analysis revealed similar results by
Payyela and Farman.

At least two of these are known to map in the same location on chromosome 1
of M. oryzae as AVR1-CO39 from strain 2539 (Y. Tosa, personal communication).
The laboratory of Yukio Tosa has constructed an RFLP map of non-rice-infecting
isolates of M. oryzae using an F1 population derived from a cross between GFSI1-
7-2 (Setaria isolate) and Br48 (Triticum isolate) (Y. Tosa, personal communication).
Chromosome number was assigned using the chromosome-specific probes of a map
for rice-infecting M. oryzae (Nitta et al., 1997). AVR1-CO39 was located on a region
of chromosome 1, which was syntenic to that in the rice-infecting isolate’s map.
To determine which chromosome AVR1-CO39 is associated with in the other sub-
groups of M. oryzae, chromosomes of isolates from wheat, foxtail millet, finger
millet, common millet, and perennial ryegrass were separated by CHEF gel elec-
trophoresis, transferred to a membrane and hybridized with AVR1- CO39. In most
of these isolates, AVR1-CO39 was located on chromosome 1 (Y. Tosa, personal
communication).

Functional analysis of these alleles by transformation of the virulent rice iso-
late PO-12-7301-2 showed that these alleles were fully functional having the same
apparent specificity as AVR1-CO39 (Fig. 6) (Tosa et al., 2005). Similar results were

Fig. 6 Pathogenicity of
pathogenic rice isolate
(PO-12-7301-2)(left) and its
transformant
(PAS1-3-1)(right) with the
AVR1-CO39 homolog derived
from a Setaria isolate on rice
cultivars, CO39 (R) and
Yashiromochi (S), 7 days
after inoculation

PO-12-7301 Transformant

R S R S
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obtained by Payyela and Farman. However, the function of these alleles in non-rice
isolates is unknown. They may function in host resistance to rice but few rice lines
carry the corresponding PiCO39 (t) (Tosa et al., 2005; S. Leong, unpublished find-
ings). Recent work has suggested evidence for race-specific resistance in barley to
the blast fungus indicating that AVR1-CO39 might function in race-specific resis-
tance in other cereals (Chen et al., 2003). It will be interesting to learn if homologs
of Pi-CO39 (t) in barley exist and if they are involved in blast resistance.

4 Structure of AVR1-CO39 Locus in Rice Isolates of M. oryzae

Further analysis of the structure of the AVR1-CO39 locus from 45 rice-infecting
isolates from several geographical regions indicated that this region has undergone
a number of changes involving insertion of transposable elements, single base pair
changes, and deletion events (Farman et al., 2002) giving rise to null alleles. At least
three classes of alleles were discovered through PCR and DNA sequence analyses
(Fig. 7). In all cases, orf3 was either deleted completely or had undergone mutation
leading to an extension of the polypeptide as a result of a nonsense mutation. These
data suggest that this locus has been under strong selection for loss of function and
that these changes may have occurred early in or prior to the evolution of the rice
lineage of M. oryzae since other lineages of cereal-infecting isolates all contain a
functional copy of the gene.

5 Genetic and Physical Mapping of the Pi-CO39 (t) Locus

Crosses were made between the rice lines CO39 (resistant) and 51583 (susceptible)
to map the Pi-CO39 (t) gene. The resistance phenotype in resistant offspring was
reaction type 1, while that of susceptible seedlings was reaction type 4 (range of

Fig. 7 Structure of avr1-CO39 loci from rice-infecting isolates of M. orzyae (J, G1, G2 types)
compared with a weeping love grass allele (W) (Farman et al., 2002). The 1.05 kb AVR1-CO39
gene region is shown in black. The G1-type is found in Guy11
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typing scale 0–4). Both of the reciprocal F1s tested (i.e., CO39 X 51583 or 51583 X
CO39) were resistant to M. orzyae strain 6082 that contains AVR1-CO39, indicating
that resistance is controlled by a dominant locus in the nuclear genome of CO39.
Resistance to M. orzyae strain 6082 in 604 F2 progenies derived from three different
F1 plants segregated in a 3:1 ratio, characteristic of single dominant locus. Resis-
tance to a Guy 11 (AVR1-CO39) transformant in one F2 population consisting of 235
F2 progenies also segregated as a single dominant locus. Inheritance of resistance
was also confirmed in F3 families derived from the F2 populations used for map-
ping the resistance locus. Testing of 78 F3 families with the Guy11 (AVRI-CO39)
transformant and 59 F3 families with the M. orzyae progeny 6082 also showed that
resistance is controlled by a single dominant locus. The segregation ratio of F3
families was all resistant: segregating for resistance: all susceptible; and fit a 1:2:1
ratio. The disease resistance locus in CO39 was designated as Pi-CO39(t) (Chauhan
et al., 2002).

6 Comparative DNA Sequence Analysis of Resistant
and Susceptible Cultivars at the Pi-CO39 (t) Locus

A large insert DNA (100 kb average insert size) library of CO39 was constructed
in a binary plant transformation cosmid vector pCLD04541 and screened with co-
segregating marker RGA38 as well as BAC end sequence probes from the Nip-
ponbare BAC libraries of Clemson University Institute for Genomics. Single BAC
clones hybridizing to co-segregating markers were identified in the Nipponbare (sus-
ceptible) BAC library.

The DNA sequence of 6 BAC clones (phrap score >30) at the Pi-CO39 (t)
locus was determined in collaboration with Frederick Blattner of the Univer-
sity of Wisconsin, Madison. Comparative sequence analysis of blast resistant
(CO39 indica) and susceptible (Nipponbare japonica) rice cultivars at genomic
regions co-segregating with Pi-CO39(t) showed that these two haplotypes have
diverged with respect to the relative type, number of paralogs, and the orientation
and location of resistance gene homologs within each cluster (Fig. 8). Several
disease resistance (NBS–LRR)-like genes were identified with similarity to the
other rice resistance-associated genes RPR1, Xa1, Pi-ta, and Pib. RPR1 (rice
probenazole-responsive) is associated with probenazole-induced resistance to blast
in rice (Sakamoto et al., 1999); Xa1 confers resistance to race 1 of bacterial blight
(Xanthomonas oryzae pv. oryzae) (Yoshimura et al., 1998); Pi-ta is a major rice
blast resistance gene related to RPM1 of Arabidopsis (Boyes et al., 1998; Bryan
et al., 2000); Pib is another major rice blast resistance gene (Wang et al., 1999). All
four genes belong to a non-TIR NBS–LRR subfamily of plant disease resistance
genes (S.A. Leong, R. Chauhan, T. Durfee, F. Blattner, and J. Holt, unpublished
data; Consortia for the Sequencing of Rice Chromosomes 11 and 12, 2005; and
Meyers et al., 1999). Polymorphic regions were found in LRR units of Pi-CO39,
whether one of these LRR units is the determinant of resistance in CO39 is under
investigation.
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Currently, the gene identified as COR8 is the most promising candidate in this
region based on its presence by PCR and Southern blot analysis in all resistant
germplasm tested and preliminary complementation studies by transient expression.
COR8 is predicted to be the product of a recombination event involving three LRR-
type genes or pseudogenes in the susceptible haplotype (Fig. 8).

Other candidate genes exist at the Pi-CO39 (t) locus. COR6 is a unique NBS–
LRR type gene present only in the CO39 haplotype. Receptor kinases are present
in the locus and can also function as resistance genes (Becraft, 1998; Brueggeman
et al., 2002; Nimchuk et al., 2001). Finally, a new non-LRR-type, class of resistance
gene was recently described from Arabidopsis that shares common signaling path-
ways with NBS–LRR type genes (Xiao et al., 2005), and the pepper Bs3 resistance
gene was reported to be a flavin monooxygenase (Genetic Dissection of the Inter-
action Between the Plant Pathogen Xanthomonas campestris pv. vesicatoria and its
Host Plants) requiring caution in assignment of gene function at the Pi-CO39 (t)
locus based on classic structural features of plant disease resistance genes.

The LRR of four members of the RPR1 family in this region including COR8
were compared and revealed that most variation occurs outside of the inner core
of the LRR, which is attributed to specificity in other LRR-containing proteins.
In addition, the COR8 gene has two extra LRR that are separated by a putative
transmembrane domain (Fig. 9).

Cysteine proteases have been clearly associated with disease resistance in
plants (e.g., Coaker et al., 2005; Holt et al., 2005; Kruger et al., 2002; Solomon
et al., 1999), while serpins (serine/cysteine protease inhibitors) have been asso-
ciated with innate immunity in insects (Huntington 2006). In Drosophila, the
serine protease Persephone cleaves a Toll ligand named Spatzel, thus activating
binding to Toll, which in turn signals the production of antifungal peptides. The
serpin Necrotic inhibits Persephone (Fig. 10). Protease mutants have increased
fungal infections while serpin mutants are melanized at wound sites and die early
in life. These observations are of interest in the context of finding that the rice
pathogen’s AVR1-CO39 has evolved by insertion/deletion and nucleotide changes

Fig. 8 Comparative analysis of CO39 (Indica) (bottom) and Nipponbare (Japonica) (top) genomes
at regions co-segregating with Pi-CO39(t). Shown are RSNB (Nipponbare serpin-like genes),
RSCO (CO39 serpin- like genes), NBR (Nipponbare NBS–LRR disease resistance-like genes),
COR (CO39- NBS–LRR disease resistance-like genes), NKin (Nipponbare kinase-like genes),
CKin (CO39 kinase-like genes), ProN (Nipponbare protease genes), ProC (CO39 protease genes).
Putative orthologous gene relationships are shown with dotted lines
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SILSESKYL  TVLELQD  SDITEVP
ACIGKLFNL  RYIGLRR  TRLCSLP
ESIEKLSNL  QTLDIKQ  TKIE 
KLPRGITKI  KKLRHLL  ADRYEDEKQSVFRYF
IGMQAPKDL  SKLEELQ  TLETVEASKDLA
EQLKELMQI  RSIWIDN
ATLSTMPLL  SSLLLSA
ALQPMSKEL  HRLIIRG  QWAKGTLDYP
IFRSHTTHL  KYLALSW  CNLGEDPLG
MLASHLSNL  TYLRLNN  VHSSKTLV
LDAEAFPHL  KTLVLMH  MPDVNQIN
ITDGALPCI  EGLYIVS  LWKLDKVP
QGIESLASL  KKLWLKD  LHKDFKTQWKGDGMHQKMLHVAELK

IISGALPVI  EGLYIVA  LSGLESVP
PGIETLRTL  KKLWLVG  LHWDFEAHWIESEMDQKMADCVGD

RDENEPLCFE
ISSADCGNIF

Fig. 9 Consensus LRR domain for two putative orthologous gene pairs (COR7/NBR6;
COR8/NBR11) of the RPRI family. All family members have 13 LRR with the exception of COR8,
which has two additional LRR (underlined) separated by a putative transmembrane domain. Black,
all members; other colors have three or less members with the same amino acid with reference to
COR8

to become non-functional (Fig. 7). Thus no diversifying selection would have been
applied to the PiCO39 (t) resistance locus in rice in recent times (e.g., Lavashina
et al., 1999; Tang et al., 2006). Like some disease resistance genes in plants, Toll is
a membrane-associated NBS–LRR type protein. This suggests the possibility that
rice serpins may play a role in regulating processing of the fungal AVR proteins
and/or plant host components required for resistance (Fig. 11).

Future work will focus on validation of the role of COR8 in transgenic rice
plants and the identification of all relevant functional component(s) of the Pi-
CO39(t) locus of rice through transient expression with AVR1-CO39 in F-BMV

+

Toll

Persephone

Spaetzel

Necrotic

Drosomycin

Fig. 10 Innate immunity for fungal infection in Drosophila involves the serine protease Perse-
phone, which cleaves and activates the Toll ligand Spatzel. Necrotic is a serpin, serine protease
inhibitor, which specifically modulates the activity of Persephone
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Fig. 11 Hypothetical model of the putative functional components in signaling of AVR1-CO39 at
the appressorial pore of M. oryzae on a resistant rice plant

(Ishikawa et al., 1997; Rouf Mian et al., 2005) or plasmid expression vectors (Leister
et al., 1996), gene silencing (Miki and Shimamoto, 2004; Miki et al., 2005), and
cytological examination (e.g., Koga, 1994). The results of this work will be applied
to improvement of rice and other cereals in an effort to reduce reliance on chemical
control (Bonman, 1998; Koizumi, 1998) for blast disease control and to improve the
durability of genetic resistance to this widespread and often economically devastat-
ing disease (Baker et al., 1997).
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