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Foreword

With his keen analytical mind and penchant for organization, Charles Darwin would
have made an excellent clinical investigator. Unfortunately for surgery, his early
exposure at Edinburgh to the brutality of operationsin 1825 convinced himto reject his
father’ splanfor hiscareer and pursue hisinterest in nature. His subsequent observations
of how environmental pressures shaped the development of new species provided the
essential mechanism to explain evolution and the disappearance of those species that
failed to adapt. Today, surgeons face the same reality as new technology, progressive
regulation by government and payers, medico-legal risks, and public demandsfor proof
of performance force changes in behavior that our predecessors never imagined.

We know that surgeons have always prided themselves on accurate documentation
of their results, including their complications and deaths, but observational studies
involving a single surgeon or institution have given way to demands for controlled
interventional trials despite the inherent difficulty of studying surgical patients by
randomized, blinded techniques. That iswhy thisbook is so timely and important. In a
logical and comprehensive approach, the authors have assembled a group of
experienced clinical scientists who can demonstrate the rich variety of techniques in
epidemiology and statistics for reviewing existing publications, structuring a clinical
study, and analyzing the resulting data. As these techniques become incorporated as
standards into the curriculum of medical, public health, and nursing schools, the
surgical professions must include them intheir graduate training programs, professional
meetings, and reporting practices. To ignore these new standards is to risk failing to
continueto attract the best and brightest studentsinto the field and becoming labeled as
more technologically than scientifically advanced.

Recent evidence suggeststhat even the most rigorously designed randomized clinical
trial can be corrupted by biased reporting or data withheld on adverse events. The
potential threat of industry control of such information must be a part of the training
and review process as clinical research becomes more dependent on industry funding.
Full disclosure of business relationships between industry and clinician-investigators
has been agood start in defining ethical limitations, but it isessential that full disclosure
include the registry of all clinical trialsin a national database as recommended by the
Consolidated Standards of Reporting Trials statement (Ann. Intern. Med. 2004;
141:781-788) and adopted by the International Committee of Medical Journal Editors
in 2004. These editors declared that its members would not publish the results of trials
that had not been publicly registered, and most surgical journals have followed this
lead. Currently there are several registries in existence and the World Health
Organization is working on an online portal that would bind these databases into a
single source.

Darwin taught us that change in response to environmental pressures is essential to
survival of the species, and leads not only to successful adaptation, but also to new
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viii Foreword
directions for potential development. Surgeons have always been leaders in exploring

new fields and this book will be a useful guide to better methods of clinical research.
We should be grateful to the authors for pointing the way; the rest is up to us.

Lazar J. Greenfield, mp
Professor of Qurgery and Chair Emeritus

University of Michigan School of Medicine
Ann Arbor, Ml



Preface

Clinical researchisthebranch of scientific endeavor devoted to the eval uation of patients
and the analysis of associated health outcomes. These analyses serve to identify potential
areas for change in physician or patient behavior or in clinical processes. Implicit in the
concept of clinical research is the notion that the findings will be used to modify clinical
practice to achieve better outcomes. As such, clinical research has always been anecessary
prerequisite for the advancement of surgery as a practice.

In the past decade, basic science research in the surgical disciplines has advanced at
adizzying pace. Clinical research in surgery, however, has lagged far behind surgical
basic science research. For example, the selected case series from a single academic
center still remains one of the most common study designs employed by surgeons who
address clinical research questions, despite the known limitations of this design.
Although such clinical research techniques were appropriate 50 years ago—when the
primary focus was on advances in surgical technique—they are inadequate for
addressing the broader policy issues and clinical management questions faced by the
surgeon today. The clinical research questions facing surgeons in the 21st century
require sophisticated research technigues that most surgeons are, at best, only vaguely
familiar with and, at worst, completely unfamiliar with.

Evidence-based medicine is the foundation on which clinical research isbuilt and isthe
explicit use of scientific datain decision making for clinical care. Itisascritical to surgical
practice as to any other medica discipline. A requisite for evidence-based practice is the
availahility of highlevelsof evidence. Our colleaguesininternal medicine have successfully
adopted clinical research methods and have disseminated this information to trainees and
practicing physicians through textbooks, educationa series, and fellowship programs, such
as the Robert Wood Johnson Clinical Scholars Program. Although it may be tempting to
use existing resourcesto educate surgeonsin clinical research methods, one must remember
that diseases requiring surgical treatment are often unique, and that many of the methods
used for looking at research questions in internal medicine are not easily applied to the
surgical fields. Patients faced with the prospect of a major surgical procedure must often
deal with physical and psychological challengesasaresult of treatment that are quite distinct
from those facing patients undergoing medical therapy for chronic illness. Existing
methodol ogies used in internal medicine, pediatrics, or other nonsurgical fields will fail to
capture some of the distinct aspects in surgical diseases. It is incumbent on the surgeon-
scientist to understand clinical research methodology and to develop new techniques for
addressing important research questions. Thisneed for new well-trained clinical researchers,
and original clinical research inthe surgical fields, isso great that funding agencies such as
theNational Ingtitutesof Health, the American College of Surgeons, the American Academy
of Head and Neck Surgeons, and the American Urologica Association Foundation have
specificaly alocated research funding to assist in the devel opment of physicianswith formal
training in clinical epidemiology and health services research to improve clinical research

ix



X Preface

in the surgical disciplines. This trend will no doubt increase in the coming years as the
complexity of clinical research questions further increases.

The purpose of Clinical Research Methods for Surgeonsis to provide the surgeon with
an easy-to-use guide for interpreting published clinical research. With so many articles
published even in the most arcane of surgical journals, the need to separate the wheat from
the chaff requires one to be critical when reviewing the study design and methods for each
article. Thisbook isaso intended to serve as areference guide for the surgeon who wishes
to conduct clinical research either to answer scientific, hypothesis-driven questionsor smply
to evaluate hisor her outcomes. The book itself isdivided into four parts. Thefirst provides
ageneral overview of theinfrastructure of clinical research. It describesthethought process
required for undertaking new studies and discusses both the ethical and financial issues
involved in running a clinical research unit. It should be of particular interest to young
surgeons who are about to undertake new studies. The second part describes specific study
designs and dtatistical techniques used in clinica research, whereas the third part describes
methods for assessing clinical outcomes. These two sections will be of interest to both
investigatorsinterested in performing clinical research and thosewho arejust reviewing the
literature and applying it to their practice. Finally, thelast section addresses special research
techniques and topicsthat will certainly be of interest to the activeinvestigator. Asawhole,
Clinical Research Methods for Surgeons provides insights to the clinical investigator and
clinician reading the literature.

It isour sincere hope that the text will allow the reader to have a clear understanding of
clinical research methods. However, itis<till highly recommended that the surgeon develop
collaborations with an experienced analyst or a biostatistician if the surgeon himself or
hersalf has no such expertise. Thisis no different than in basic science research, where the
mantra has been to train surgeons as“trandational scientists’ to bridge the gap between the
laboratory and the bedside. So the same appliesto clinical research wherewe need to bridge
the gap between epidemiological/statistical science and the bedside.

Although it isawaystempting for asurgeon to report hisor her “ experience’ on atopic,
it is important to recognize that this does not provide high levels of evidence and will
undoubtedly not change practice. High-quality surgical research takes time, involves
planning, and, most importantly, requires an appreciation of methods and the clinical
setting. If aclinical research project is worth doing, then it is worth doing right. Surgeons
must be open minded about learning new clinical research methods so that horizons can be
expanded and patient care improved. Failure to do so may lead surgery to become tifled
and alow other partiesto dictate the care of surgical patients. In the end, use of high-quality
clinical research methods is a necessity for the surgical discipline as our practices expand
with new basic science discoveries and new surgical techniques, and as other scientific
discoveriesabound. Thereader isencouraged to become familiar with these methods and to
incorporate them into his or her surgical practice. In this new millennium, the enlightened
clinical researcher/surgeon must command a thorough understanding of the latest
methodol ogiesfor analyzing clinical data. It isour sincere hopethat thistext will bethefirst
step in that direction.

David F. Penson, mp, MPH
John T. Wei, mD, Ms
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1 Planning the Research

Eugene H. Blackstone, MD
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WHy PLAN FOR RESEARCH?

BAsis FOrR A RESEARCH PLAN

PLANNING THE RESEARCH

REFERENCES

ApPPENDIX: CLINICAL RESEARCH PrOPOSAL TEMPLATE

1. WHY PLAN FOR RESEARCH:?

It would be unthinkabl e for a surgeon to begin an operation without first formulating
aplan. The plan has specific objectives, whether it isto remove atumor, repair atrauma-
tized visceral organ, correct acongenital anomaly, or achieveacosmeticresult. It embod-
iesatemporal sequence of implementation stepsfrom surgical incisionto closing that are
intended to achieve the objective. It should include at least immediate, if not long-term,
assessment of success of the procedurein reaching its objectives. Even before operation,
however, alternative therapies must be considered. AsKirklin and Barratt-Boyes origi-
nally pointed out, it isonly after considering the datafor alternativesthat theindications
for surgical therapy can be formulated (1-3).

Clinical research is no different: its most important key is aresearch plan. Thusthe
format of this chapter isbased on atemplate research plan (see Appendix, p. 28) that has
aproven track record in (1) achieving research objectives, (2) identifying the sequence
of purposeful stepsthat facilitates generating and disseminating new knowledge, and (3)
avoiding pitfallsthat result in unsuccessful and frustrating research experiences. Aswith
an operative plan, however, theroleof clinical research in advancing the knowledge and
practice of surgery must be appreciated, as must alternatives to pursuing that objective.

1.1. WHY UNDERTAKE RESEARCH:

It is clear that advancing the knowledge and practice of surgery is needed to:

* Better understand the underlying disease process

» Appreciate superimposition of anesthesia and surgical trauma on accompanying
acute, chronic, and genetically driven disease processes

» Generate new concepts, more effective operations, and less-invasive equivalent
treatments

From: Clinical Research for Surgeons
Edited by: D. F. Penson and J. T. Wei © Humana Press Inc., Totowa, NJ

3



4 Blackstone

Make evidence-based individual patient care decisions (4)

Obtain objective informed consent from patients for operations (5)

Improve short- and long-term surgical outcomes

Assess quality and appropriateness of care (6)

Contribute to developing a rational basis for regulatory decisions, including
addressing waysin which surgical treatment can be made more efficient, more cost
effective, and more accessible

Research is but one of several means of advancing the knowledge and practice of
surgery and achieving these goals. Specifically, patient-centered research (alsoknown as
clinical research) is particularly effective becauseit providesthe opportunity to takethe
next direct step beyond research—namely, putting into clinical practice the inferences
derived from research, a process termed “ development” in the business world.

1.2. What | s Clinical Research?

Although the definition of clinical research may seem intuitive to most clinicians, it
isstill important to specifically define the broad spectrum of activitiesthat make up this
important discipline. Inresponseto thisneed, an American Medical Association Clinical
Research Summit and subsequent ongoing Clinical Research Roundtabl e (established by
thelnstitute of M edicine) endeavored to definethe broad spectrum of activitiesthat make
upclinical research (Box 1) (7). Although by no meansasuccinct definition, itsimportant
aspectsarethat (1) clinical researchisbut one component of medical and health research
aimed at producing new knowledge, (2) knowledge gained should aid in understanding
the nature of disease, itstreatment, and prevention, and (3) clinical research embracesa
wide spectrum of categories of research.

1.3. What | sthe Value of Research?

From a patient-centered perspective, the value of research liesin its positive impact
on disease. Torealize that value, research results must be disseminated in presentations
and publications. Research that is conducted but never culminates in a peer-reviewed
publication has limited impact on patient care. The full value of published research is
achieved when investigators take a step beyond summarizing results and draw clinical
inferences translated into new patient management strategies aimed at reducing thera-
peutic failures. From a socioeconomic perspective, thereislittle doubt that the economic
valueof clinical research outweighsits costs, asdocumented inthe scholarly and sophis-
ticated set of articles collected by Murphy and Topel (8).

2. BASIS FOR A RESEARCH PLAN

Our current understanding of aviableclinical research planinthe21st century isbased
on three separate principles. Thefirst isembodied in the statement, “ L et the data speak
for themselves.” This thought hardly seemsradical today, but it turned the direction of
scientificinvestigation upsidedowninthe 18th century. Originally proposed by Sir | saac
Newton, thisthen-novel idealed to anew method of investigating the nature of natural
phenomena (9).

Newton’s method had two strictly ordered phases. Thefirst phase was data analyses,
whereby observationsof somesmall portion of anatural phenomenonwereexaminedand
dissected. The second phasewas synthesis, whereby possible causesfor the observations
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Box 1: Definition of Clinical Research

Clinical research is a component of medical and health research intended to produce
knowledge valuable for understanding human disease, preventing and treating ilIness, and
promoting health. Clinical research embraces a continuum of studiesinvolving interaction
with patients, diagnostic clinical materialsor data, or populations, inany of these categories:

disease mechanisms;

translational research;

clinical knowledge, detection, diagnosis, and natural history of disease;
therapeutic interventions, including clinical trials;

prevention and health promotion;

behavioral research;

health services research;

epidemiology; and

community-based and managed care-based research.

Source: Association of American Medical Colleges Task Force on Clinical Research. For the
health of the public: ensuring the future of clinical research. Washington, DC: AAM, 1999, p. 16.

wereinferred, revealing some small aspect of Nature (10). Hethusformalized theinduc-
tivemethod in science: valuing first and foremost the observati ons made about aphenom-
enon, then “letting the data speak for themselves’ in suggesting possible natural
mechanisms.

The antithesis of Newton’ sinductive method was the deductive method of investiga-
tion that was successful in developing mathematics and logic, but less successful in
advancing natural sciences. The deductive method began with what was believed to be
the nature of the universe (“principles’ or “fundamentals,” but referred to by Newton as
“hypotheses’), from whichlogical predictionswere deduced and tested against observa-
tions. If observationsdeviated fromlogic, the datawere suspect, not the principlesbehind
the deductions; the datadid not speak for themsel ves. Newton realized that it wasimpos-
sible to possess complete knowledge of the universe. Therefore, a new inductive meth-
odology was needed to permit use of observations of just portions of Nature, with less
emphasis on synthesizing the whole. The clinical research plan is based directly on
inductive Newtonian ideas for proceeding from observation to inference.

The second basisfor theresearch planisthe structure of ascientific paper asformalized
by Louis Pasteur. He established the“IMRD” format for reporting scientific information:
Introduction, Methods, Results, Discussion (11-13). Althoughit providesaval uablestruc-
turefor thinking about, and expressing clearly, the findings of one’ sresearch, thisformat
isalsouseful for formulating theplanfor research fromitsinception sothat it fitsneatly into
thisreporting structure. The introduction sets forth the background of the research and its
purpose. The methods identify the “material” (patients), the observations and how they
were made, and the methods of analysis. The results present some portion of the findings
of variousinvestigations. The discussion synthesizesthe resultsinto the context of what is
known about a phenomenon and draws inferences about what the research means.

Thethird basisfor the research plan is the observation of both successful and unsuc-
cessful researchendeavors. Thus, aswiththeresearch study itself, theresearch plan arises
from inferences based on observation! The research plan template presented hereisone
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that has evolved over a 40-yr involvement in clinical research, mostly as a full-time
physician-investigator, and is pragmatically focused on those aspectsthat generally lead
to success. Nevertheless, it is likely somewhat incomplete, flawed in certain respects,
more generalized than may be warranted, and reflects observer bias.

3. PLANNING THE RESEARCH

The vehicle selected to convey the ideas of planning for successful research is the
template clinical research proposal format used routinely with our surgical residents,
fellows, and faculty, and for studiesinvolving amultidisciplinary collaborative research
group. It’ sthebasisfor setting prioritiesfor research, for assigning or obtai ning resources
for conducting the study, and for initiating the study. Importantly, it servesasavaluable
tool for communication within the group and as a checklist and reality check during
conduct of the research.

The research plan is not a linear workflow document. Rather, it represents the end
result of a number of steps that include dependencies and iterative and collaborative
reevaluation in the process of its development. It cannot be put together hurriedly to get
astudy under way; rather, successof astudy dependsgreatly onthecaregiventotheplan.

Nevertheless, the research plan is not a static proposal, but one that is refined during
the course of discovery (14). Writing theinitial plan takes place over the course of afew
daysto weeks, but the processisnot protracted unduly to contemplate every conceivable
contingency. Theresearch plan ultimately formsthebasisfor internal reporting of results
of various phases of the research as well as for the content of the resulting manuscript.
The clinical research protocol template is presented in annotated outline form in the
Appendix. It is areorganized and refined version of the one presented in Chapter 6 of
Cardiac Surgery, 3rdedition (3). Thetext that followsdiscusseseach of itsel ementsinturn.

3.1. Title

Another way to approach thetitle of theresearchisto consider the question: “ Areyou
just working, or are you working on something?’ Even it itsformative stage, aresearch
study needs atitle that succinctly and accurately answers the question: “What are you
workingon?’ Thetitleshould beasshort aspossible, but must clearly reflect the question
(topic) being addressed. If thetitleisbroad, such as“Results of Coronary Artery Bypass
Grafting” or “ Esophagectomy,” thetopicislikely unwieldy and the research unfocused.
In contrast, “ Postoperative Bleeding after Cardiac Surgery: Risk Factors, Impact on
Hospital Outcomes, and Clinical Implications” isstill alarge project, but focusesclearly
on: (1) the topic (postoperative bleeding), (2) target population (cardiac surgical pa-
tients), (3) approach (risk factor analysis), (4) end points (hospital outcomes), and (5)
inferences (clinical implications). It isimprobablethat thetitle of a proposal will be that
of the finished manuscript. Rather, it will likely evolve in the process of performing the
research and then distilling its essence (15).

3.2. Contributors

Successful clinical researchisrarely accomplished without collaborators. Too often,
names are attached to manuscripts as a courtesy after the research is completed, without
meaningful input from these individuals. Indeed, Rennie and colleagues propose dis-
pensing with the notion of authorship of publicationsaltogether and adopting the concept
of contributors and guarantors of integrity of the research (16).
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Collaborators (contributors) should include fellow surgeons, and one should not shy
away from those who may hold different opinions! Because surgeons often work within
the context of somedisease-rel ated discipline, medical colleaguesand other cliniciansor
health care providersinthat disciplinelikely will add valuableinsight aswell and should
be included as key collaborators.

Quantitative scientists—in this context, those with broad expertise in analyzing the
data, including biostatisticians, epidemiologists, outcomes researchers, and possibly
those involved in bioinformatics, quantitative genetics, and other quantitative disci-
plines—should not be considered simply service providers. Rather, these contributors,
professionally trained in research design, should be brought in early in the planning
process. They can ascertain sample size and other aspects of feasibility, an essential task
in determining whether astudy should go forward. Investigatorsfrequently expend enor-
mouseffort gathering databut no effort constructing theplanfor analysis. Sometimesthis
results in such amismatch that no appropriate analysis can be performed to address the
original research question.

Datamanagement expertsareavital link between aproposal and actually having data
towork with for determining results of the study. They should provideinsight into what
variablesareavail ablefrom el ectronic sourcesand what will need to becollected denovo;
they can construct controlled-vocabulary databasesfor entry of additional data; and they
will eventually beinvolved in cleaning and formatting the datain such away asto make
them analyzable (17).

Think about each end point and whether a person expert with respect to it should be
consulted. Thismay mean imaging experts, pathol ogists, psychol ogists, immunol ogists,
and others. Often asinglemeeting withanumber of these persons, withindividual follow-
up, canimportantly enhanceaproposal. On the other hand, multiplicity of input can have
the effect of unfocusing the project or directing it along an undesirable tangent; advice
has to be sifted! Thisis best done at the end of such a meeting, so that there is general
agreement on “next steps’” and who will be responsible for taking them. In thisway, the
roles, responsibilities, and expectations of each contributor are established.

3.3. Research Question

Themost important ingredient for successful researchisawell-framed research ques-
tion. This is sometimes called the study objective, aim, purpose, or hypothesis. The
research question must be well formulated, clearly stated, and focused. Examples of
poorly focused questions are:

* What is our experience with tracheostomy?

» Why don’t you look up our experience with postinfarct ventricular septal defects
(vSD)?

* Ispositron emission tomography (PET) any good?

In each of these cases, several interesting, focused questions could have been asked
that would lead to successful research. For example:

 Tracheostomy

a. What isthetime-related mortality of patients who receive tracheostomies after
aspecified surgical procedure?

b. What factors are associated with tracheostomy after a specified surgical proce-
dure?
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c. Can subgroups of patients beidentified for whom tracheostomy isafutileinter-
vention and others for whom results are favorable?

d. Has changing technique of tracheostomy from rigid to flexible tubes reduced
tracheal stenosis?

 Postinfarct VSD

a. What factorsinfluence the interval from infarction to VSD development?

b. What are the patient and procedural risk factors for time-related mortality after
postinfarct VSD repair?

c. Whatisthe predicted survival of patients who have been turned down for repair
of postinfarct VSD compared to actual?

. PET

a. What isthe sensitivity and specificity of PET in detecting clinical stage of lung
cancer?

b. What isthe work-up bias-adjusted diagnostic value of PET in various stages of
working up lung cancer (16,18,19)?

c. DoesPET add diagnosticinformation over and abovethat from spiral computed
tomography of the chest?

The research question should be revisited, revised, restated, and kept uppermost in
mind throughout the study and its eventual presentation. The study cannot be initiated
without thisstep, becausethe study group, end points, variables, analyses, and feasibility
al depend onit.

Research questions arise from clinical observations, often from clinical failures the
surgeon feels helpless to prevent in future patients. Counsell suggests that some of the
most relevant questions are those asked directly or indirectly by patients (20). Their
questions often relate to their disease (diagnosis), expected survival (prognosis), treat-
ment options (treatment eval uation, preventive measures), and whether the latest “ cure”
they have heard about is any good (therapeutic comparisons).

3.3.1. WHAT TyPes oF RESEARCH QUESTIONS SHouLD BE AsKED?

There are various types of research questions. For statisticians, the type of question
often suggests an appropriate “experimental design.” What follows is a general tax-
onomy of the types of research questions that can be addressed.

3.3.1.1“Islt True?”

One of the pillars of scienceistestability. Thus someresearch isaimed at confirming
observations of other investigators. When such a study is focused on confirmation and
acaseismadethat confirmationisimportant, thisisaworthy type of study to pursue. An
important class of confirmatory study ismeta-analysis of randomized or nonrandomized
studies or of individual patient data (21-24). However, too often, confirmatory studies
are redundant, reflecting inadequate preparation of the research plan in identifying key
literature citations or failure to consult knowledgeable colleagues.

3.3.1.2. “What Isthe Truth?”

Sometimesresearchispursuedto question “conventional wisdom” or what hasbecome
established knowledge. If, as some of us suspect, amajor failing of published studiesis
underpowering (insufficient data), then thereis plenty of room for studies that focus on
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factors that were not found to be associated with outcomes, those not accounted for in
previous studies that may make a difference in inferences, or those that reflect what is
believed to be flawed thinking. An important class of such studies is elucidation of
confounding variables and surrogate end points (25). A confounding variableisonethat
is associated with both the primary variable being studied and one or more end point of
interest in such away asto distort relationships, falsely magnifying or suppressing real
relationships and biasing inferences (26). A typical exampleisthe apparent association
of alcohol intakewith laryngeal cancer that may spuriously represent acausal relationto
cigarette smoking. This comes about because patients who drink often smoke. A legiti-
mate avenue of research may beto raise the question of confounding with new informa-
tion that attempts to measure and account for it.

3.3.1.3. “Is It Better (Different)?”

Clinical trialsgenerally are comparative studies of two or more treatments, including
surgical vsmedical strategies. Increasingly, special statistical techniques are being used
for making causal inferences based on observed data (27—30). The claim of developers
of thesetechniquesisthat they bridgethe gap betweenidentifying mereassociationswith
outcome and discovering causation (30). These techniques can be useful when it is not
feasible to perform arandomized clinical trial because of patient resistance to random-
ization (whichisoften the case with surgical trials), high costs of performing arandom-
izedtrial, or other barriers. Although thesetechniquescan eliminate some of theselection
bias commonly seen in observational studies, it is quite difficult to eliminate all con-
founding from surgical studies given the unique nature of the intervention.

3.3.1.4. “What Don’t We Know?"

There are huge gapsin medical knowledge, and afundamental purpose of researchis
tofill oneor moreof these gaps. M ost variabl esassoci ated with disease, itstreatment, and
its outcome represent weak associations or surrogates for causes and mechanisms (31).
Thus there are many gaps in knowledge to fill. It is not surprising, then, that reviewers
of manuscripts are generally asked whether the research is “new.” The goal for most
clinical research studies should be discovery of something novel. Theintroduction of the
50-word (maximum) ultra-miniabstract into The Journal of Thoracic and Cardiovascu-
lar Surgery (15) was to encourage authors to identify for readers (and reviewers before
them) the essence of their study—what isnew, what has been discovered, what question
has been answered, and what gap in knowledge has been filled?

3.3.2. SIGNIFICANCE AND RELEVANCE OF THE RESEARCH QUESTION

Thisraisestheimportant issue of the significance and relevance of the research ques-
tion. Knowledge for knowledge' s sake isvaluable. However, clinical research is gener-
ally focused on knowledge that is hoped to improve outcomes for patientsin the future.
Thusaresearch question may bewell focused, but if no one careswhat the answer is, the
research will likely fail, either from lack of support or rejection of the ultimate manu-
script. Thus onetest of agood research question is clinical relevance, which translates
into the importance attached to the answer among those experienced in the field.

3.3.3. WHAT I s THE NEXT STEP IN THE RESEARCH?

After aresearch question has been identified and answered, the researcher may ask,
“What isthenext logical step?’ Many studiesturninto asequence of studiesthat examine
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different aspectsof aphenomenon, with each research question arising fromtheprevious
study. For example, in aprotracted series of studies, we examined the natural history of
tetralogy of Fallot (32), primary vs staged repair (33), quantitative relations of somatic
growth and pulmonary valve and artery growth (2), prediction of postrepair pressureson
the basisof angiography for surgical decisionmaking (34), thestatusof pulmonary artery
arborization in tetralogy with pulmonary atresia (35), and so forth. In no case did we go
back and repeat astudy; rather, onestudy naturally led to another inasequenceof “logical
next steps.”

It isdifficult to provide any general advice about how to recognize the “next logical
step or steps” other than the following observation: it is not uncommon in the course of
pursuing aresearch study that the assumptionsor knowledge base on whichthe study was
thought to be groundedisfound to befaulty or incomplete. A decision then must be made
asto whether the next logical step isto take astep backward and fill in those gaps before
pursuing astudy further, or to continue the study and come back later tofill in details, or
to pursue multipleleads simultaneously. Another observation isthat astudy often raises
questions that naturally lead to new research. For example, in the study of repair of
tetralogy of Fallot mentioned previously, differences were found in outcome between
those with and without pulmonary atresia, leading to questions about the subgroup with
pulmonary atresia that became the next logical step. A study of an interesting
echocardiographic marker of outcome may lead to a quantitative 3D image reconstruc-
tion study to further clarify the findings.

3.3.4. | s THE REsEaARcH WELL ALIGNED?

Even when aresearch question is good, the research may be doomed if it is pursued in
an environment that is not well aligned with the clinical interests of the investigator. A
vascular surgeon asking important research questions about the thoracic aortain collabo-
ration with cardiovascular surgeons has well-aligned research and clinical interests. In
contrast, an obstetrician studying myocardial protection during heart surgery has mis-
aligned research and clinical interests. The ideas may be good (isn’'t aslowly contracting
uterus just a slow-motion analog of the pregjection phase of heart contraction?), but cred-
ibility of theinvestigator to thosein heart surgery may preclude seriousconsideration of the
work. Similarly, colleagues may question why he or she is not addressing pressing ques-
tionsin obstetrics! On the other hand, a collaborative study of fetal cardiac surgery by this
obstetrician and a cardiac surgeon represents the interface of disciplines, and it is such
interfaces that generate the most exciting research ideas and discoveries.

3.4. Background

No matter how novel the research, it does not take place in a knowledge vacuum. A
thorough review of what is known about the research topic has several purposes. First,
from textbooks, literature, or discussions with collaborators, it provides an overview of
the context of theresearch. For example, if oneisproposing areclassification schemefor
esophageal cancer, it would be important to acquire an overview of esophageal cancer
and its treatment as well as current staging classification and its perceived difficulties.

Second, review of what isalready known establishes the status of the specific area of
research. Some areas are so overresearched that it may not be possible to propose any-
thing novel. An example is the status of the field of myocardial protection in cardiac
surgery, for which there are tens of thousands of publications. In such a case, a recent
textbook or in-depth review article may be most hel pful inidentifying remaining gapsin
knowledge, followed by apinpoint search of literature rel evant to the proposed research.
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Third, athorough review of the existing knowledge is needed to ascertain whether
research mirroring what you have proposed has already been done. If so, and the
conclusions have been confirmed, life is too short and the literature too replete to
undertake a redundant study. On the other hand, you may think thereis valid ground
to question what has been done or the approach taken, in which case theresearch isno
longer redundant.

Fourth, areview of the existing knowledge reveals how others have approached this
or similar questions. What data have been gathered? Have important correlates or asso-
ciations with outcomes been identified? What data analysis methods have been em-
ployed? At the same time, be cautious about insisting on using substandard research
methods simply because they have been used in the past. For example, in ascertaining
clinical status of patients after surgery, it was once common practice to record and
analyze just the status at last follow-up. Preoperative and postoperative status was then
simply compared. Such an approach to data is flawed because (1) it ignores possible
temporal changes in status; (2) if temporal changes are considered, it assumes
overoptimistically that asingle assessment of each patient will givean accuraterepresen-
tation of individual temporal changes; (3) it does not use all the available data from
previousfollow-ups; and (4) it likely ignores death as a censoring mechanism (no longer
able to ascertain status). There are important new analytical methods that permit great
insight into the pattern of temporal outcomes (36,37).

Other egregious examples not to emul ate i nclude dichotomi zation of continuousvari-
ablesandfailureto recognize skewed distributionsof continuousvariables(such asmany
laboratory values, length of stay, and financial data). Helpful information on how to
assess such mattersin detail has been provided by Ferraris and Ferraris (38), who refer
to agrowing literature on misuse of statistical methodsin even the best medical journals.

3.4.1. How 1o REVIEW THE EXISTING KNOWLEDGE ON A RESEARCH ToPIC

Aswith performing adifficult operation, the surgeon-researcher must have astrategy
for reviewing the existing knowledge about a specific research question. There are a
number of resources researchers should consider when developing their strategy.

3.4.1.1. Contributors

In discussing aproject seriously with collaborators and colleagues (one of the keysto
successful research), you should poll them for what they believeto be the key references
relevant to the proposed research. If one or more of these contributorsisasenior person,
he or she may also be able to bridge the gap to older literature that may otherwise be
overlooked from thefal se assumption that the most important work isrecent work. A few
relevant references may lead you to other specific relevant references.

Contributorscanalsoidentify individualsoutsideyour institutionwho areactiveinthe
particular field of research. Performing asearch of thoseindividuals' papersand of some
of their references may quickly lead to a set of key references without the necessity of a
general literature search.

3.4.1.2. Reviews and Textbooks

Although it may be argued that review articles and textbooks are out of date the
moment they are published, these should betreated asaprimary resourcefor anoverview
of the research context. They also are asource of individual citationsthat may deal with
amore focused aspect of the picture that is relevant to your proposed research.
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3.4.1.3. Medical Librarians

Particularly if your proposal isan observational study of theliterature(acommonform
of meta-analysis) (24) or athorough review of theliterature, amedical librarianisindis-
pensable. Inthistypeof research, acomprehensiveliterature searchisnecessary. Medical
librarians are trained in eliciting the many key words that result in a sophisticated and
complete literature search. It is rare that a physician is sufficiently familiar with this
linguistic search process to perform an adequate search (20).

3.4.1.4. Online Search

The National Library of Medicine (NLM) in the United States hosts a web-based
publicly accessible system to search its many online databases. “ Gateway,” accessed at
http://gateway.nlm.nih.gov/gw/Cmd, is more comprehensive than its NLM companion
PubMed®, found at http://www.nchi.nlm.nih.gov/entrez/query.fcgi, but has alessintui-
tive syntax for searching. Sourcesof information used by Gateway in searching arelisted
inTable 1. Referencemanagerssuch asEndNote®, which areessential tool sfor preparing
manuscripts, can access these and several other online bibliographic sources, accurately
download citations and abstracts, and format them as required by various medical jour-
nals. Another online resource is standard Web search engines. These are sometimes
valuable, but filter far less specifically than NLM databases.

3.4.2. How 10 SYNTHESIZE THE COLLECTED | NFORMATION

After obtaining an overview fromreview articlesand textbooks, studyingtheliterature
references provided by collaborators and colleagues, and reviewing the references of
those knownto be activein thefield, you areready to tackle the sometimes daunting task
of sifting through thelong list of references provided by thelibrary or generated by online
searches. Y ou need a strategy to expedite thistask. | suggest a multiple-pass approach.

Pass1: Titlescan. Quickly scan articletitles, discarding those clearly not relevant to
the specific research question.

Pass 2: Abstract scan. For those articles not discarded in Pass 1, view the abstracts.
Y ou need to read only the first line or two and the conclusions.

Pass 3: Detailed abstract review. Read the entire abstract of those deemed relevant
in Pass 2. Thiswill further narrow the list.

Pass 4: Synthesis of theliterature. This passisnot yet a careful dissection of indi-
vidual references. Depending on the nature of the research, you are looking for:

» Knowledge that has been generated and seems true

» Gapsin that knowledge

* Inferences that you question

» Methods used in formulating the study group (see Chapter 8), gathering values for
variables, and analyzing the data

 Duplication of the study you have proposed (in which case you may abandon the
study, recognize that there has been no independent corraoboration of the study, or
question the study)

Y ou arealsointerested in quickly ascertaining the quality of thearticle. Thehigher the
quality, the more valuable the background information it provides. This can be deter-
mined from the following:

* Credihility of the reference (which may be based oninstitution or authors and their
known contributions to the field, as well as more objective information such as
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Table 1
Sources of Information Searched When Using
the National Library of Medicine’s Gateway Web-Based System

Category Collection

Data Type

MEDLINE/PubMed
OLDMEDLINE

Journal citations

Books/serials/AVs  LOCATORplus

Consumer health MEDLINEplus

Health Topics

MEDLINEplus
Drug Information

MEDLINEplus
Medical Encyclopedia

ClinicalTrials.gov

DIRLINE
Meeting Meeting abstracts
Other HSRProj

Journal citations, 1966 to present
Journal citations, 1953-1965

Catalog records for books, serials,
AV materials

Health information from NIH and
other sources

Generic and brand name drug information

Articles about diseases, tests, symptoms,
injuries, and surgeries

Information about clinical research studies

Directory of health organizations
Meeting abstracts on selected subjects

Health services research projects in progress

Abbreviation: AV, audiovisual.

MEDLINE® (Medical Literature, Analysis, and Retrieval System Online) istheU.S. National Library of
Medicine’'s (NLM) bibliographic database, containing morethan 12 million referencesto journal articlesin

life sciences with a concentration on biomedicine.

OLDMEDLINE contains citations published in the Cumulated Index Medicus from 1960 through 1965
and inthe Current List of Medical Literature from 1953 through 1959. OLDMEDL INE coversthe fields of
medicine, preclinical sciences, and allied health sciences.

LOCATORplusistheNLM’ sonlinecatal og, including morethan 800,000 recordsfor books, audiovisuals,
journals, computer files, and other materialsin the library’s collections.

MEDLINEplusisthe NLM’sweb site for consumer health information.

ClinicalTrials.gov is a registry of clinical trials for both federally and privately funded trials “of
experimental treatments for serious or life-threatening diseases or conditions.”

DIRLINE (Directory of Information ResourcesOnline) isthe NLM’ sonline database containing location
and descriptiveinformation about awidevariety of organizations, research resources, projects, and databases
concerned with health and biomedicine.

Meeting Abstracts contains meeting abstracts from the former AIDSLINE, HealthSTAR, and
SPACELINE databases. It also includes new meeting abstracts on AIDS/HIV, and meeting abstracts from
the Academy for Health Services Research and Health Policy (formerly the Association for Health Services
Research), the International Society of Technology Assessment in Health Care, and the Cochrane
Colloguium annual conferences.

HSRProj provides project records for health services research, including health technology assessment
and development and use of clinical practice guidelines.

number of patients, duration and thoroughness of follow-up, comprehensiveness,
and sophistication of statistical analysis)

» Ageof thereference (although one must be cautiousabout assuming that morerecent
references are more valuable)
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* Source of the citation (prestigious general medical journal such as The New En-
gland Journal of Medicine or Lancet, specialty journal with ahigh Science Cita-
tion Index®, journal with known lesser standards of review, non—peer-reviewed
citations, and letters to the editor)

» Editorials accompanying the article (or printed discussion)

Thisfourth passthrough the references should provide candidate articlesfor selecting
“key” referencesyou deem most rel evant to your proposal, of highest quality, and semi-
nal inthefield. Thesearethearticlesfromwhichyouwill select thosethat needtobecited
inthe Discussion section of your eventual article. Itisrarefor thereto be morethan about
adozen or two such references, and sometimes there are only one or two.

Pass5: Thorough study of key refer ences. Key references should beread carefully,
using the techniques cited by, for example, Ferraris and Ferraris (38), even though they
have slanted their recommendationstoward thethoracic surgery literature. They suggest
asking three questions:

» Arepositiveresultsreally positive? They notethat thereisabiastoward publication
of positiveresults, and that most errorsinthemedical literature occur in articlesthat
contain positiveresults. Y our task isto ascertain as best you can what istrue. They
give some hintsasto how to makethat assessment: (1) looking at theway end points
have been measured, (2) looking at the explanatory variables collected, (3) looking
at the statistical analyses used, and (4) looking at interpretation of apparently small
p values.

» Arenegativeresultsreally negative? Underpowered studies|eading to false-negative
results identify a course for novel discoveries.

* Isthere any evidence of bias? Thisis a particular challenge in analyzing clinical
experience rather than randomized trials.

Their admonition isto be certain of positive results, be skeptical of negative results,
and assume bias exists. It is probable that some key references will be set aside. Others
will be cited in the eventual manuscript, with comments on why their inferences may be
different from yours.

Having digested therelevant backgroundinformation, the research question should be
revisited. Sharpen it, change it, or abandon it!

3.5. Study Group Definition

What is the appropriate study (patient) group pertinent to answering the research
guestion? To hel p answer thisquestion, consider the characteristics of future patientsfor
whomyour study’ sinferenceswill likely berelevant; that is, how you hopethe study will
be generalized. Those characteristics should be used to define inclusion and exclusion
criteria.

Although there are infinite gradations, it is useful to discuss polar approaches to
defining the study group as“lumping” and “splitting.” A lumper seeksto encompassall
possibly relevant patient subsets. Thusthis person may ask theresearch question: “What
aretheincidencesof time-related events after heart valve replacement and what aretheir
modulating (risk) factors?’ The lumper would includein the study all patients undergo-
ing heart valve replacement in any position and with prostheses of any type. The matters
of position and typewould be considered potential modulators. A splitter seeksto narrow
the focus of the study to homogeneous groups of patients. Thusthis person would focus
on cryopreserved allograft aortic valve prostheses inserted as aroot in patients 75 yr of
age or older.
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There are advantages and disadvantages to each of these approaches. Thelumper will
produce a manuscript that is more of an overview (the danger being information content
overload and superficiality), makes the important contribution of finding either that
certain groups cannot be combined or that they should be combined, and has the advan-
tage of larger numbers. The splitter will produce a more specific manuscript that will
likely have greater depthinacircumscribed area. However, the numberswill besmaller,
producing underpowered negative findings. The limitation may also not allow trendsto
beidentified (such aswith age), because the morerestricted the range, the more difficult
it isto resolve trends. These two approaches represent, in a sense, the clinical research
dilemma of the Heisenberg Uncertainty Principle—depth and breadth are likely not
achievable simultaneously.

3.5.1. INcLusioN CRITERIA

If you are identifying patients from electronic sources, formal search logic must be
generated. Notethat at thisstageyou are not identifying the variablesyou wish to extract,
but the patients you wish to study. For most surgical studies, you will need to define
accurately the surgical procedure performed (statisticians might call this the exposure)
and often thetype of diseasefor which it was performed. For example, search criteriafor
esophagectomy may befor (1) cancer or some specific stage of cancer, suchassuperficia
carcinoma of the esophagus, or (2) benign disease, such as achalasia. Inclusion criteria
may also include nonsurgical, nondisease criteria, such as patients 18 and older, diabet-
ics, patientsin heart failure, or elective operations.

3.5.2. ExcrLusioN CRITERIA

Inclusion and exclusion are two sides of the same coin, although for ease of commu-
ni cation, specific exclusion criteriamay be established. These could be characteristics of
the operation (e.g., excluding patients undergoing any concomitant procedure), disease
(excluding those with metastatic tumors), or patient (excluding those onrenal dialysis).

3.5.3. IncLusiVE TIME FRAME

Definition of a study group must include the time frame within which all patients
meetinginclusionand exclusion criteriawill beidentified. For surgical studies, generally
thiswill be the interval during which patients were operated on. Avoid “strange” time
frames such as January 1, 1990, to April 23, 2003. Taking the study to the nearest year
or half year avoids suspicion on the part of a reader of the eventual manuscript that
something bad happened after that date and you are hiding it.

Having defined the ending time limit, the question arises asto the earliest operation that
will be accepted. If you want to study long-term persisting or recurring hypertension after
neonatal coarctation repair, you cannot limit your study group to the most recent patients
operated on. Y ou may object that “ everything has changed” in the approach to operation.
If youreally believethat thereisnorel ation betweenwhat hastranspiredinthe past and what
isbeing done today, then you will have to wait afew yearsuntil sufficient time has passed
to obtain meaningful dataand hopein the meantimethat the technique of operation has not
“completely” changed once again. Of course, the obvious dternative isto have somefaith
in the continuity of nature (39) and take the changes of technique (or the surrogate of date
of operation) into account in the analyses.

3.5.4. CompaRISON GROUP

The most common failing in defining the study group is to forget about a com-
parison group. Any time you wish to infer that something is better or changed or
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different, the question to ask is*“than what?” Thisis called “numeratorsin search of
denominators” (39).

Therehasbeen alimited repertoire of techniquesfor making meaningful comparisons
on the basis of clinical experience other than formal randomized clinical trials and mul-
tivariable adjustment. Development of balancing score techniques (such as the propen-
sity score) with exquisite pati ent matching has changed this(27-30, 40, 41). Now, aslong
asoperationsare not absol utely systematically applied, at |east some degree of compen-
sation for confounding from patient selection ispossible. Indeed, these tools are particu-
larly suited to discovery of the nature of selection biaseswhen criteriaare not explicit or
are heterogeneous. What cannot be adjusted for is selection criteria based on clinical
variablesnot recorded or extracted from the medical record. It isthisbias protection that
is provided by randomized clinical trials (42).

Itisworth noting that thoughtful consideration of inclusion and exclusion criteriaand
comparison groups provides another opportunity to refine the research question. Onthe
other hand, if you find that essential criteriato identify agroup of patients are not avail-
able becausethey are not in electronic format or have not been recorded systematically,
adifferent research question should be pursued. For example, you may have been inter-
ested inthe sensitivity and specificity of PET scansfor lung cancer, but if your institution
does not do such scans, you need to redefine your research question, perhaps directing
itto spiral computed tomography. Y ou may beinterested in mitral valverepairin Marfan
syndrome, but if for some reason the syndrome has not been systematically coded or
recorded, you need to refine your research question to some aspect of mitral valverepair
that does not depend on knowledge of Marfan syndrome.

3.6. End Points

End pointsisasynonym for outcomesor resultsof asurgical procedureor inthe group
of patientsthat you propose studying. In some statistical analysis settings, asynonymis
dependent variable. Each end point must relate and contribute to answering the study
guestion. Thisstatement may seem obvious, but acommonfailingisto decidethat “ while
| amthere,” | might aswell collect thisend point and that end point. John Kirklin called
this the “Christmas tree effect.” It is deadly to clinical research success for several
reasons. First, gathering dataconsumesasmuch as80% of study resources. |f anend point
is not needed for answering a question, bypass it for economy’s sake. Second, every
additional variable collected increases the risk of introducing errors unless the same
amount of vigilance against data errorsis expended on each item. Third, in assembling
datasetsfor statistical analysis, preparation and codeiswrittenfor every item; if someend
points are not used, this wastes data preparation time. What you want are high-quality,
believable, reproducible end points that are clearly relevant to answering the research
guestion.

Define each end point exactly and reproducibly. Make no assumptions, but be ready
to compromise. For example, if you want to study some particular mode of death, be
advised that worldwide there are fewer and fewer autopsies being done, and death cer-
tificate causes or modes of death are often inaccurate (43). Instead, all-cause mortality,
although possibly less specific, is less subjective and may serve well in answering the
research question.

Itisimportant to plan how each end point will beassessed in every patient in the study.
If time-related survival isthe relevant end point, follow-up questionnaires may need to
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bedevisedfor activefollow-up, or death registriesconsulted for passivefollow-up. Inour
experience, the most difficult end pointsto assemble accurately for appropriate analyses
are time-related events. Although such end points seem straightforward, they are not.
They generaly require active follow-up of patients, which is time consuming. They
require accurate capture of the date of occurrence. Thusit isworth pausing to consider
what isneeded for such an analysis. For any time-rel ated end point, three questions must
be answered for each patient: (1) What isthe event? (2) When istime zero? (3) Who is
at risk?

3.6.1. WHAT Is THE EVENT?

Defining the event for an analysis may be straightforward, such as death from any
cause. However, some “events’ are processes. For example, time-related renal failure
after an operation may reflect a sudden event or a gradual process. In such cases, a
surrogate event may be created, such as the date of first institution of renal dialysis.
Importantly, for those experiencing the event, its date of occurrence must be recorded;
for those not as yet experiencing the event, the last date of active follow-up must be
recorded (more details of the data requirements for time-related analyses are given in
Chapter 6 of Cardiac Surgery) (3).

Processesthat can be measured at multipletimes are best studied by longitudinal data
analysesrather than time-to-event analyses, and al| observations of the processshould be
recorded, including every date of observation. Some events may be ephemeral, such as
paroxysmal atrial fibrillation. Analysis of such events, which are difficult to date, may
require longitudinal analysis of prevalence in a group of patients from a series of elec-
trocardiograms rather than a time-to-event analysis (44).

3.6.2. WHEN Is TIME ZERO?

The moment a patient becomes at risk of experiencing the event of interest is called
time zero. For patientswho undergointerventions such asasurgical procedure, timezero
is often the time of the procedure. Under many circumstances, however, defining time
zeroisnot so simple. For example, itisnot easy to date the onset of acancer or periphera
vascular disease, although it may be easy to identify the date symptoms developed or a
diagnosiswas made. Because these occur at various stages of the disease, the state of the
diseaseat “timezero” needstoberecorded. Techniquestowork backward fromdiagnosis
to onset have been developed, and areimportant, for example, in thefield of HIV infec-
tions (45).

3.6.3. WHo IsAT Risk?

Patients remain at risk of experiencing the event from time zero to either the occur-
rence of the event or the time at which they no longer can experiencethe event; thel atter
are called censored observationsfor historical reasons. Defining who is at risk demands
thought. For example, if the event isreoperation for bioprosthetic structural valve dete-
rioration, then patients receiving amechanical prosthesis are never at risk. Thisdistinc-
tion may not be obvious to a statistician asked to analyze structural valve deterioration
as a time-related event, unless the surgeon-investigator explains it in detail. In this
example, patientsreceiving abioprosthesisal so becomenolonger at risk of thisevent the
moment the bioprosthesisis explanted for other indications. They are permanently cen-
sored at that point. Note that if a repeating morbid event is being analyzed, such as
transplant rejection or stroke, patients continueto remain at risk after each occurrence of
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the event until they are censored by death, end of follow-up, or, for these examples,
retransplantation or removal of the valve prosthesis.

3.7. Variables

Somewhat artificialy, end points have been discussed separately from variablesthat may
either influence end pointsor be confounded with them. Thisartificiality isuseful, however,
and the text that follows focuses on variables that may be associated with end points.

No study iswithout heterogeneity and potential sources of selection and other forms
of bias. Thusstudy of end pointsunadjusted for variablesrepresenting thisheterogeneity
isoftennot sufficient. Thismay benecessary for randomizedclinical trials, althougheven
for them, it isimportant to examine possible modul ating variables that may render treat-
ment effective in one subgroup and harmful in another (46).

Ability to account for heterogeneity islimited, however. If oneisstudying binary (yes/
no) end points, the effective sample size is number of events, not number of patients. I
one follows the general rule that one can only reliably identify onerisk factor (variable
associated with outcome) per 10 events (47,48), and there are few events, it may not be
possibleto achievegood risk adjustment. If two treatmentsare being compared, however,
it is possible to achieve considerable risk adjustment with just a single factor—the pro-
pensity score (27,40,41,49-52).

Thewordsvariable and parameter are often used interchangeably, although they are
actually antonyms. An attribute of athing that can take on different valuesfrom onething
to another is called avariable. For example, systolic blood pressure is a variable whose
value differs from patient to patient. In contrast, a constant used to characterize some
attribute of apopulation, such asamean value, iscalled aparameter. One generally uses
asample of patientsto estimate such constants. These constants are commonly (but not
always) designated by letters or symbolsin mathematical equations called models. Per-
haps the most familiar parameter is mean value; another is standard deviation. Each of
these is a parameter in the equation (or model) that describes the Gaussian distribution.

Just as accurate and reproducible (precise) definitions must be established for end
points, the same is true for al variables in a study. Often, but not always, variables
existing in electronic sources will have a companion data dictionary that defines each
variable both clinically and electronically. Thisis called metadata (53). However, defi-
nitionsmay evolveover time. Soitisalsoimportant to know what avariable meant at one
time and how that definition has changed. Variables may be classified according to (1)
their role in a study, (2) temporal occurrence, and (3) the nature of their values.

3.7.1. CLassIFICATION BY RoLE

V ariables can be grouped with respect to their rolein astudy. A common grouping is
that used in this chapter: (1) dependent variables and (2) explanatory variables. Depen-
dent variables are the study end points, also called the result or the response or outcome
variables. In simple multiple regression, such as size of children as a function of size
of parents, the dependent variable is size of children, which mathematically appears on
the left side of the equals sign, and the explanatory variable is size of parents, whichis
on the right side of the equals sign. In analysis of dichotomous non-time-related end
points, the dependent variable is synonymous with an indicator or response variable for
occurrence of the event. In time-related analysis, the dependent variable is the distribu-
tion of times to an event, although the indicator variable (such as death) is often cited
inaccurately as the dependent variable.
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Explanatory variables are characteristics examined in relation to an outcome. Alter-
native names include independent variables, correlates, risk factors, incremental risk
factors, covariables, confounders, and predictors. Noimportant statistical propertiesare
implied by any of these alternative names. Theleast understood isindependent variable
(orindependent riskfactor). Somemistakenly believeit meansthevariableisuncorrel ated
withany other variable. All it describesisavariabl ethat by somecriterion hasbeenfound
to be associated with outcome and to contribute information about outcome in addition
to that provided by other variables considered simultaneously. The least desirable of
these termsis predictor, because it implies causality rather than association.

3.7.2. CLASSIFICATION BY TEMPORAL OCCURRENCE

Explanatory variables may be usefully classified as (1) those available before time
zero, (2) those available during treatment, and (3) those that occur after time zero. This
classification is particularly useful for studiesinvolving interventions, in which time of
intervention serves to differentiate the temporal availability of data.

Variables available before time zero are patient characteristics and diagnostic testing
results available at the time of “entry” into a study (for example, preoperative factors).
They are called baseline values for variables. Because they are available at the time of
decision-making, they can be incorporated into analyses whose purpose is to provide
strategic decision support. Perhaps controversial isthe claim that baseline variables can
include a number of features of the intended procedure; | include this category of vari-
ablesas"baseling” becauseit isknown (or isbeing discussed with the patient) at thetime
of decision making before time zero.

Variablesavailable during treatment include those rel ated to detail s of theimmediate
operation being performed. If oneiseval uating the operation, then surely these, too, occur
before time zero and, thus, any end point; however, they are unavailable at the time of
patient decision making.

Variables that become available after time zero are often called time-varying
covariables. They may be end points themselves, but often they represent changes in
patient condition that one wantsto eval uate with respect to outcomes. Examplesinclude
surgical complications, interim eventsthat happen during follow-up, such asoccurrence
of a myocardial infarct or stroke, institution or withdrawal of medication, or further
surgery. Although it would seem obviousto take such variablesinto account in analyzing
end points, they areanal ytic nightmares! For exampl e, one of theassumptionsunderlying
most analyses of time-related eventsis that times of occurrence of all other events are
uncorrelated with one another; these time-varying covariables tend to be confounded
with the outcomes—may even be surrogates for the outcomes—and this confounding is
not easily accounted for by readily available analytic methods.

3.7.3. CLASSIFICATION BY VALUE

Variablesareusefully classified according to the nature of theval uesthey can assume.
Each class of variable implies different waysin which they are expressed and analyzed.
Thevarious classes of variables are discussed | ater in thisbook in the chapter on biosta-
tistics (Chapter 8).

3.7.4. ORGANIZATION OF VARIABLES

Medical organization of variablesiskey both to communication with those analyzing
the data and to meaningful dataanalysis. Following is an example organization scheme
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for variablesif onewere engaged in clinical research related to cardiac surgery. Thelist
iseasily translated to other surgical specialties. Under each of the following heads, one
would specify the variables available for the study.

Demography: e.g., age, height, weight

Clinical condition: e.g., New York Heart Association functional class, Canadian
Angina Class, presence of cardiogenic shock, evolving myocardial infarction

M or phology: e.g., segmental anatomy of congenital heart disease, echocardiographic
findings, coronary angiographic estimates of stenosis

Cardiac-related comor bidity: e.g., left ventricular gjection fraction, left ventricular
dimensions and mass, associated dextrocardia

Noncardiac comor bidity: e.g., diabetes, peripheral vascular disease, hypertension,
history of stroke, degreeof carotid artery occlusion, chronic obstructive pulmonary disease

Surgical details: e.g., number of distal coronary anastomoses, use of internal thoracic
artery to bypass stenosis of the left anterior descending coronary artery, stapling of left
atrial appendage

Concomitant procedures. e.g., simultaneous carotid endarterectomy, mitral valve
repair, pulmonary vein isolation for atrial fibrillation

Support mechanisms: e.g., on pump, off pump, duration of cardiopulmonary bypass,
use of retrograde cardioplegia

Experience: e.g., date of operation, surgeon, institution

3.7.5. VALUES FOR VARIABLES

To analyze data, values must be obtained for variables. These come from two main
sources. electronic and non-€electronic.

3.7.5.1. Electronic Data Sour ces

Unless you have a small number of patients, there must be some way to identify the
proposed study group, and these daysthisgenerally meansan el ectronic source of at least
some patient data. Themost fundamental systemisasimpleregistry consisting of asmall
amount of information about all operations (a full discussion of the various types of
databasesavailablefor researchisincludedin Chapter 11 of thisbook) (54, 55). For many
years, our group at the University of Alabama at Birmingham was productive using a
system in which basic demographic information, disease, and type of surgery were kept
in aretrievable fashion along with accessible key documentsthat included copies of the
patient’ sdemographic profile (“admission slip”), diagnostic test reports, operative note,
discharge summary, and follow-up information. Detailed values for variables had to be
extracted “by hand,” but the system was inexpensive and effective.

A step up from asimpleregistry isadisease-oriented registry database based on a set
of corevariablesidentified by national or international specialtiesor governmental agen-
cies(56). Inthoracicand cardiovascular surgery (57) aswell asinterventional cardiol ogy
(58), such databases, and even the softwarefor them, have been established bothin North
Americaand Europe.

Rarely, institutions (e.g., Duke University, Cleveland Clinic) have maintained com-
prehensive disease-oriented combined registries and research data repositories that are
prospective and nearly concurrent with patient care. These are expensive to maintain.
They havetheadvantage, however, of providing readily avail abl e dataabout demograph-
ics, disease, operations performed, and patient comorbid conditions that are a useful
starting point for many typesof research. Generally, one must supplement thesevariables
with ones focused on the purposes of the study.
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If variablescome from additional electronic sources, one must assessthereliability of
the values for the study’s key variables. Complete audit may be necessary. It is aso
possiblethat fromregistry audits, sampling of medical records, or degree of missing data,
onemay beabletoidentify asubset of variablesneeding comprehensiveverification. For
this, range checks, attention to units of measure, and correlation (such as height with
weight) canassistinidentifyingincorrect data. Further discussion of databasesinresearch
isincluded in Chapters 6 and 11.

3.7.5.2. Non-Electronic Sour ces

For many studies, at | east somevaluesfor variableswill beunavail ablefrom el ectronic
datasources, or availableel ectronic sourceswill not contai n up-to-dateinformation, such
ascurrent cross-sectional follow-up. Thisrequires devel oping adatabasefor their acqui-
sition or extending existing databases. Principles described in the preceding text should
govern this process:

 Avoid the Christmas tree effect: stipulate only those variables that are clearly rel-
evant to the proposed study

 Define each variable explicitly using (when possible) definitions that have general
agreement within the specialty (e.g., STS definitions)

* Stipulate exhaustively all possible values for variables from which pick lists are
derived (controlled vocabulary)

 Specify default values (preferably an answer indicating that no one has yet |ooked
for values for the variable) and what value will indicate a truly unknown value

» For any medical encounter variable, consider atime stamp for its values

* For values that could come from multiple sources (diagnostic procedures, patient
history, operative reports, pathology reports, and so forth), state source of datafor
purposes of both verification and accounting for different methods of gathering
information

» Avoid free text that is used for anything other than nonanalyzed comments

» Never put multiple values into a “value set”; for example, blood pressure should
have two (or three) columns specifying systolic blood pressure, diastolic blood
pressure, and probably anatomic source of the pressure (e.g., brachial artery).

It is best to use a “red” database product for this activity rather than spreadsheet
technology that islesscontrolled, |essgeared to many-to-onerel ations (such asvaluesfor
multipleechocardiogramsor reoperations), and more easily damaged (such assorting on
only one column, which leaves the remaining columns unsorted and results in
misregistration of these values with the patient for whom they were collected).

3.8. Data Analysis

A research proposal needs a plan for data analysis. Such a plan includes determining
sample size so the study will not be underpowered. It is useful in refining the list of end
points and explanatory variables. Details of proposed analytic methodology should be
formulated in collaboration with a statistician or other quantitative analyst. This collabo-
ration should reveal appropriate methodology and whether the proposed manner in which
dataareto be collected will meet requirements of that methodology. The surgeon-investi-
gator often does not know the most appropriate methodol ogy to use.

For example, if you proposeto study thetypeof structural deterioration of aheart valve
prosthesis, you may elect to use as a surrogate end point the date the prosthesis was
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explanted. A statistician will help you understand that you must ascertain this end point
on every patient. Thus, you will need to identify every prosthesis explant for whatever
reason (necessitating a systematic follow-up that, for example, cannot rely on passive
information about vital status because you must know about an event that transpired
duringlife), recordinformationabout every explant, categorizein particul ar those deemed
to be from structural valve failure, and then document the date of foll ow-up assessment
for patients not yet experiencing valve failure. Alternatively, you may decide to look at
thetemporal process of valvefailure using echocardiograms. Thiswill involve different
statistical methodsthan used for thetime-rel ated event of explant. Y ouwill needto gather
every echocardiogram made and, ideally, supplement that information with asystematic
assessment of each valve by cross-sectional echocardiographic follow-up.

Perusal of the surgical literature for what other groups have “ gotten away with in the
past” in even top-tier journalsis not agood way to determine appropriate methods (38).
Some inappropriate methods are used because the statistician has not been brought into
the formative stages of the research plan to recommend how data should be gathered.
Sometimes no truly appropriate method isthought to be availableto answer the research
question directly. By involving the statistician in the planning stage of the research,
sufficient time is given to investigate methodol ogic issues. If the most appropriate ana-
Iytic method is not available, then methodologic research can be commenced.

3.8.1. ELEMENTS OF THE ANALYTIC PLAN

The analytic plan has two primary components: research objectives and analytic
objectives. Inmost cases, theresearch question |eadsto aseriesof specific objectivesthat
must be addressed individual ly by dataanalysisto answer the primary research question.
For exampl e, aresearch question might be, “I1spreoperativeatrial fibrillation arisk factor
or a marker for long-term mortality after coronary artery bypass grafting?’ Specific
objectivesfor data analysis might beto (1) characterize factorsthat distinguish patients
having and not having preoperative atrial fibrillation (perhaps refining the variable to
chronic atrial fibrillation or characterizing the type); (2) identify patients well matched
with respect to these differences; (3) compare survival; or (4) identify subgroups of
patients within the entire dataset who may be most vulnerable to atrial fibrillation.

Some statisticians will frame research objectives or questionsin the format of either
aninformal hypothesis(theideatheinvestigationisdesigned to demonstrate, such asthat
preoperative atrial fibrillation leads to reduced long-term survival after operation) or a
formal statistical hypothesis. The latter is often framed in an archaic manner that is
uncomfortable to the investigator, such as “presence of preoperative atria fibrillation
doesnotimpact long-termsurvival.” Itishel pful to know that ordinary statistical hypoth-
esistesting hasits roots in ancient Roman ideas of law (59), one of whose tenetsis that
an individual is innocent until proven guilty beyond doubt. Statistical testing can be
thought of asthe evidence against “innocence” and the p valuein particular asameasure
of doubt or surprise with respect to the matter of innocence. Box 2 explains some terms
statisticians use in transforming research questions into formal hypotheses that can be
tested. Basic statistical analysesfor usein clinical research are explained in greater detail
in Chapter 8 of this book.
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Box 2: Hypothesis (Significance) Testing

Satistical Hypothesis

A statistical hypothesisisaclaim about the value of one or more parameters. For example,
the claim may be that the mean for some variable, such as creatinine, is greater than some
fixed value or than some value obtained under different conditions or in adifferent sample
of patients. It can be calculated only if the distribution of the datais known.

Null Hypothesis

The null hypothesisis aclaim that the difference between one or more parametersis zero
or no change (written Hg). Itistheclaim theinvestigator generally isarguing against. When
astatistician infersthat thereisa“statistical significance,” it meansthat by some criterion
(generally a p value) this null hypothesis has been “rejected.” Some argue that the null
hypothesiscan never betrue and that sample sizeisjust insufficient to demonstratethisfact.
They emphasi ze that the magnitude of p valuesishighly dependent on n, so other “ measures
of surprise” need to be sought.

Alter native Hypothesis

An aternative hypothesis is the “investigator’s claim” and is sometimes called the study
hypothesisor informal hypothesis. It isgenerally not the ssmeasamedical hypothesisabout
mechanisms. Generally, the investigator would like for the data to support the alternative
hypothesis, although the statistician will be testing the null hypothesis in most instances.

Test Satistic

A test statisticisanumber computed from the distribution of the variableto betested in the
sample of datathat is used to test the merit of the null hypothesis.

Typel Error

Rejecting the null hypothesis when it is true (false negative) is called atype | error. The
probability of atype | error is designated by the Greek letter alpha (o).

Typell Error

Not rejecting the null hypothesiswhenit isfalse (falsepositive) iscalled atypell error. The
probability of type Il error is designated by the Greek letter beta ().

Theresearch objectivesthen lead to detailed analytic objectivesthat allow for estima-
tion of the resources needed and provide someidea of the time required to complete the
analysis. The analysis objectives, then, should address:

Whether the study group is appropriate to answer the research question

» Whether a control arm has been forgotten

» How missing values for variables will be managed

Specific analytic objectives that will lead to answering the research question
Statistical methods that will be used to obtain answers to each specific analytic
objective

As the analysis plan evolves, some of these items will become incorporated into
various aspects of the study proposal. Other items will evolve into an analysis report
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consisting of ageneral description of study group characteristics, and, for each specific
research objective, the rational for the analytic objective, methods used to answer the
specific question, results of analyses, relevant tables and figures, comments on the find-
ings and limitations, and implications of the results of each objective. The combined
research proposal and analysis report constitute the bulk of a manuscript, enormously
facilitating its preparation.

3.9. Feasihility
Successful studies are built on ascertaining that:

* The study population can be identified reliably

» Valuesfor variables are either already in electronic format or can be obtained reli-
ably by review of medical documents

o Sample size is sufficient to answer the question

e Clinical practiceis not completely confounded with the question being asked (27)

* Institutional resources are available

e The anticipated timetable to complete the study istolerable

* Study limitations do not present fatal flaws

If thesecriteriaarenot met, the study isnot feasi ble and should beabandoned or along-
range plan devised for prospectively obtaining and recording the needed data. Ascertain-
ingfeasibility asearly aspossibleisascentral to successful research asthequestion being
asked.

For any study, a minimum sample size (number of patients) is needed to detect an
effect reliably. If a comparison group is used, sample size calculations similar to those
used for randomized clinical trials provide guidanceto the size needed. What isrequired
isascertaining from either experience or apreliminary look at the datathe magnitude of
clinically meaningful difference in end point value. If the sample size is too small to
identify aclinically meaningful differencereliably, thestudy isunderpowered and should
be abandoned or other end points sought, surrogate end points used, the study group
enlarged by lessrestrictiveinclusion or exclusion criteriaor awider study timeframe, or
amulti-institutional study mounted. Notethat for studiesof events, effective samplesize
is proportional to number of events rather than number of patients (25).

When considering feasibility, it isimportant to develop atimetable for data abstrac-
tion, dataset generation, dataanalysis, and reporting. If thetimetableisintolerable, either
abandon the study or narrow its scope. Physicians' most scarce commodity istime. All
too often, however, an investigator is willing to devote many hours to collecting and
verifying data, and then does not allow those analyzing the data sufficient time to do a
good job. Itisdifficult to complete a study and submit a manuscript in ayear from start
to finish. This emphasizes both the bottlenecks of research and the need for lifelong
commitment.

Study timetables are often driven by abstract deadlines. Although they should pro-
vide some incentive, it isincorrect for studies to be driven by such deadlines. What
mattersispublication of theresearch. Itispreferableto devel op adisciplined approach
to writing manuscripts. During thewriting process, oneis often driven back to the data
or more analyses. In the end, one must ask, “Have | answered the research question?”’
Beyond that, the conclusions should support clinical implications (inferences). These
should be thought through and discussed with collaborators. After thisis done, and the
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first major draft of a manuscript is completed, the study is a candidate for constructing
ameeting abstract.

Finally, when assessing feasibility, it isimportant to consider the limitations of the
study. These can be identified by a brief but serious investigation of the state of all
the considerations above. If any appear insurmountable or present fatal flaws that pre-
clude later publication, the study should be abandoned before it is started.

3.10. Institutional Review Board

Any research proposal that does not simply use existing data that have already been
approved for use in research by an Institutional Review Board requires study-specific
Institutional Review Board approval before any research iscommenced (60). Similarly,
at leastintheUnited States, each investigator needsto be certified for performing studies
onhumansubjects. TheUSHeal th InsurancePortability and Accountability Act (HIPAA)
placesimportant restrictions on interactions of investigatorswith both patients and data;
ensuring that your research complies with these restrictions is an essential feature of
successful and ethical research ¢61).

In the research plan, compliance issues with respect to patient privacy and confiden-
tiality, informed patient consent, use of patient data, and certification of all investigators
must be addressed. | ssues surrounding informed consent, the I nstitutional Review Board
and HIPAA are discussed in greater derail in Chapter 2.
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APPENDIX: CLINICAL RESEARCH PROPOSAL TEMPLATE

1. Title

Thetitle of aresearch proposal should reflect the question being addressed. It should
indicate the (1) topic, (2) target population (including control group), (3) analytic
approach, (4) end point, and (5) clinical importance.

2. Contributors

Name the principal investigator (guarantor) and contributors. The role, responsibili-
ties, and expectation of each should be agreed upon. Asaminimum, contributorsinclude
colleagues, statisticians, data managers, and experts with respect to end points of the
proposed research.

3. Research Question

The purposes, aims, or informal hypotheses of the study must be clearly stated; often,
this is best accomplished in the form of one or more specific research questions. The
research question must be well formulated and focused, because it is the single most
important ingredient for success. It should berevisited, revised, restated, and kept upper-
most in mind throughout the study and its eventual presentation. The study cannot be
initiated without this step, because the study group, end points, variables, and analyses
all depend oniit. A well-framed question may deliberately confirm others' observations,
may question conventional wisdom or what has been thought to be established knowl-
edge, or may attempt to fill in agap in knowledge.

4. Background

Synthesize the state of knowledge and identify what is unknown or controversial to
indicatewhy astudy isneeded. Theclinical motivation and biologic rationalefor propos-
ing the study should be established. Background information comes from colleagues,
textbooks and review articles, and literature searches, the result of which isalist of key
references.

5. Study Group Definition

What is the appropriate study (patient) group pertinent to answering the research
guestion? Define both inclusion and exclusion criteria and justify them. Define well-
justified inclusive dates. If one proposes that outcome isimproved or different, acom-
parison group is needed. If one proposes to study an event, this is a numerator; both
numerator and denominator are needed.

6. End Points

End points are the study outcomes. Each must relate and contribute to answering the
study question. Statethem specifically—their exact, reproducible, and unequivocal defi-
nitions—determine how they can be assessed in each individual in the study, and show
how each relates to the study. One temptation is to specify many end points that are not
clearly linked to answering the study question while spending too little time thinking
about what end points are critical to the study. Time-related and longitudinal end points
require definition of the event, time zero, and the patients at risk.
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7. Variables

No study iswithout heterogeneity and potential sources of selection and other forms
of bias. Thus, study of end points aloneis rarely sufficient. Other variables need to be
available to characterize the study group and to consider when interpreting each end
point. Variables are usefully categorized by their rolein the study, their temporal occur-
rence, and their values. Organizing variablesmedically iskey to meaningful dataanalysis.

8. Data Analysis

Details of analytic methodology should be formulated in collaboration with a statis-
tician or other quantitative analyst. The surgeon-investigator often does not recognize or
know the most appropriate methodol ogy. Collaboration with astatistician or other quan-
titative professional should reveal appropriate methodology and whether the proposed
manner inwhich dataareto be collected will meet the requirements of the methodol ogy.
Sometimes there are no appropriate methods for meaningful and accurate analysis of
data, and methodologic research is required in parallel with the clinical research.

9. Feasihility

a. Determinethe sample size needed. For any study, aminimum samplesizeisneeded
to detect aclinically meaningful effect. For events (e.g., death), sample size depends on
number of events, not size of the study group. If acomparison group isused, samplesize
calculations similar to those used for randomized clinical trials provide guidance to the
size needed. If the sample size is sure to result in an underpowered study, abandon the
study, seek other end points, or engage in a multi-institutional study.

b. Develop a timetable for data abstraction, dataset generation, data analysis, and
reporting. If the timetableisintolerable, either abandon the study or narrow its scope. It
is rare for a study to be completed in a year from start to finished manuscript. This
emphasizes both the bottlenecks of research and the need for lifelong commitment.
Although abstract deadlines often drive the timetable, thisis a poor milepost.

c. ldentify limitationsand anticipated problems. These can beidentified by abrief but
serious investigation of the state of all the considerations above. If any appear insur-
mountable or present fatal flaws that preclude later publication, the study should be
abandoned before it is started.

10. Institutional Review Board

Any proposal that does not use existing data already approved for usein research by
an Institutional Review Board requires study-specific Institutional Review Board ap-
proval before any research is started.
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As both clinicians and researchers, surgeons are expected to behave in an ethical
manner and put the interests of their patientsaboveall else. Thiswasoriginally codified
in the Hippocratic Oath and isincluded in most medical professional societies’ mission
statements. This includes the American College of Surgeons Fellowship Pledge that
contains the following text:

| pledgeto pursuethe practice of surgery with honesty and to place the welfare and the
rights of my patient above all else. | promiseto deal with each patient as| would wish
tobedealtwithifl wasinthepatient’ spositionand | will respect the patient’ sautonomy
and individuality (1).

Medical ethics provide the foundation for the modern practice of surgery.

Patient-based research, however, may present ethical and moral dilemmas for the
surgeon. After all, many of the interventions under study are investigational and may
placethe patient at significant risk. Often, wejustify thisrisk by reminding ourselvesthat,
if the treatment works, the patient’ s condition will improve and, even if theintervention
does not work, the knowledge gained will benefit all patientswith the disease. Although
thisrationalization may ultimately provetrue, the surgeon-scientist must carefully con-
sider each research situation and determineif the benefits of the study outweigh therisks,
not just for society in general, but for the individual patient.

Unfortunately, although we would all like to believe that clinicians and scientists
always act in the best interests of their patients, there are numerous historical examples
(many of which have been well publicized) of unethical research practices that have
negatively affected patients health. These incidents have led to the establishment of
numerous regulations and a fairly impressive infrastructure aimed at ensuring safe and
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ethical research practices. Thegoal of thischapter isto review these entitiesand help the
surgeon researcher to design and perform research in an ethical manner. We will begin
by briefly reviewing the historical events that have lead to the current regulations and
practices surrounding the ethical practice of clinical research. We will then specifically
discusstheroleof the Institutional Review Board (IRB), thelocal body whichisrespon-
sible for research oversight at most institutions. We will then address specific issues
surrounding ethics and surgical studies. Finally, we will discuss the Health Insurance
Portability and Accountability Act of 1996 (HIPAA), as it relates to the conduct of
clinical research. With thisbroad overview, the surgeon-scientist should be ableto inter-
act more amicably and efficiently with hisor her local |RB and should be fully aware of
the ethics surrounding clinical research in surgery.

1. ETHICAL RESEARCH: AN HISTORICAL PERSPECTIVE

Although there are anumber of historical examples of inappropriate and/or unethical
research, there are three specific events which have had the greatest impact on federal
regulations surrounding the protection of human research subjects and, therefore, have
contributed the most to the development of the current infrastructure to ensure ethical
research. These three events are: (1) the 1946 Nuremberg Doctors Trial; (2) the rash of
birth defects associated with Thalidomide use in the 1960s; and (3) the 1972 exposé on
the Tuskegee Syphilis Study. Each of these historical eventsled to the enactment of new
codes and regulations specifically designed to protect human subjects in research.

1.1. The 1946 Nuremberg Doctors Trial

This case first brought the issue of unethical research to public attention and under-
scored the need for regulation in this area. During World War 1I, Nazi physicians in
Germany performed numerous horrible experiments on concentration camp interneesin
an effort to aid the German war machine. For example, the German Air Force was
concerned about the effect of low atmospheric pressure on pilots who might bail out of
their aircraft at high altitudes. Therefore, they performed a series of experiments on
prisoners that included placing healthy subjects into vacuum chambers and lowering
atmospheric pressure and oxygen levels. Approximately 40% of the subjects died of
various causes, including anoxia and ruptured lungs from the low pressure in the cham-
bers. In other experiments, traumatic wounds, such as stabbings or gun shots, were
inflicted on subjects. Resulting wounds were stuffed with contaminants, such as glass,
dirt, and various bacteria, to simulate battlefield conditions. V arious experimental anti-
bioticswerethen administered. In another experiment, numerouslimb amputationswere
performed followed by attempts at various forms of transplantation. Although it is easy
to state that this could never happen today, the reader should bear in mind that these
barbaric experiments occurred in highly civilized Western Europe only 60 yr ago (2).

In August 1945, the Allied governments created a military tribunal in Nuremberg,
Germany, to place the Nazi leadership on trial. After thetrial of the military leadership,
anumber of trialswere held to judge the Nazi physiciansinvolved in the human studies.
The defendants were charged with murder, torture, and other atrocities, of which the
magjority were ultimately found guilty. The primary defense of the accused wasthat they
weresimply following the ordersof their superiors. Thismoativated theinclusion of what
has come to be known asthe “Nuremberg Code” in thefinal trial judgment (3). Thefull
text of the code is available elsewhere (4), but, in summary it states that:
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* Subjects participating in research should give informed consent without coercion.

» The anticipated benefits of the study should justify the research and the risks asso-
ciated with it.

» Human studiesshould be based on prior animal studiesand knowledge of the natural
history of the condition under study.

 Physical and mental suffering and injury should be avoided.

 During the study, the subject should be ableto withdraw at anytime he or she seesfit.

 Thestudy should be performed by qualified scientific personnel and theseindividu-
as should be prepared to terminate the study at any stage if they believe that the
continuation of the study will result in injury, disability or death of the subject.

The World Medical Association then applied the principles elucidated in the
Nuremberg Code to the practice of medical research. Development of these “rules’ for
medical research started in 1953, culminating with adoption of aformal declaration of
ethical principlesfor medical research involving human subjects by the World Medical
Association in Helsinki in 1964. The Declaration of Helsinki, asit iscommonly known,
has been updated and reendorsed by the World Medical Association numerous times
since, with thelast being in 2000 in Edinburgh, Scotland. Thefull-text of the Declaration
of Helsinki isavailableat http://www.nihtrai ning.com/ohsrsite/guidelines’hel sinki.html.
In summary, the Nuremberg Trial first brought the need for regulationsto protect human
research subjects to the attention of the public and resulted in the development of the
Nuremberg Code and the Declaration of Helsinki, two important documents regarding
the conduct of ethical research.

1.2. The Thalidomide Tragedy of the 1960s

Although not truly the result of “unethical research,” the rash of birth defects associ-
ated with thalidomide use in the early 1960s documented the somewhat unethical busi-
ness practices of certain pharmaceutical companiesat that time and the need for stronger
regulations regarding “ experimental” drugsin the United States. Thalidomide had been
approved in Europe as a sedativein the late 1950s. Although it did not have approval in
the United States, the drug’s manufacturer provided samples to American physicians
who received payment to assess the its efficacy and safety. Thisform of “research” was
not uncommon at the time; however, it quickly became apparent that thalidomide was
extremely teratogenic, resulting in limb deformitiesin newborn children whose mothers
had used the agent during thefirst trimester of pregnancy (5). Thisled to aworldwideban
of the drug (6) and ultimately to the 1962 passage of the Kefauver-Harris Amendments
to the Food, Drug, and Cosmetic Act. These amendments, with additional legislationin
1963 and 1966, required that subjectsbeinformed that they werereceiving experimental
agentsthat had not be approved by the USFood and Drug Administration and that explicit
consent be obtained before administration of the experimental agent. They also specifi-
cally stated that the subject must beinformed if he or she might receive aplacebo. These
regulations laid the foundation for the current new drug approval processin the United
Statesand provided thelegal basisfor the protection of human subjectsinresearchinthis
country.

1.3. The Tuskegee Syphilis Study

Although the Nuremberg Trial and the Thalidomide tragedy provide ahistorical per-
spective for the protection of human subjects in research, it is the Study of Untreated
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SyphilisintheNegroMale, initiated in 1932 by an agency withinthe United States Public
Health Service (a forerunner of the Centers for Disease Prevention and Control), that
truly motivated the current set of rules and regulations regarding ethical research in the
United States. That the study focused on an ethnic minority, continuedintothe 1970s, and
was funded by the federal government underscored the pressing need for regulation in
thisarea. The Public Health Service initialy identified Macon County, Alabama, as an
areawith an extremely high prevalence of syphilis. They then designed astudy to assess
the health effects of syphilison untreated African-American men. At first, the study was
to end after theinitial enrollment and assessment of the infected patients' disease status
with anontherapeutic spinal tap. However, researchers never informed the subjects that
they had syphilis or that the primary goal of the study was to assess the effects of this
infection on health. Rather, the subjects were told they were part of a study that would
providefreeexaminationsand medical care. In 1933, theresearchersadded asurveillance
phase during which the subjects were followed and received additional testing. At
this point, penicillin was not yet recognized as curative treatment for syphilis; therefore,
in theory, one might argue that, although the study was of questionable value, it was not
completely unethical, because no alternative treatments were available. Although this
line of reasoning islikely flawed (after all, weren’t the researchers morally obligated to
inform the men they had syphilis and to offer some sort of palliative treatment?), it may
have been acceptabl e until 1943, when penicillin became widely avail able and accepted
as curative treatment for syphilis (7).

At this point, researchers conspired with the local draft board to make study partici-
pants exempt from the military to prevent them from receiving treatment for their con-
dition. Furthermore, researchers continued to withhold penicillin from the subjects,
without informing the patients that they had syphilis, to prevent contamination of the
study population and alow them to continue to study the long-term natural history of
untreated syphilis. The study continued until 1973, when it was closed in responseto the
1972 publication of an exposéin the Washington Star. The Tuskegee Syphilis Study led
to significant new legidlation to protect human subjectsin research and effectively led to
the current infrastructure surrounding the ethical performance of research (7). In addi-
tion, President Bill Clinton formally apologized to the study’s participantsin 1997.

Thefirst piece of legidlation that was passed in response to the Tuskegee Study was
the National Research Act of 1974. Thislegislation included requirementsfor informed
consent and mandated the establishment of local IRBsto oversee the ethical practice of
research. It also established the National Commission for the Protection of Human Sub-
jects of Biomedical and Behavioral Research. This commission published a document
that has cometo be known as*“ The Belmont Report,” which provided the foundation on
which the federal regulationsfor the protection of human subjectsin research are based.
Thefull text of the Belmont Report can befound at http://www.nihtraining.com/ohsrsite/
guidelines/belmont.html.

After the release of the Belmont Report, the Department of Health and Human Ser-
vicesandthe USFood and Drug Administration published convergent regul ationsregard-
ing informed consent and | RBsthat were based on the principlesin the Belmont Report.
Fifteen additional government departmentsand agenciesreviewed theseregul ationsand,
after 10 yr of negotiation, these agencies agreed to adopt a set of basic human subjects
protections that have come to be known as the “Common Rule.” The regulations estab-
lished under the common rule follow.
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45 CFR46 Protection of Human Subjects

21 CFR50 Protection of Human Subjects

21 CFR56 Institutional Review Board

21 CFR312 Investigational New Drug Application
21 CFR812 Investigational Device Exemptions

The complete text of these regulations and a great deal of additional information
regarding the federal oversight of human subjects in research can be found at http://
www.hhs.gov/ohrp.

Since the adoption of the Common Rule, there has been continued federal activity in
the area of bioethics. Specifically, President Clinton established the National Bioethics
Advisory Commission in 1995 with the specific purpose of continually reviewing the
federal regulations on ethical human experimentation and making recommendations to
the government on research topics and legislation as these issues arise. When the
commission’s charter expired in 2001, President George W. Bush appointed the
President’s Commission on Bioethics with a similar mission to the National Bioethics
Advisory Commission.

One of the devel oping issuesthat face bioethiciststoday isinvolves conflicts of inter-
est among clinical researchers. Specifically, many translational researcherswho develop
new agents for use at the bedside also hold financial interests in the companies who
developtheagents(8). Anexampleof thisethical issuecomesfrom arecent genetransfer
experiment. In 1999, an 18-yr-old man with amild form of ornithine transcarbamylase
deficiency that had been controlled with diet and medications volunteered to participate
inagene-transfer study. Thestudy itself had been reviewed and approved by the US Food
and Drug Administration, National Institutes of Health, and the local IRB. The subject
understood that he would not directly benefit from the treatment, but felt that it would
ultimately help children born with a more severe form of the deficiency. After giving
informed consent, the subject received aninjection of an adenovirustransfected withthe
ornithine transcarbamylase gene. Unfortunately, he rapidly developed liver failure and
died asaresult of thetreatment. At first, the patient’ sfather defended the scientistsat the
University of Pennsylvania, acknowledging that hisson knew that thiswasanovel agent
and that there were risks associated with it (9). Ultimately, it came to light that the
investigators had not been forthcoming regarding prior adverse events and risks at the
time of informed consent, that they had “loosened” the protocol inclusion criteria to
improve enrollment, and had not provided adequate safeguards for the patients’ well
being (10). The National Institutes of Health ultimately halted all gene transfer experi-
ments at that institution and sought to disqualify the investigators from receiving future
federal funding or performing further clinical research (11). One of the primary reasons
the government took these drastic steps was the perceived conflict of interest that the
investigators had in running the Phase | study. One of the lead investigators specifically
had formed a biotechnology company that provided resourcesto the Institute of Human
Gene Therapy at his institution and held numerous patents on the viral technology. In
other words, the investigator stood to benefit financially if the treatment was demon-
strated to be effective in clinical trials (12).

Thistype of conflict of interest is becoming more common as clinician-investigators
serve as consultants or major investorsto biotechnol ogy and pharmaceutical firms. Fur-
thermore, many investigator-initiated studies are directly or indirectly funded by indus-
try, which places the investigator into a real or perceived conflict of interest. Many
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institutionshavedevel opedinternal regul ationsregarding thedeclaration of financial and
other interests by investigators. Someinstitutions have put limitationsin place asto how
much outside income an investigator can earn and still participate in related research.
Although these regulations will likely prove helpful, it is important for the surgeon-
scientist to consider the potential for conflictsof interest beforeinitiating research. If you
are participating in an industry-sponsored pharmaceutical study for which you or your
research program is receiving compensation, it is probably wise to disclose this to the
subject in the informed consent. If you stand to personally materially benefit from the
study (e.g., you hold stock in the company or a patent on the technology), it is best that
you disassociate yourself from the study and allow one of your colleagues to administer
the trials. Even the dlightest hint of afinancial or material conflict of interest will jeop-
ardize your credibility as aresearcher and could result in punitive actions on the part of
your local institution or state or federal agencies. Asasurgeon-scientist, itisbesttoavoid
any true or perceived conflicts of interest when conducting clinical research. If such is
unavoidable, it isadvisablethat a conflict of interest management plan be devel oped for
the study facilitated either by the IRB, the HIPAA board or another regulatory body
within the institution.

2. THE INSTITUTIONAL REVIEW BOARD

Current public opinion regarding health care and research hasled many institutionsto
adopt adefensiveposturewith regardtotheethicsof research. This, inturn, hasprompted
local IRBsto more closely scrutinize each protocol. Many researchers have interpreted
this as “obstructionism” on the part of the IRB committee and have, unfortunately,
developed an adversarial relationship with committee. In truth, the IRB is a valuable
resourcefor researchersthat only hel psto protect theinvestigatorsfrom ethical problems
and ensures high-quality research that advances science and brings credibility to the
institution.

The role of the IRB is specifically spelled out in the federal regulations regarding
human research (Code of Federal Regulations, vol. 21). By law, the IRB must review all
research and ensure that thefollowing requirements are met before approving any study:

* Minimization of risks to subjects

» Assessment of risksto ensurethat the risk/benefit ratio isreasonable. Itisimportant
tobear inmindthat thisassessment islimitedto therisksand benefitsfor the subjects
in the study, as opposed to society in general

» Equitable selection of subjects

» Overview of theinformed consent process (i ncluding documentation) and assurance
that consent will be obtained from all subjects, as appropriate

» Data monitoring, if appropriate, to ensure the subject’ s safety

* Protection of subject’s privacy

* Protection of special populationswho may be vulnerableto coercion (e.g., children,
pregnant women, prisoners, handicapped, mentally disabled or educationally or
economically disadvantaged people), if appropriate.

The IRB’sreview should be focused on these issues primarily and comments should
berelated to concernswith theseissues. At times, the |RB will comment on the scientific
merit of the study, which most consider outside the purview of the IRB. However, some
scientific review most also be undertaken as part of the review process, becauseit isthe
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IRB’ sresponsibility to assesstherisk and benefitsof thestudy. If thelRB doesnot believe
that the science is reasonable, how can they justify putting the subject at any risk? If it
believes that the scientific hypotheses proposed are not reasonable or do not provide
adequate benefit (to outweigh therisk) to the subject, the IRB must, by law, question the
proposal. Itishelpful to keep thisin mind when one considers comments from the IRB.

It is also relevant to consider the composition, operation, and responsibilities of the
IRB. Thecompositionismandated inthe Code of Federal Regulations, Title21 Food and
Drugs, Part 56. The IRB must, by law, review most clinical research. There are studies
that are exempt or may beeligiblefor expedited review, but, evenin these cases, the IRB
should be made aware of the study and should agree that the research is exempt or
appropriate for expedited review. The IRB itself must have at |east five members with
varying backgrounds. Thereisno requirement that the committee membersbe expertsin
your particular clinical specialty or areaof research. The IRB must include one member
whoseprimary concernsareinthegeneral scientificarea(inthiscase, biomedical research
of any sort) and one whose primary concerns are in nonscientific areas. This second
requirement is generally interpreted as the inclusion of a*“lay person” or *community
representative” on the committee. In addition, there is a requirement that at least one
member have no affiliation with the institution and have no immediate family member
affiliated with the institution. Again, this requirement is usually met by having a“lay
person” or “community representative” from outsidetheinstitution. For complex issues,
the IRB may invite ad hoc reviewers, although these individual s are not allowed to vote
on the proposal. There are no requirements regarding how often the committee must
meet, but, when it does meet, written records of the meeting must be maintained. In this
respect, an IRB meeting is not unlike agrant review panel. There are usually a number
of reviewersassigned to a project who summarize the study and voice any concernsthey
may have regarding the project. After it has presented their reviews, the committee will
discuss the project and will vote on whether or not the study should be approved. There
is no scoring system involved, however. The IRB must maintain compliance with the
federal regulations and is subject to administrative actions on the part of the government
if they are noncompliant.

Most IRBs will spend a significant amount of time reviewing the informed consent
document to ensurethat it is easy to read and is understandable to alay person. Because
itisalso alega document, the IRB reviewstheinformed consent to ensure that both the
institution and theinvestigator aredisclosing al the necessary information for the ethical
performance of the study and that there are adequate protections in place for both the
subject, theinstitution andtheinvestigator. Theinformed consentisessentially acontract
between the subject and theinvestigator. By signing theinformed consent, the subjectis
agreeingto potentially expose himself or herself torisk inreturnfor any potential benefits
he or she might gain. Thisbenefit may include the understanding that he or she may help
other patients as a result of participation. The goal of the IRB review of the informed
consent isto prevent the subject from stating at alater date that he or she was not made
aware of all therisks or did not understand them. In this respect, the IRB isworking as
much for the investigator as for the subject.

A full discussion of how to best interact with your local IRB isbeyond the scopeof this
book. Simply put, there are too many differences between institutions and specific
research proposals to cover all the possibilities. However, there are several basic rules
investigators should follow when dealing with an IRB. First and foremost, the IRB isnot
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your enemy. The committee serves a purpose dictated by law that should not be at odds
withyour goalsin most cases. If thereare conflicts, your research may expose the subject
to greater risk than benefit and may not beentirely ethical. It isclearly better to deal with
this before you undertake your study. Remember that the IRB protects you, the investi-
gator, aswell.

Second, if there are ever any questions regarding ethical issues or concernswith your
research, itisimportant to contact the IRB directly and immediately. If you are perform-
ing astudy inwhich there are adverse events, there are usually strict reporting criteriain
the protocol that include notification of the IRB. If you are unsureif you should alert the
IRB, you are better off erring on the side of caution and informing the IRB. To thisend,
you should not be afraid to call the IRB and ask questions, particularly during protocol
development. Remember that a verbal discussion is not binding and, therefore, ora
reporting of adverse events or formal complaintsis not acceptable. However, if you are
concerned about wording in an informed consent or whether or not a formal informed
consent isneeded for astudy, it isbetter to call and ask before anything isput inwriting,
so that you can edit the protocol accordingly and submit an improved document, expe-
diting the approval process. Remember that after you put it in writing, it is difficult to
change; therefore, it is better to discussissuesin advance and avoid confrontation later.

Third, remember that you must updatethe IRB on your study’ s progressand renew the
research with the IRB on aregular basis. Most studies that require full IRB review will
requireannual re-review and renewal. Thereporting requirementsusually are not overly
burdensome and consist of a short progressreport, information regarding the number of
participants enrolled in the study, and any adverse events. It is your responsibility to
ensure that your study gets renewed by the IRB. If you forget and enroll a patient after
the study’ sapproval has expired, you will be held responsible. Most IRBswill alert you
that you need to renew the study, but you should not count on this mechanism, because
letters can get lost or e-mailsget accidentally deleted. It iswiseto keep apersonal record
of your dealingswith the IRB and maintain alist of IRB-approval expiration datesfor al
studies you are undertaking.

Finally, and most important, it is pointless to argue with the IRB. Simply put, you
cannot win. Assuming the IRB is acting in what it believes is the best interests of the
research subjects (which it probably is) and it isin compliance with the federal regula-
tions regarding human research, thereislittle you can do to reverse the decision of the
IRB. Thereisno appeal sprocess. Effectively, youmust addressthel RB’ sconcernsif you
wish your research to proceed. The overwhelming majority of IRBshas good intentions
and wants you to do good research. If your study is returned by the IRB with requested
changes, you can either make the changes or provide justification asto why you feel the
changesareinappropriate or unnecessary. Although the IRB may bereasonable and drop
the requested changes, often it will not. It is always easier and quicker to make the
requested changes and expeditiously receive IRB approval. Therefore, afinal piece of
adviceis: simply make the changes, acknowledge that they may be more objective than
you are on the topic, and move on.

3. SPECIFIC ETHICAL ISSUES REGARDING
CLINICAL RESEARCH IN SURGERY

Clinical research in the surgical disciplines is subject to many of the same ethical
concerns that research in other biomedical disciplines raises. However, although there
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are some common themes across all specialties, research in the surgical fields does
present some unique ethical challenges. Many conditions that are treated with surgical
procedures are acute and critical in nature and require quick decision making on the part
of the patient and the provider. This, in turn, can affect the informed consent process,
because patients often are quite sick and may not be stable enough to give consent or to
participate in research. In addition, the intervention itself, if surgical in nature, can in-
volve significant risks to the patient, which must be considered in the course of the
research. Finally, although studies of medical interventions can sometimes include a
placeboarm, theinclusion of aplaceboarminsurgical trial isconsiderably moredifficult,
because sham surgery will always carry some risks with minimal benefit to the subject.
Tothisend, wewill review anumber of ethical issuesinresearchthat specifically related
to the surgical disciplines.

3.1. Informed Consent

The informed consent process itself is not unique to surgical research. As discussed
intheBelmont Report, theinformed consent process must havethreequalitiesto bevalid:
information, understanding, and voluntary agreement. In the case of surgical patients,
there may be situations in which these three qualities cannot be easily attained. For
example, consider the investigator who is studying the use of a new antibiotic in the
treatment of patientswho have experienced traumatic closed head injury. Many of those
patients will be unresponsive and will not be able to assimilate the information, under-
stand what they are agreeing to, or to givevoluntary agreement. Given that these patients
are often acutely ill, there can be little delay in administering potentially life-saving
antibiotics, so how isthe clinician-researcher to proceed? Obviously, in this setting, the
investigator might discussthestudy withthe patient’ snext of kinandtry to obtain consent
from thisindividual, but is this acceptable?

The informed consent process should include the subject and the investigator (or the
investigator’ s designated and | RB-approved representative). In some cases, the subject
may not be able to participate in the process. In the example presented here, the subject
is too sick to participate. In other cases, he or she may not be legally competent to
participate. In this setting, federal regulations direct theinvestigator to see consent from
the subject’ slegally authorized representative (45CFR46 and 21CFR50). Most investi-
gators, therefore, will seek out the next of kin, or, inthe case of pediatric patientswho are
not of legal ageto give consent, seek consent from the parents. The process, however, is
not complete after the legally authorized representative gives consent. Whenever pos-
sible, the investigator should obtain affirmative assent from the subject as well. This
obviously will not be possible in the case of the nonresponsive trauma patient, but is
possiblein children older than age 7 and in some adults with limited mental capacity. If
possible, assent should also be obtained in written form and it is standard for children
older than age 12 to complete awritten assent form. Finally, in these special cases, there
may be aneed for continuing eval uations of mental capacity and consent understanding.
In the example of the trauma patient, assume that the patient becomes responsive and is
now ableto understand the study and give informed consent. It isnow the responsibility
of theinvestigator to discuss the study with the subject and ensure that he or she wishes
to participate. It would probably be wise to have the subject now complete the formal
informed consent process. Thesetypes of situations are often discussed at |RB meetings
during the approval process for any given study and it is wise for the investigator to
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Table 1
Required Elements of the Informed Consent Process,
as Dictated by the Federal “Common Rule” Regulations

Statement that the activity or intervention is considered research
Purpose of the research

Description of the study procedures

Potential risks of the study

Potential benefits of participation

Alternative treatments

Methods used to maintain confidentiality

Compensation for injury statement (if study greater than minimal risk)
Investigator contact information

Statement that participation is voluntary

Statement that there may be unforeseen risks

Reasons that a subject may be involuntarily removed from the study
Any additional costs for participation

Adverse health consequences for early withdrawal (if any)
Information regarding notification of findings or data from study, if relevant
Number of subjectsin the study

contact the IRB if he or she has any questions regarding the best way to handle these
situations.

The consent document itself has a number of required elementsthat are presented in
Table 1 (21CFR50). Many institutions use a common template for their informed con-
sent, and itiswisefor theinvestigator to try to stay as close to thistemplate as possible.
Thetemplatewill includeall of therequired elementsin thetableand will also beworded
in away that is aready fairly acceptable to the local IRB. In summary, the informed
consent isone of the most important parts of the clinical research process. It ensuresthat
both the subject and the investigator are aware of the risks and benefits of the study and
that they each know their rights and responsibilities. For the surgical investigator, there
may be special cases where consent must be obtained from other individuals, but these
situations can be handled in an ethical manner if theinvestigator uses common sense and
seeks the counsel of the local IRB.

3.2. Ethical Considerations Related to the
Unique Characteristics of the Surgical I ntervention

The study of surgical interventions presents many unique problems for the clinical
researcher. Specificaly, surgery itself hasavery powerful placebo effect that can often
lead to improvement in patient symptoms. A recent study in the New England Jour nal of
Medicinerandomized patientswith knee painto receive either arthroscopic knee surgery
for osteoarthritis or sham surgery. Both groups reported improvement in pain 2 yr after
surgery and no differencesin pain were seen between the active surgery groups and the
sham surgery group (13). This unique study underscores the strong placebo effect of a
surgical intervention on apatient-centered outcomeand al so introducesone of theunique
problemsintrials of surgical intervention: the difficulty with blinding the subject to the
intervention. In this study described, the surgeons actually made a skin incision in the
sham surgery group, but thisis often not a reasonable option for many surgical diseases
and their treatments. After al, many patients have life-threatening conditions, and a
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placebointervention simply isnot an option. In addition, shamsurgery itself carriessome
risks, such as anesthesia and scarring. Many IRBs would not have approved the knee
surgery study (the IRB at the Houston VA Medical Center did approve the study). In
the caseof other surgical interventions, itislikely that an |RB would only approveasham
procedure if the potential benefit far outweighs the risks of the sham surgery. Pharma-
ceutical trials are much easier to blind because placebo pills only carry the risk of no
active therapy. Sham surgery is obviously much more invasive.

How should the surgeon deal with for this problem? Often he or she simply cannot
maintain blinding nor have a true placebo group, which will affect patient-centered
outcomes. Therefore, oneway around this problem issimply to choose amore objective
outcome. Whether thisis survival, disease recurrence, or some radiologic or laboratory
marker, an objective, quantifiable, reliably measured outcome serves to minimize the
placebo effect of surgery. In studiesin which the primary outcome s a patient-centered
outcome (such as quality of life), the investigator should consider a placebo arm. For
example, imagine you wereto do atrial aimed at determining the effectiveness of laser
therapy in reducing lower urinary tract symptomsin men with benign prostate hyperpla-
sia, you would have to account for the placebo effect of any treatment (which in some
studies has been shown to be up to 40%) (14). One option would be to randomize the
patient tolaser therapy vssham surgery. The patient would receive alight anesthetic and
undergo either thelaser procedureor cystoscopy. Postoperatively, all interventionswould
be the same and the patient would never be told which intervention he received. At the
conclusion of the study, all patients who required further treatment would be offered
the laser therapy. Given that lower urinary tract symptoms are not life-threatening and
the patients ultimately would receive treatment if they wanted it, one could make a
compelling argument that the risks of anesthesiain this setting are relatively small and
that the study is ethical.

In summary, there may be situationswere sham surgery could be ethically performed
assuming: (1) the disease is not life-threatening; (2) the patient will be offered salvage
treatment at the end of the study; (3) the sham surgery presentsminimal risk and does not
leave permanent scarsandisdisfiguringinanyway; and (4) thereistrueclinical equipoise
around the question and the study would provide significant scientific information that
would advancethefield. Of course, eachlocal IRB will haveitsown opinion ontheissue
of sham surgery, so it would again be best to discuss the study with the individual IRB.

Finally, the surgeon has to realize that, although surgical trials may be needed for a
particular issue, they may not be feasible when the course of treatment for a particular
condition is in rapid evolution. To some degree, this is the case in prostate cancer, in
which investigators have failed to compl ete trials comparing the various primary thera-
pies for localized disease (15). This may be more of afeasibility issue than an ethical
issue, but, simply put, patients often are not likely to participate in randomized clinical
trials if they have strong feelings about a particular treatment or after if a particular
treatment has gained popularity inthe mediaor general public. The American College of
Surgeons’ Oncology Group recently undertook a randomized clinical trial comparing
brachytherapy with surgery in localized prostate cancer. The study accrued poorly and
closed 1 yr after it opened. Too many patients had preconceived notions about both
therapi esand would not submit to acomputer randomi zation of treatment (15). Thestudy
demonstrated how difficult it can be to get patients to agree to enroll in a randomized
surgical trial. Although this may be more afeasibility issue than an ethical issue, some
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researchers have tried to provide potential subjects with various incentives to enhance
recruitment. Although this may seem reasonable on the surface, it raises a number of
additional ethical issues that ultimately may prevent the investigator from using this
strategy. Despite the trials and tribulations of conducting a randomized surgical trial,
significant work has been accomplished, particularly within the context of the clinical
trial networks funded by the National Institutes of Health.

4. HIPAA: THE 800-POUND GORILLA OF CLINICAL RESEARCH

HIPAA hasarguably had asgreat an impact on the ethical conduct of clinical research
as all of the prior federal legislation combined. The legislation (contained in 45 CFR,
parts 160 and 164), originally designed to assist individuals in getting health insurance
if they had a preexisting condition, established strict regulations regarding the use of
protected health information (PHI). Importantly, it established severe fines and punish-
ments for institutions or individuals that violated the law. Although thislegislation was
developed for the clinical practice of medicine, it also appliesto clinical research. Asa
surgical investigator considering clinical studies, you must be aware of your obligations
under HIPAA and must act in amanner consistent with the law. If you violate HIPAA,
even unknowingly, you run therisk of harsh penalties. It isimportant to note that igno-
rance of the law is not an acceptable defense.

TheHIPAA legidlation establishesthe* privacy rule,” which basically protectstheuse
anddisclosureby “ covered entities’ of identifiablehealthinformation, referredtoasPHI.
Theruleregulatesthetransmission of information rel ated to health care. Inthese settings,
permission must be obtained from the patient to transmit or use his or her information.
A list of the various definitions of “covered entities’ is presented in Table 2. For the
clinical researcher, it isalmost certain that you are working within a covered entity of
some type and, therefore, must comply with the HIPAA privacy rule. The rule itself
appliesto PHI, whichisindividual healthinformationthatisindividually identifiableand
iscreated or received by acovered entity. A list of HIPAA PHI identifiersis presented
in Table 3. As can be seen from the table, any variable that could be used, alone or in
combination, to identify the patient isconsidered PHI andiscovered by the privacy rule.
Bear in mind that, by including a category of PHI that consists of any other unique
identifying number, characteristic, or code, the use of any information (even if it is not
specifically mentioned in thelist) that could reidentify theindividual is considered pro-
tected and is subject to HIPAA.

The significance of thislist liesin the fact that health information itself is not neces-
sarily covered by HIPAA, but rather only individually identifiable health informationis.
In other words, achest X-ray or a serum sampleis not covered by HIPAA unless there
isanidentifier associated withit that would allow someoneto tracethe X -ray or specimen
back to the patient. This becomes a key consideration when designing clinical studies.
After all, we usually assign asubject astudy number to ensure thisdataremain confiden-
tial. Therefore, if we use “coded data,” are we now in HIPAA compliance and able to
proceed without worry? Theanswer is“no,” if alink existsbetween the study number and
any patient identifiers. Most researchers place their coded data into a large research
database, but maintain a separate smaller and protected database that links the study
numbersto patientidentifiers. If thiscommon strategy isused and thelinkage maintained,
even under electronic “lock and key,” the researcher must act within the confines of
HIPAA. However, after the data are deidentified (that is, the linkage between the study
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Table 2
Examples of Covered Entities Under HIPAA

 Institutional covered entities: a“covered function” is anything that makes the entity either a
health care provider, health plan, or health care clearinghouse.

— Outpatient clinics

— Community hospitals that only provide medical care and have no other non—health care
related functions

— Private practice doctors offices

» Hybrid entities: complex ingtitutions that provide health care but also have noncovered
functions that are unrelated to health care. If an institution designatesitself asa “hybrid”
ingtitution, it must isolate its “covered” functions from its “noncovered” functions to
prevent the unauthorized exchange of PHI.

— Universities (including university medical centers)
— VA Medical Centers

— Certain health maintenance organizations

— Other health plans

» Affiliated covered entities: according to the law, legally separate but affiliated institutions
may choose to designate themselves as a single-covered entity under HIPAA if they are
under common ownership or control. This creates efficiencies within the system and may
facilitate the transfer of data within the institution as a single common notice of privacy
practices can be used for the affiliated institutions.

— Universities (including university medical centers)
— VA Medical Centers

— Certain health maintenance organizations

— Other health plans

number and all patient identifiers is destroyed or the recipient of the data could not
possibly identify the data because he or she has no accessto thelinkage), the dataare no
longer covered by the HIPAA Privacy Rule. Therefore, whenever possible, surgical
researchers should strive to use deidentified data.

If theresearcher doeswishto use PHI data, he or she must obtain an authorizationfrom
the subject to use the data in research. These authorizations must include: a description
of the PHI to be used; who the PHI will be disclosed to; who will be using the PHI; a
description of the purpose for its use; whether or not there is an expiration date for
the authorization (and if so, when that date is); a notice that the subject may revoke the
authorization at any time; a warning that the disclosed information may no longer be
covered under HIPAA; a statement that the provision of treatment is not contingent on
theauthorization; and that subject signatureand date. M ost IRBsandresearchinstitutions
haveboilerplatetext avail ableto researchersfromwhich to draft aHIPAA authorization.
Itiswiseto obtain thisauthorization even if you are not certain that you will need to use
identifying information.

There are situations in which you may be able to use limited PHI without a HIPAA
authorization from the patient. HIPAA providesfor limited datasetsthat excludeall PHI
identifiers except addresses, dates, and other indirect identifiers. For these datasets, the
researcher may apply for awaiver of authorization from thelocal IRB or HIPAA board.
Thecommitteeislikely to grant awaiver if theresearcher: describes how the dataset will
be used, identifies who will have access to the limited dataset, assures the IRB that the
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Table 3
HIPAA PHI Identifiers

Name

Geographic identifiers (beyond state), which includes city, town, or ZIP code
All elements of dates (birthdates, date of death, date of admission or discharge), age
Telephone numbers

Fax numbers

E-mail addresses

Social security numbers

Medical record numbers

Health plan beneficiary numbers

Account numbers

Death certificate numbers, driver’s license numbers, etc.

Web addresses

Internet protocol addresses

Biometric identifiers (e.g., fingerprints, voice prints)

Full face images

Any other unique identifying number, characteristic, or code

dataset will not be used to contact individuals and that appropriate safeguards are put in
placeto prevent usesor disclosuresoutsidetheresearch agreement, and the |RB feelsthat
itwould not be practi cableto obtain asigned authori zation and theresearch posesnomore
thanminimal risk. Thelimited dataset strategy isavery reasonableapproach for research-
ers who wish to analyze existing databases. In this setting, the investigators with the
identified datacould devel op alimited dataset and giveit to another investigator after IRB
approval of aHIPAA waiver of authorizationisobtained. Sincetheinception of HIPAA,
many databases researchers have also obtained HIPA A authorizationsfrom the subjects
at the time of enrollment, which greatly simplifies the process.

Thereisoneadditional situation that theresearcher must beaware of when considering
theimpact of HIPAA on clinical research. HIPAA applieswhen screening and recruiting
subjectsintheclinic. Inthissetting, theresearcher oftenwill review thechartsof potential
subjects to determine eligibility before an office visit. Although this may seem fairly
benign, it is not appropriate to screen medical records in this manner under HIPAA. In
this setting, the researcher should obtain a partial waiver of authorization from the IRB
before proceeding. Thiswaiver will be granted if the screening presents minimal risk to
the patient and obtaining prior authorization is not practical. Full authorization can then
be obtained if the patient wishes to participate. One might argue that the clinician who
isperforming thestudy hasto review themedical recordsaspart of hisor her routinecare.
However, this review is part of the clinician’s role and is unrelated to the role of a
researcher. Therefore, itiswiseto obtain apartial waiver of HIPAA authorization aspart
of theRB approval process. The sameistruefor the use of existing databasesto identify
study cohorts. If no HIPAA authorization was previously obtained, it iswiseto obtain a
partial waiver of authorization before querying the database and contacting any patients.
Thereisaclausein HIPAA that dealswith “reviews preparatory to research” that allows
the investigator to review the dataset to assess sample size and determine if there are
adequate subjects for the research. In this setting, no HIPAA authorization is required
assuming that the PHI used for these reviews is not disclosed or used offsite. In certain
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settings, individual swithinthe covered institution may even be ableto contact the poten-
tial subjectsto discuss the research further. However, this should be discussed with the
IRB before proceeding to ensure that you are in compliance with HIPAA.

HIPAA may seem quite overwhelming at first glance, but after you obtain a basic
understanding of therules, it isrelatively easy to navigate. Most research will require a
HIPAA waiver from the patient. Thisis easily obtained at the time of informed consent
and usually remainsin force throughout the study. If you are ever unsure about whether
HIPAA appliesto you or your research, you should contact your local IRB or office of
compliance before proceeding. Invariably, they will take a conservative approach to the
issue, but thisis probably wise, because the penalties for HIPAA violations are severe

5. CONCLUSIONS

Thesurgeon-scientist must beawareof theethical i ssuessurrounding clinical research
if heor sheisto succeed at thisendeavor inthe 21st century. Wehavereviewed the history
of ethics and clinical research, the role of the institutional review board, and specific
issuessurrounding surgical studiesand HIPAA asthey relatetoresearch. Thereareafew
take-home messages that the reader should bear in mind. First, the current landscape
surrounding the ethics of clinical research developed in response to anumber of isolated
incidents that were morally repugnant, but were also more widespread than one might
imagine. As evidenced by the recent gene-transfer experiments described previoudly,
ethical dilemmas may arise even with the current safeguards. Second, the IRB servesan
important role by protecting researchers from ethical problemsand providing guidance
as these problems arise. Although many researchers have assumed an adversarial rela-
tionship with their IRB, thisisamistake. If you view the IRB as aresource that isthere
to protect you and give you guidance, you will find your dealings with the IRB more
pleasant and productive. It will also improve your research. Finally, the passage of
HIPAA changed the way we do clinical research. You must be aware of HIPAA and
alwaysensurethat you arein compliance. If you run afoul of the HIPAA regulations, you
and your institution will beliable. Because complianceisrelatively easily and your local
IRB can assist you in maintaining compliance, there is no reason this should ever be a
problem for you, assuming you are aware of your responsibilities.
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1. INTRODUCTION

A research project, whether large or small, and regardless of funding source, requires a
budget. A budgetisaredlistic predictionof what it wil | costtocompl eteastudy andisconstructed
by analyzing each of the stepsinvolved in conducting the study. For most grant applications, a
budget justification must accompany the budget and usually includesanarrative description of
therolesplayedby personnel requestedintheapplicationandhow other projected expenseshave
been determined. The budgeting processrequirestheinvestigator to think through the proposed
project carefully and identify each step of the research plan. Not only must the investigator
estimatethedollar amount of projected expenses, but he or she must also estimatethetiming of
when expenditures are likely to occur. The budgeting process is an integra part of a grant
application and should not be I€eft for the last minute. The process itsdlf can often identify
important steps or omissionsin the project.

When preparing a budget for a grant gpplication, the investigator should consider three
important items: the policiesand requirements of the granting agency, the policiesand require-
ments of the investigator’ singtitution, and the projected new costs and existing resources that
will bepart of theresearch project. Thebudget needsto reflect accurately what theinvestigator
plansto do and the proposal itself needstoinclude the relationship and the need for each of the
budget items. Reviewers consdering a grant for funding expect to see a carefully prepared
budget that is thoroughly justified and documents how cal culations were made.

1.1. Types of Research Proposals

Before devel oping abudget proposal, researchers should learn the types of activities
that an agency will fund as part of the grant program. Aninvestigator-initiated project (a
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project the investigator developed in response to his or her own research interests, as
opposed to in response to a request from the granting agency), allows an investigator
considerabl elatitude concerning the scopeand extent of aproject. Thesetypesof projects
are typically funded through the R-01 mechanism by the National Institutes of Health.
Some proj ects can be completed within ashort period. More commonly, however, an R-
01 proposal extends for 5 yr and requires a detailed budget for yr 1 and estimates of
expenditures anticipated in yr 2 through 5.

Granting agenciesfrequently have research interests of their own and ask investigatorsto
submit proposals to address specific research problems. These projects, often referred to as
anRFA (Request for Application) whenrequested by afederal agency, havemorerestrictions.
A federa agency may issue an RFA stating that a certain amount of money isavailableina
particular fiscal year and that the agency anticipatesawarding somenumber (e.g., Six tonine)
of grantsto successful applicants. The agency may place further restrictions by stating the
proposed projectsareto last only 2 or 3 yr and may not exceed acertain amount that includes
bothdirectandindirect costs. Direct costsrepresent theactua costsof performingtheresearch,
including staff salaries, laboratory supplies, and analytic costs. Indirect costs represent the
administrative and overhead coststo theinstitution. Theindirect costsare usually calculated
as a percentage of the direct costs at arate dictated by the investigator’ singtitution.

The most restrictive type of research proposal is a contract. Under this scenario, the
granting agency has avery specific research task to complete. In aprocessreferred to as
an RFP (Request for Proposal), the agency asks researchers to bid on the proposal by
submitting aresearch plan and aproposed budget. When awarding acontract, thefunding
agency may negotiate specific items within the investigator’ s budget.

Each granting agency hasits own rules governing expensesthat are allowed and those
that are not. Theserulesdiffer for each grant competition. Many private foundations, for
example, frequently offer modest sized grants of $25,000-$50,000 to encourage
researchers to explore novel ideas. Unfortunately, the awards are often restricted to
research supplies. They explicitly prohibit grant awards from funding theinvestigator's
salary, graduate student tuition, stipends, professional travel, secretarial help, and some
equipment costs. Before preparing abudget, theinvestigator must carefully evaluate the
scope of aproposed project and whether sufficient resources are available.

1.2. Components of a Budget

There are usually three major components of abudget proposal: direct costs, indirect
costs, andinstitutional commitments. Thischapter will review eachindetail. Direct costs
are those associated with actual conduct of the proposed study. Indirect costs are those
expenses shouldered by theinstitution that providestheresearcher withawarm, dry, safe
place to conduct the research. Most institutions have negotiated an “indirect rate” with
the federal government. Private foundations, however, may limit the amount of money
that can be allocated to indirect costs.

1.3. Other Factorsto Consider

When constructing aresearch budget, careful attention should be given to the timing of
expenses. For example, perhapsnot all personnel will needtostartimmediately. That would
affect some other categoriesof expenses, such as staff travel and consumption of supplies.

Somefunding agencieswill alow investigatorsto take unspent fundsfrom onefiscal year
and carry them over to the next fiscal year. Otherswill not. In the latter case, unspent funds
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must be returned to the granting agency. Such restrictions have important implications for
how aresearcher plans his or her research activities. It is also important to know whether a
funding agency will alow yearly increases for salary and cost of living or requires level
funding. Most granting agencieswill allow* no-cost extensions.” Ina“ no-cost extension,” the
investigator is alowed to extend the life of the grant beyond the origina funding period by
using unspent funds from the final year. In some instances, “no-cost extensions’ are unlim-
ited; in others, any remaining unspent funds must be returned after a 1-yr extension.

Institutions also have specific guidelines for grant and contract applications. Before
the development of any research proposal, an investigator should contact his or her
institution’ sbusiness office, grants office, and human resources department. Many insti-
tutions have very specific hiring policies and salary scales. This is especialy true if
employees within the institution are members of a union. Most institutions have devel-
oped an internal set of procedures to review grant applications and budget proposals to
ensure that they comply with their requirements. Multiple signatures will be needed as
the proposal moves through the organization. Researchers need to remember that this
process takes time and that they should complete their grant proposal several weeks
before the submission deadline to avoid last minute crises.

Avoid padding the budget, but also avoid a budget that is too lean. Research, by
definition, will encounter unexpected situations. Investigators should anticipate poten-
tial problems and build in sufficient resources so that the proposed project can be com-
pleted successfully.

2. PARTS OF A BUDGET

2.1. Direct Costs

UsingtheNational Institutesof Health (NIH) “ detailed budget for initial budget period
—direct costs” (NIH form page 4; see Appendix 1) and the companion “ budget for entire
proposed project period —direct costs’ (NIH form page 5; see Appendix 2) asan outline,
researchers shoul d assembl e budgets estimating expensesin each of the categorieslisted
here. The budget should be calculated for theinitial budget period, whichisusually 1yr.
The budget should then be extended over the entire period of the proposed study, includ-
ing increasesover time, if allowed by the funding agency. Further information on calcu-
lating these costs is provided under “Calculating Costs and Budget Justification.” The
sections of the budget are as follows and each is discussed in turn:

Personnel

Consultant costs

Equipment

Supplies

Travel

Patient care costs, if any
Alterations and renovations
Other expenses
Consortium/contractual costs

CoNoO~WNE

2.1.1. PERSONNEL

Start by identifying the number and kinds of tasks needed to be done to conduct the
research and the number and kinds of personnel that it will take to perform those tasks.
The following questions may be useful.
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How long will it take to complete the research?
How much time will the investigator devote to the project?
What tasks will the investigator handle?
Will the investigator, or someone else, supervise research staff? If someone else, who?
Clinical research usually involveshuman subjects. Will theinvestigator correspond with
an ingtitution’s Institutional Review Board (IRB), or will this task be delegated to a
project coordinator?
6. Isaproject director required? If so, isthisafull- or part-time position?
7. What kinds of knowledge and skills will a project director need?
8. How many of the required tasks can a project director take on?
9. How will data be collected? Who will collect the data?
10. Isadatamanager needed? If so, full or part time?
11. What kind of experience will a data manager require?
12. How many of the required tasks can a data manager take on?
13
14
15
16

aghrowdpE

. Does the project require laboratory personnel ?
. What knowledge and skills would be required of |aboratory personnel ?
. Is patient care involved? What level of patient care? Inpatient or outpatient?
. Will specialized medical personnel be involved, such as aregistered nurse, or can the
project be completed with the assistance of a medical technician?
17. How long will each person be needed on the project?
18. Does the institution have core facilities (sometimes called service centers or recharge
centers) that provide specific technical or administrative servicesfor auser fee, or must
the researcher perform or contract for all specialized tests or functions?

After aresearcher has addressed these questions, he or she must obtain estimates of the
sdary costs assaciated with the number and types of personnel that will conduct the project.
Frequently, specific salary estimates are available from an ingtitution’s human resources
department. Cal culation of personnel costswill almaost alwaysinvolvefringebenefits. Fringe
benefit rates can be substantial and are usually determined by an institution or as part of a
collective bargaining agreement. Fringe benefit ratesmay simply beapercentage of salary or
may vary by job classification. Fringe benefits cover such thingsas FICA, Medicare, retire-
ment plans, insurance, and worker’ s and unempl oyment compensation. There are some job
categoriessuchasstudent labor that havenofringebenefit costs. Investigatorsshould remem-
ber that fringe benefit rates are usually not under their control and can increase along with
salary costs with each year of the project. These increases need to be budgeted in advance.

2.1.2. ConsuLTANT CosTs

Investigators are not always capabl e of providing al the necessary professional experi-
ence and expertise to conduct aresearch project. Some skills, such as help with statistical
analysis, are best provided by research consultants. Usually, consultants are hired on an
hourly or daily rate. These rates should be estimated realistically and should reasonably
reflect the consultant’ s usual salary. Aninvestigator must carefully eval uate the needs of
the proj ect to determine how many types of consultants may be required and the amount of
effort needed. Largeclinical projects, for example, often must include the costs of conven-
ing an external data and safety monitoring board or an external advisory committee.

2.1.3. EQUIPMENT

Research projects require supplies and equipment. Supplies are items that are con-
sumed on a weekly or monthly basis. Equipment refers to items that frequently have
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ausable life of at least 2 yr and a purchase value over some amount such as $500 or
$1000. Investigators must carefully review a funding agency’s regulations to deter-
mine what types of equipment may or may not be included in the grant proposal.
Researchers must takeinto account computer and software requirements. Other impor-
tant items include office equipment such as file cabinets, desks, and chairs. Many
institutions have warehousesfrom whichinvestigators may obtain recycled equipment
at steep discounts.

2.1.4. SuPPLIES

Research projectsrequire supplies. At aminimum, researchers must budget for office
supplies such as stationary, toner cartridges, copy paper, filefolders, pens, and markers.
Does the project require letterhead, questionnaires, or other types of preprinted forms?
How rapidly will supplies be consumed and need to be reordered?

Investigators conducting laboratory research must also plan for laboratory costs such
aschemicals, reagents, plastic ware, and other consumables. Areanimalsrequired?|f so,
how many and what species?Inaddition, careful consideration needstobegiventowhere
animals will be housed and fed.

2.1.5. TRAVEL

Investigators should carefully consider the travel implications of their project pro-
posal. Doestheproject call for travel outsideof theinstitution? Doestheinvestigator need
to meet with other collaborators or consultants? If so, how often will this occur? Are
consultant costs including airfare, hotel accommodations, and mileage carefully esti-
mated? Where will the research results be presented? The investigator may wish to
budget for one trip to a national meeting each year.

Do the research personnel need to travel to collect data or meet with study subjects?
If so, what istheinstitution’s policy concerning travel reimbursement for use of private
car or other modes of travel ? | sthereastandard mileage reimbursement rate? Do patients
need to travel to theinvestigator’ sinstitution? If so, will thistravel be reimbursed? Will
afixed per diem be used, or will patients submit receipts for parking, tolls and mileage?
Have patient reimbursements been reviewed and approved by an institution’s IRB?

2.1.6. PAaTIENT CARE CosTS

Research projectsinvolving patient carecan bevery costly and complex. Investigators
needto review the project proposal carefully to determinewhat carewould be considered
routineandwhat careispart of theinvestigator’ sproject. Routinehealth carecanbebilled
to a patient’s insurance carrier; tests performed for research purposes cannot. Many
institutionshave negotiated research patient carerateswith the Department of Healthand
Human Services. If not, researchers should negotiate discounted rates within their insti-
tutionsfor laboratory studies, radiology charges, andinpatient costs. I nvestigatorsshould
not have to pay retail rates for routine hospital services.

When estimating the costs of patient care, careful attention must be given to the rate
of patient accrual. This may not be an issue in asmall study with relatively few office
visits, butit canbeamajor factor whenlarge numbersof patientsrequiring multipleoffice
visits are to be enrolled.

Will patient care be conducted in multipleinstitutions? If so, what part of the carewill
be done by a central laboratory and what part will be performed locally? Most multi-
institutional research projectsuseacentral pathology |aboratory and acentral |aboratory
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for serum analysis. Investigators should anticipate that the costs of these services will
increase on an annual basis.

Who isinitiating the research project? Are funds being supplied by a pharmaceutical
company to conduct aclinical trial? If so, the investigator needs to estimate the costs of
providing appropriate care according to the research protocol outlined in the research
proposal. If theinvestigator hasinitiated thestudy, doestheinstitution haveafacility such
as a General Clinical Research Center to assist in the conduct of the study? If so, the
investigator should work with the center director to develop an appropriate budget.

2.1.7. ALTERATIONS AND RENOVATIONS

In some cases, agencieswill fund alterationsor renovationsto physical spacerequired
to conduct aresearch project. Usually these renovations need to bedirectly related to the
conduct of the proposed project and the costs of such alterations carefully documented
in the budget justification.

2.1.8. OTHER EXPENSES

Expensesthat arenot specifically detail edin other sectionsshoul d be categorized here.
They can potentially include such items as long-distance telephone calls, charges for
telephone lines and voice mail, network computer charges, equipment service contracts,
postage, mailings, photocopying charges, medical record charges, or pathology retrieval
charges. Cost of rental space may be alowed when alower off-campus indirect rateis
assessed. Other items may include modest incentives to encourage patient enrollment.
Theseitems, however, must be approved by aninstitution’sIRB. Finally, somelRBsare
now charging areview fee, particularly for studiesfunded by pharmaceutical companies.
These fees should be included as other expenses.

2.1.9. ConsorTIUM/CONTRACTUAL CosSTS

Some research projects require expertise available only in another institution or an
agency of astategovernment. Thetwo most common arrangementsareto construct either
a consortium agreement or a contract. The difference dictates how money is dispersed
from the granting agency. In aconsortium agreement, both institutions have responsibil-
ity for the conduct of the entire project and both will receive disbursements from the
funding agency. Under asubcontract, the funding agency will distribute the entire grant
to the primary institution who will inturn distribute money to the subcontractor. In either
of these arrangements, all participating institutions will use their own rules regarding
compensation, fringe benefit rates, and indirect costs. Furthermore, each participating
consortium/contractual organization must submit a separate detailed budget for both the
initial budget period and the entire proposed project period along with their portion of the
proposal. Indirect costs appropriate to the respective institutions are included in each
contract. Federal funding agencies have specific rules regarding the amount of indirect
costs that the primary institution can collect on a subcontract to another institution.

2.2. Facilities and Administrative Costs (I ndirect Costs)

A researcher occupies space within an institution. The institution defrays the cost of
maintaining that space by leveling a Facilities & Administrative fee on all grants and
contracts. This Facilities& Administrative feeiscommonly referred to asindirect costs
and can represent a sizeable portion of the total budget. Indirect costs are added to
reimburse the institution that receives the funding for such things as administrative
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departments (e.g., payroll, grants & contracts, human resources), depreciation of build-
ingsand equipment, utilities, and libraries. Usually, indirect costs are cal cul ated accord-
ing to a previously negotiated rate between the research institution and the federal
government. Many private foundations accept these rates, but otherslimit overhead to a
specific percentage of the total grant award.

Not all expensesinaresearch proposal areusedto computeindirect costs. Usually only
expenses that involve ingtitutional facilities are included in the calculations. These ex-
penses may include personnel, travel, and supplies. Large equipment purchases are usu-
ally excluded. Institutions can have multipleindirect rates. A large academic institution
may have an on-campusrate, and one or more off-campusrates. In that case, theindirect
rate that would be used depends on the location and type of space in which the project
would be housed. The indirect rate is applied to al applicable direct costs, and the
resulting figure is added to the direct costs for a 1-yr project total.

2.3. Institutional Commitments

Private agencies and foundations frequently reguest that an investigator’ sinstitution
contributein someway to thefinancing of aproject. Often thiscommitmentisintheform
of salary support for the principle investigator or other members of the research team.
Another way of demonstrating an institutional commitment is to provide awaiver of a
portion of theindirect cost recovery alowance. Finally, aninstitution may show commit-
ment by donating services such as mailing, telephone, or photocopying services. When
consideringinstitutional commitments, aninvestigator must know precisely what agrant-
ing agency iswilling to fund and then budget accordingly.

3. CALCULATING COSTS AND JUSTIFYING THE BUDGET

In addition to a budget proposal, an investigator is also expected to submit a budget
justification. Thisportion of thegrantisjust asimportant asthebudget itself and therefore
should command serious attention. The budget justification provides abrief explanation
and rationale for each line item in the budget and how each was calculated. It usually
follows the same outline as the budget itself.

3.1. Personnel

After a researcher has determined the type and number of personnel needed for a
project, he or she must all ocate the amount of time each employeewill spend on specific
tasks. A useful tool for envisioning how the project will proceed isatimeline bar graph.
By using atimeline, theinvestigator can plan each step of the project and determine the
commitment of personnel and other resources on each specific task, or set of tasks. The
construction of such atimelinewill also be useful in the devel opment of project-specific
job descriptions.

Research personnel often work on a number of different studies concurrently, some-
times across departments. The percent of effort expended on each is charged to the
individual projects in proportion to the time spent. For example, a data manager who
works 5 d per week, might work on one study for 2 d and on another project for the
remainder of the week. If theinstitution considers 5 d per week to be full time, then the
datamanager isconsideredto beal.0 FTE (full-timeequivalent). Thefirst project would
budget the manager for 40% effort plusthat share of the fringe benefits, and the second
for 60% effort plusthat share of the fringe benefits. Experienced research personnel are
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well worth higher personnel costs, especially if theinvestigator isnew to research or will
not have agreat deal of time to devote to the project. Some grants are subject to salary
limits. That information may be obtained from an institution’ s grants office.

To calculatethe cost for each personfor theinitial year, multiply theinstitutional base
salary by the percent effort on the project. Next, multiply the base salary allocated to the
project by the appropriatefringe benefit rate. Add thetwo sumstogether to determinethe
Y ear 01 total for each person. Using appropriateincreasesin salary, and any changesto
percent effort or a fringe benefit rate, calculate the remaining years of the proposed
project in the same manner.

A budget justification should include the following information for each person re-
guesting salary support starting with the principal investigator: name, degree(s), role on
theproject (e.g., principal investigator, project director), and percent effort for each of the
years for which support is requested. A concise description of the experience that an
individual will bring to the project should follow, along with the specific tasks that will
be his or her responsibility. The investigator should carefully assess how much effort
each employee will spend on the proposed project during each year of operation and
should justify any changes in percent effort by year. How annual salary increases are
determined, whether by negotiated contract or institutional guidelines, should be stated.
Frequently, investigators anticipate hiring personnel only if a project is funded. These
personnel should be listed as “to be named” and appropriate salary requests should be
determined by the category of job description, or by institutional guidelines. Explain
briefly the rate(s) used to calculate fringe benefits for each person. The budget justifica-
tion should follow the outline of the research proposal and should permit areviewer to
locate easily the tasks assigned to each position being regquested.

3.2. Consultant Costs

Consultant costs are usually calculated on either aper diem rate or some other appro-
priate unit. To determine the consultant costs, first determine the number of days each
consultant is needed and then multiply this number by the daily rate that has been nego-
tiated with the consultant. Add to that any travel or other agreed-on expenses. Calculate
subsequent yearsin the same way, using any increasein daily rate, or changein number
of days of consulting to be provided. Be certain to include an estimate of travel costsin
subsequent years.

Thebudget justification should include the name and institution/organi zation for each
consultant who will work on the research project. Furthermore, the researcher should
provide abrief explanation concerning why this consultant was sel ected and the unique
expertise he or she will bring to the project. Describe the services the consultant will
provide and the agreed-on rate for theinitial year. Explain any changesin rate, days, or
services to be provided for subsequent years.

3.3. Equipment

Not all funding agencies will permit equipment purchases. Be sure to determine if
equipment is allowed by the funding mechanism to which the application is being sub-
mitted. Cost estimates can usually be obtained using institutional guidelines. The budget
justification should include an explanation describing the need for each piece of equip-
ment being requested. Expensiveitems should be clearly identified asto their rolein the
research project.
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3.4. Supplies

Institutional guidelines sometimes dictate how “supplies’ and “ other expenses’ are
differentiated. The instructions for grant preparation may also suggest how “supplies’
and “ other expenses’ should belisted. To estimatetotal supply costs, first determinethe
purchase price for each item using institutional guidelines. Often there are preferred
vendors for specific items. The investigator should check whether the institution has a
central warehouse, or anonsiteinventory. The budget justification should include expla-
nations for each category of supplies and how each was calcul ated.

3.5. Trave

Requested travel funds should be separated into categories according to the purpose.
Investigators frequently travel to present results, whereas research personnel travel to
collect dataor retrieveresearch material. Travel costsmay includeairfare, trainfare, per
diem, hotel ground transportation, mileage reimbursement for use of personal car, tolls,
and parking fees.

Reasonabl e estimates should be used for future travel involving public transportation
and overnight stays. Institutional guidelines will be useful in this category. More in-
volved calculations will be needed for researchers who travel on aregular basis. Actual
distancesand number of tripsper staff member need to be determined and then multiplied
by the cost factor (e.g., per mile reimbursement for use of personal car). If a research
project requires significant travel, a reviewer will want to see that careful thought has
been given to the calculation of these expenditures. The budget justification should
include who will be doing the traveling, the destination, the length of stay, the purpose
of thetravel, any related expensesthat will beincurred, and how the costswerecal cul ated.
Some RFPswill require actual quotesfor air fare and hotel accommaodations, despitethe
fact that no funding isin place and no date can be assigned to the travel.

3.6. Patient Care Costs

There are many variables to be considered in calculating patient care costs. Some
expenses will be shouldered by the research project, but other costs may be considered
appropriate medical care and should be charged to third-party payers. When calculating
patient care costs, researchers must consider when patient accrual will commence and
how rapidly the appropriate number of study subjectswill beenrolled. For inpatient care,
determinethe number of patient days, cost per day, and the cost for each test or treatment.
For subsequent years, use the same formula, but use an appropriate inflationary factor.
Also remember to include any changesin the number of days, costs per test or treatment,
increases or decreases in the number of tests or treatments, and any changes in types of
tests or treatments.

Thebudget justification should include the name of each hospital or clinicthat will be
providing patient care, the funds requested for each, and whether each has a current
Department of Health and Human Services—negotiated research patient care rate agree-
ment. If there is no such agreement, provide a detailed explanation concerning the pro-
posed use of each facility and the number of patients expected and how each of the
categoriesof costsitemized inthe budget was cal cul ated. For subsequent years, continue
the detailed explanation making sure any changes are well documented. If study partici-
pants are reimbursed for expenses related to the research, explain in detail the rationale
and how the reimbursement will be calcul ated.
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3.7. Alterations and Renovations

This category of expense covers changesto a defined space or spacesrequired by the
project. Changesmay includerepairs, partitioning, painting, and changesrelated to | abo-
ratory needs. Large research proposals may require extensive changesto facilities. One
approach isto estimate a cost per square foot. If thisis not possible, adetailed item-by-
item cost should be provided. The budget justification should include the changes to be
made, the essential nature of the changes, and a detailed explanation of how each of the
costs was calculated. If a square foot cost can be determined, provide the basis for that
calculation.

3.8. Other Expenses

Theinvestigator’ sbusiness office should be ableto provide costsfor institution-based
expenses such as telephone lines, voice mail, computer network, and charges for other
centralized functions, aswell as estimates of fees for equipment mai ntenance contracts.
Project-specific expenses such as postage, photocopying, and charges for retrieval of
medical records need to be cal cul ated based on the actual proposed usage. Unless careful
attention is paid to detail, some “other expense” items can destroy an otherwise well-
constructed research budget. Postage and photocopying charges are good examples of
expensecategoriesthat areoften poorly estimated. Thebudget justification shouldinclude
an explanation of how the cost for each category of other expense was calculated.

3.9. Consortium/Contractual Costs

Each participating consortium/contractual organization must submit a separate
detailed budget and budget justification for both the initial budget period and the entire
proposed project period. Consortium arrangements may involve personnel costs, sup-
plies, and other alowable costs, including Facilities & Administrative costs.

3.10. Facilities and Administrative Costs (I ndirect Costs)

Fecilities and administrative rates are negotiated between an indtitution and the federa
government. Theingtitution’ sgrantsand contracts office determinesthe appropriaterateto be
used by aninvestigator. Thisrateis applied to most (but not al) categories of fundsrequested
in a proposed budget. The investigator’ s business office may be aresource in thisarea. The
budget justification should state the negotiated rate being applied to the particular project.

3.11. Institutional Commitments

Institutional commitments to the proposed project should be clearly identified. If
salary supportisbeing providedtoany or all of theresearch personnel, thissupport should
bedetail edinthe budget justification. Other support such asadecreaseintheindirect rate
or the provision by the institution of services such as postage or telephone use should be
clearly identified.

4. RECRUITING AND MANAGING A RESEARCH STAFF

The size and scope of a proposed project will dictate the number and kinds of staff
required. Giventhewidevariety of clinical research, itisdifficult toidentify all thetypes
of tasks that need to be completed. There are, however, some areas common to all
research. They include protection of human subjects, data collection, data management
and analysis, and manuscript preparation.
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Protection of human subjectsin research has come under increasing scrutiny over the
last decade. New federal regulationsunder theHeal th I nsurance Portability and Account-
ability Act, also referred to as the Privacy Rule, have had a major impact on clinical
research. Therefore, the first staffing decision that should be madeiswhether the inves-
tigator, having ultimate responsibility for compliance with al regulations, will handle
this important area or whether it will be delegated. Major institutions that are heavily
involvedinresearchmay haveaGeneral Clinical Research Center, aclinical trialsoffice,
or some type of core research support facility that assumes the burden of appropriate
documentation and reporting associated with protection of human subjects. If not, then
the investigator must decide if his or her staff will include a person with the requisite
training and experience for this responsibility. A task naturally associated with that
position would be the construction and administering of consent documents.

In general, research associatesinvol ved with gathering data and the subsequent manag-
ing of those data should be compulsive and well-organized. Data collected in aresearch
project are only as good as the people who collect and manage those data. Aningtitution’s
human resources department will have generic job descriptionsfor data collection person-
nel, to which project-specificlanguage usually may be added. Researchershiring new staff
should pay particul ar attention to applicants’ resumesto determineif they have the proper
gualifications. In some instances, specific licensed health professionals will be needed.
Researchers should not ignore training or experience from outside the medical field.

Aninvestigator should give careful thought to theamount of timeheor shewill beable
to devote to the actual research itself, and, in particular, to managing a staff. For many
investigatorstheir primary effort is devoted to grant writing and manuscript preparation.
The actual research work is done by ateam of qualified personnel. For other types of
clinical research, theinvestigator is present and is “hands-on” agood deal of time, with
heavy interaction among research participants and staff. Other kinds of research exist on
the fringes of abusy clinician’s schedule and benefit from an alternative team leader. In
that situation, and depending on the size of the proposed project, consideration should be
given to an experienced project director.

Theinclusion of aproject director, with well-defined responsibilitiesincluding super-
vision of staff, can easily be made during budget preparation. Unfortunately, thisismuch
more difficult to address half way into aproject. Regularly scheduled meetings between
the investigator and staff, especially in the early months of the project, are critical. Each
staff member should beaskedto prepareasuccinct report of hisor her areaof involvement
for informal presentation.

Researchersshould encourage questions; research personnel learnfrom each other. Be
alert to any staff member who does not ask questions. No matter how knowledgeable or
experienced theindividual, it isunlikely that he or she would be familiar with all facets
of anew project.

A good research staff isateam, all working together toward a common goal—that of
successful completion of the research project. One team member is asimportant as the
next in reaching the goal. It isimportant that each team member know his or her worth
to the project.

5. RESOURCES

For theinvestigator preparing afirst grant application, some of the most useful infor-
mation can be obtained from an institution’ s grants of fice and from the human resources
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department. Not only are there institutional guidelinesin many areas, but there are dif-
feringinstitutional requirements. Departmental businessofficesmay aso behelpful. The
human resources department can provide generic job descriptions, salary and wage clas-
sifications, as well as job posting and subsequent hiring information.

Finally, the set of instructions from the particular agency or funding mechanism to
which the grant or contract will be submitted is a source of critical information for any
investigator.

6. SUMMARY

Development of acomprehensive, well-justified budget takestime. Itisacritical part
of the overall preparation of agrant application and requires careful thought be given to
all areas of the research plan. The processitself can identify missing steps or omissions
in the body of the proposal. Before embarking on a budget preparation, an investigator
should visit his or her institution’s grants office and human resources department to
collect the specific types of information referenced in thischapter, and to get an estimate
of thetimetable for institutional sign off. If the application isfunded, thetime and effort
spent on budget preparation will pay off by removing one obstacle to the successful
completion of aresearch project: running out of money!
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Appendix 1: First-Year Budget Page of NIH Grant Applications (PHS Form 398)

Principal Investigator/Program Director (Last, First, Middle):

DETAILED BUDGET FOR INITIAL BUDGET PERIOD FROM THROUGH
DIRECT COSTS ONLY
PERSONNEL (Applicant organization only) Months Devoted to Project DOLLAR AMOUNT REQUESTED (omit cents)
ROLE ON Cal. Acad. Sum. |{INST.BASE SALARY FRINGE
NAME PROJECT Mnths | Mnths | Mnths 1 SALARY |REQUESTED | BENEFITS TOTAL
Principal
Investigator
SUBTOTALS > I
CONSULTANT COSTS
EQUIPMENT (itemize)}
SUPPLIES (ftemize by category)
TRAVEL
PATIENT CARE COSTS  |INPATIENT
OUTPATIENT

ALTERATIONS AND RENOVATIONS (itemize by category)

OTHER EXPENSES (lternize by category)

CONSORTIUM/CONTRACTUAL COSTS

DIRECT COSTS

SUBTOTAL DIRECT COSTS FOR INITIAL BUDGET PERIOD (item 7a, Face Page) $
CONSORTIUM/ICONTRACTUAL COSTS I FACILITIES AND ADMINISTRATIVE COSTS
TOTAL DIRECT COSTS FOR INITIAL BUDGET PERIOD $

PHS 398 (Rev. 04/06)

Page

Form Page 4
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Appendix 2: Entire Budget Page of NIH Grant Applications (PHS Form 398)
Principal Investigator/Program Director (Last, First, Middle):
BUDGET FOR ENTIRE PROPOSED PROJECT PERIOD
DIRECT COSTS ONLY
BUDGET CATEGORY 'N'Tlé\l'z—gggGET ADDITIONAL YEARS OF SUPPORT REQUESTED
TOTALS {from Form Page 4) 2nd 3rd 4th 5th

PERSONNEL: Salary and fringe
benefits. Applicant organization
only.

CONSULTANT COSTS

EQUIPMENT

SUPPLIES

TRAVEL

PATIENT INPATIENT

CARE

COSTS OUTPATIENT

ALTERATIONS AND
RENOVATIONS

OTHER EXPENSES

CONSORTIUM/
CONTRACTUAL
COSTS

DIRECT

SUBTOTAL DIRECT COSTS
(Sum = ltem 8a, Face Page)

CONSORTIUM/
CONTRACTUAL F&A
COSTS

TOTAL DIRECT COSTS

TOTAL DIRECT COSTS FOR ENTIRE PROPOSED PROJECT PERIOD

JUSTIFICATION. Follow the budget justification instructions exactly. Use continuation pages as needed.
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In contrast to observational study designs, interventional studies manipulate clinical
care to evaluate treatment effects on outcomes. Although surgeons have often relied on
observational studies to establish the efficacy and effectiveness of operative and
perioperative interventions, observational studies (also referred to as case series) are
limited to demonstrating the correlation between the outcome of interest and the proce-
dure. Prospective controlled interventional trialswill provide ahigher level of evidence
for atrue cause-and-effect relationship.

Interventional studies may be categorized into two large classifications: true experi-
mental designs and quasi-experimental designs. The randomized, blinded clinical trial
(RCT) isthe prototypical example of atrue experimental design. Inan RCT, patientsare
allocated to treatment arms in a prospective, random fashion in an attempt designed to
ensure comparability between groups. The intervention and outcome are then adminis-
tered and recorded, often with blinding of the interventionalist, the evaluator and the
subject to reduce bias. This study design is discussed further in Chapter 5.

Unfortunately, surgical interventions often do not readily lend themsel vesto random-
ized blinded trials (1). Consent for randomi zation is often difficult to obtain for surgical
interventions because patients may have a preconceived notion of what treatment they
wish to receive, blinding is often impossible (e.g., the patient and surgeon both know
whether a cholecystectomy was performed laparoscopically or through open surgery),
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and ethical concerns usually render sham surgery controls unacceptable (2). Further-
more, the technical nature of surgery can make randomization difficult. Surgeons are
more likely to be skilled in certain operations, results are likely to improve over time as
aresult of learning curve effects, and surgery ofteninvolves small incremental improve-
ment rather than dramatic changes. Asaresult, quasi-experimental techniques, which do
not require random assignment, are more often used in the assessment of surgical inter-
ventions than in the assessment of other medical treatments.

The most basic experimental research design is a comparison of outcome before and
after aplannedinterventionwithout the use of acontrol group (also known asthe pre/post
design). Essentialy, thisisasystematic case seriesin which anew intervention or treat-
ment isintroduced during the period of study (3). Unfortunately, interpretation of simple
pre/post intervention studiesis difficult. Changesin the outcome of interest may be due
to theintervention; however, it may also reflect disease natural history (asthe condition
improves over time or clinical therapy improves with experience), patient selection
(patients before and after the intervention may have differed in clinically important
attributes), or placebo effects (because neither patient nor provider is blinded). In addi-
tion, there is anatural tendency for processes to regress to the mean, which may occur
withoutintervention. Therefore, inthischapter wewill examinealternativestudy designs,
which, although not randomized, can often provide morerigorousevidence of atreatment
effect than a simple pre/post design.

In this chapter, three principal interventional study designs will be considered:

» nonrandomly assigned control (or comparison) group
* time-series design with pre- and posttest comparisons
* preference alocation (patient, physician)

For eachresearch design, wewill consider appropriateresearch questions, basicdesign
elements, allocation of subjects, outcome measurement, analytic techniques, and overall
assessment of the strength of the design.

1. NONRANDOMLY ASSIGNED CONTROL
(OR COMPARISON) GROUP STUDIES

In nonrandomly assigned control group studies, at | east two separategroupsare evalu-
ated—one of which receives the intervention of interest and another that serves as a
control or comparison group (Figure 1). Thusthe nonrandom control groupissimilar in
design to aRCT, except that patients are assigned to treatment groups in a nonrandom
fashion. Quasi-experimental designs differ from that of an observational trial in that the
patients are allocated to treatment groups by research protocol, whereas in an observa-
tional study the natural history of treatmentsisstudied (i.e., thereisno allocation to any
intervention).

1.1. Identify Appropriate Questions

There are two main instances in which a nonrandomized control group trial is a good
choice. Thefirst iswhen an RCT would beideal but practical considerations (e.g., costs,
unacceptability to patients or providers) make ahigh-quality RCT infeasible. The second
iswhenyou aretrying to establish the eff ectiveness of large-scal edissemination andimple-
mentation. Still, just asin observational studies, predictive variables need to beidentified
and measured to ensure comparability between the study groups. Asisalsotrueof observa-
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Figure 1: Nonrandomized control groups. * O represents observation; X* representsastudy inter-
vention.

tional studies, quasi-experimental studies are less desirable when studying outcomes
that are multifactorial or are lesswell understood. The strength of these studiesisin part
determined by the investigator’s ability to control for potential confounders using multi-
variable analysis, therefore, being able to identify and accurately measure these potential
cofounders (such aspatients' illnessseverity and comorbidities) isessential to minimizing
therisk of bias.

1.2. Define I nclusion/Exclusion Criteria

Next, specific inclusion and exclusion criteria need to be established for the study
population. Inclusion criteriamust beidentical for both theintervention and comparison
groups. There is an inherent tension between using criteria that are broad enough to
ensure that recruitment of an adequate sample and generalizability, but not so broad that
meaningful comparison isnot possible. For example, including all first-time uncompli-
cated hernias in men may be reasonable, whereas limiting the trial to asymptomatic
herniaslessthan 2 cm may be unnecessarily restrictive. Exclusion criteriahavetwomain
purposes. (1) to exclude study subjects who present substantial risk to the scientific
quality of thestudy (e.g., inability tofollow up, planto moveout of state) and (2) to assure
safe and ethical conduct of the study (e.g., inability to tolerate general anesthesia,
contraindications to the one or both of the treatment arms, unable to give informed
consent). Both clinical characteristics of potential study subjects and social/cognitive
criteria should be considered when identifying exclusion criteria.

1.3. Estimate Sample Size

Finally, an estimate of the appropriate sample size needs to be determined. The size
of the patient cohort islikely to be larger in anonrandomized study to permit the appli-
cation of multivariate regression techniquesto adjust for differencesin baseline charac-
teristics. Although the mechanics of regression analysisare considered el sewhereinthis
text, itisimportant to remember that the number of independent variabl esthat can be used
in a regression model for a categorical outcome can be quite limited. About 1020
outcomes (e.g., herniarecurrence) are required for each variable included in the regres-
sion analysis. Even if your study includes 1000 surgeries, if there are only 50 adverse
outcomes you should include no more than 5 independent variables in the regression
model (4). For continuous outcomesvariable (e.g., health-related quality of life or exer-
cisetolerance) thisrestrictionisconsiderably less (1020 study subjects per independent
variable). Clearly, theinvestigators need to ensurethat thereisadequate research support
to recruit and follow a sufficient number of study subjects.
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1.4. Allocate Subjects Between Groups

The selection of study sites and the allocation of subjects to treatment groups are
among the most challenging issuesin nonrandomly assigned control group studies. Sub-
jects should be allocated to treatment groups in a manner that allows the groups to be
generally comparable and to minimize the introduction of bias. For example, theinves-
tigator may choose to randomly select one of two comparable private hospitals as the
intervention site and the other asthe comparison site. Whether to randomize by hospital,
ward or clinic, or physician will depend on feasibility, risk of contamination, and the
nature of theintervention. The use of pseudo-randomization (e.g., every other patient)
should be discouraged because it does not offer any great advantage over true random-
ization and is subject to manipulation by clinicians. The use of patient or physician
preference to allocate patients to treatments can be used, but islessdesirable. A discus-
sion of preference trialsisincluded later in this chapter.

1.5. Collect Baseline Data

In the nonrandomized controlled trial, it is crucial to collect acomprehensive dataset
including all variables that can reasonably be expected to influence the outcome of the
procedure. Baseline and follow-up (i.e., pre/post) measures should be collected at both
the intervention site and the control sites. This datawill alow the investigator to judge
the comparability of the two groups and can also be used to statistically adjust for mea-
sured differencesbetween thegroups. In addition, pre/post datafromthe control sitescan
provide an external temporally synchronous control. Unfortunately, just asin observa-
tional studies, even with detailed data collection, it is still possible that unmeasured
confounderswill influence the study’ sresults. This should always be reported asalimi-
tation of this study design.

1.6. Measure the Outcome

Theoutcomeof interest should be established beforeinitiating the study and measured
asaccurately and reliably as possible. Because neither the patient nor theinvestigator is
blinded to the nature of the procedure, the use of physician- and patient-reported out-
comes can be quite problematic. The use of independent, blinded evaluators, imaging
studies, or physiologic measurements (e.g., blood flow rate, degree, residual stenosis)
may beless proneto biasthan patient-reported outcomes. However, itiscritically impor-
tant that the outcome measureisclinically meaningful. For exampl e, although measuring
range of motion may be more objective and less prone to bias, it is also less clinically
relevant than measures such as pain or ability to return to work. There may be some
instancesin which sham procedures or other placebo treatments are ethically acceptable
and in such instance subjective outcome measured (such as pain, health-related quality
of life) arelikely to be much less subject to bias (5).

1.7. Analysis of the Data

Although randomized controlled trials can be analyzed using relatively straight for-
ward bivariate statistical analysis (e.g., t-tests, chi-squared statistics) when successful
randomi zation is demonstrabl e, analysis of nonequival ent comparison groups generally
requires multivariable modeling. First, the groups are analyzed to determine the degree
of comparability using simple descriptive statistics. Bivariate statistics can be used, but
itiscritical torealizethat both clinical and statistical significanceof differencesbetween
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intervention and control subjects should be considered. For example, if there are clini-
cally substantive differences in an important preintervention patient attribute(s), then
those variables should be adjusted for inthe analysesevenif the bivariate difference was
not statistically significant.

Next, multivariate regression techniques are used to “control” or “adjust” for any
observed differences in baseline characteristics. Treatment assignment is entered as an
independent variable controlling for these potential confounders and the effect of treat-
ment is determined from the regression coefficient. Just as in a true experiment, this
variables signifiesintention to treat (i.e., wasthe subject in the assigned intervention or
the control group), not whether the subject received the treatment. Standard multivariate
analysis assumes measurement of all potential confounding variables (although if you
know the degree of measurement error, adjustments for low or moderate precision can
be performed).

There are several threatsto the interpretation of datafrom a nonrandomized clinical
trial, of which unmeasured confoundersisparticularly prominent. For example, ahernia
may recur morefrequently in one hospital becausethe patientsare morelikely to be poor
and must return to work earlier. Because patients are usually not “blinded” to the study
intervention, there may also be differential degrees of placebo effects that may account
for the clinical differences, especially of outcomes based on patient self-report. Finaly,
the investigator must consider issuesthat arerelevant to any trial, including RCTSs, such
as the need for complete follow-up, the ascertainment of an unbiased outcome assess-
ment, and concernsregarding the generalizability of thefindingsinto anonexperimental
setting. The inherent uncertainty of achieving complete case-mix adjustment has left
some expertsto question whether we can rely on these statistical methodsto account for
differences in the characteristics of the comparison groups (6).

1.8. Advantages of the Nonrandomized Controlled Trial

When a true experiment is not feasible, there are severa potential advantages of
including acontrol group (even nonrandomized) instead of relying solely on simple pre-
and postintervention comparisons. The control group principally helps to account for
threatstointernal validity from temporal trends, regression to the mean, and thelearning
curve. A temporal trend bias is the potential that other advances or changesin clinical
care, the nature of the disease, or patient population may account for observed changes.
Aslong asthese changes are reflected in both the control and experimental groups, they
are likely to be identified using this design. Similarly, the impact of the learning curve
has been widely established for new surgical procedures. Thus outcomes may improve
over time, which must be accounted for in any analysis. Finally, the outcomes at
the extreme are likely to moderate naturally over time, leading to a phenomenon of
regression to the mean. Without controlling for thistrend, observed effects may reflect
chance rather than true clinical changes.

The use of a nonrandomized control group may also reduce the threats to external
validity that limit the value of RCTsresults. First, RCTstend to be done at afew, highly
selected sites, and are rarely done in community settings. Quasi-experimental designs
can often involve more providers and settings, making the results more generalizable.
Second, the lack of randomization often facilitates recruitment of alarger proportion of
eligible patients, thus further increasing generalizahility.
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Figure 2: Time-series analysis. * O represents observation; X* represents a study intervention.

1.9. Disadvantages of the Nonrandomized Clinical Trial

The principal disadvantage of this design isthe potential for bias from confounding.
The direction of this biasis unpredictable from study to study. For example, clinicians
may differentially includethe sicker patientsin theintervention trial to provide the“best
chance’ for the patient, thus biasing the trial against the intervention. Alternatively, the
heal thiest patients may beincluded to ensurethat the intervention hasthe optimal oppor-
tunity to work. Therefore, the investigator should try to preempt “hand-picking” study
subjects who receive the intervention. Even when optimally conducted, this design can
never ensure that unmeasured or imprecisely measured social, economic, cultural, or
clinical variables do not account for the apparent treatment effect. Thus the results of
these trials must be evaluated in alarger context, and internal and external validity may
be best assessed through the replication of resultsin a variety of clinical settings.

2. TIME SERIES ANALYSIS

Time seriesanalysis can provide amore robust method for addressing the problem of
secular trends in clinical care. Essentially, the investigator measures the outcome of
interest several times before initiating the experiment to establish a baseline value and
trendinthedata(Figure2). After theintervention, theinvestigator will again measurethe
outcomeseveral timesto establishtheimpact of theintervention. Thisdesigndiffersfrom
astandard cohort design becausetheinvestigator mani pul ates patient careto estimatethe
effect of theintervention and from a pre/post design becauseit can identify trendsin the
outcome rate that existed before the intervention.

2.1. I dentify Appropriate Questions

Time-seriesexperimentsare useful intwo clinical situations: first, when theinterven-
tion produces a rapid and sustained impact on the outcome of interest. For example, a
time-seriesanalysishas been used to determinetheimpact of |aparoscopic techniqueson
the rate of bile duct injuries after cholecystectomy (7). Interventions that produce a
delayed or gradual change may be much moredifficult to capture. Using asinglepre/post
comparison, but including sufficiently long follow-up, amultipletime-seriesdesign can
improvetherobustness of the statistical comparison. Thevalidity of atime-seriesanaly-
sis can be further improved by conducting a similar analysis on a comparison (control)
cohort (thereby combining atime series design with anonrandom control group design).

2.2. Define Appropriate I nclusion/Exclusion Criteria

Asinall studies, inclusion and exclusion criteriamust be balanced to ensure adequate
comparability of thestudy group and generalizability of thestudy results. Inatime-series
analysis, broad inclusion criteria should generally be used to ensure that there is little
room for theinvestigatorsto differentially enroll patientsinto astudy (e.g., al consecu-
tive patients undergoing laparoscopic cholecystectomy). Thereby, aslong asthe under-
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Figure 3: Impact of variation on stability in time-series trial. (A). Time series with excellent
precisioninoutcomeassessment. (B) Timeserieswith moderate precisionin outcome assessment.

lying population does not change, patients included before and after the intervention
should be similar. The exclusion criteria must include the patients’ ability and willing-
nesstoremaininthestudy and have outcomesdatacollected for thelength of theexpected
follow-up, because significant lossto follow-up islikely to biasthe results of any longi-
tudinal study. Clearly, it isalso important to exclude patients from the study who would
not have been candidatesfor procedures, including the cohort of potential study subjects
preceding theintroduction of the procedure. For example, thereisaclear biasif outcomes
from patients who are candidates for laparoscopic cholecystectomy are compared with
outcomesfor patientsare candidatesfor open chol ecystectomy, which may have broader
eligibility criteria.

2.3. Estimate Sample Size

A vital feature of time seriesinvestigationsisthat there must be sufficient ssmplesize
to provide a stable estimate of the outcome incidence throughout the time series. In
essence, the noise of random variation cannot be so great that it obscures the signal that
you are trying to detect (the “true” outcome incidence rate). For example, in a study of
risk adjusted mortality ratesafter cardiac surgery intheV A hospital system, investigators
determined that 185 cases per 6-mo period were needed to produce a“ statistical” stable
(precise) estimate of surgical mortality (8). Unfortunately, only one hospital during a
single period achieved thiscase volume. Factorsthat influencethe precision of statistical
estimation are described el sewhere. To adegree, increasing the number of measurements
(usually by increasing thefollow-up time) and modern statistical methodsfor accounting
for measurement error can help overcome moderate imprecision of the individual out-
come rate estimates (Figure 3).
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2.4. Collect Baseline Data

The number of baseline data collection pointsthat need to be collected isin large part
determined by the degree of temporal stability in the outcome rates before the interven-
tion. Asis often true in research, the exact number of data points is a balance between
alwayswanting more data, but needing to consider incremental benefitsand incremental
costs of data collection.

2.5. Measure the Outcome

Asin the case of the baseline data, data must be collected for a sufficient period to
establish both a reliable postintervention baseline and to assess the durability of the
response. It is particularly important to evaluate the potential that any observed effect
merely regression to the mean.

2.6. Analysis of the Data

In a simple pre/post design, the outcome rate before and after the intervention is
compared. Thisisalso true for atrue-series study, but atime-series analyses also com-
paresthe temporal changeswithin the pre- and postintervention periods. Thisisaccom-
plished by fitting two multivariate regression modelsto the temporal trend in outcomes
rates, onefor the preintervention period and one for the postintervention period. If there
isno effect of the intervention, the slopes of regression lines and their interceptswill be
the same. A one-time effect will bereflected asan increasein theintercept of theregres-
sion line. Ongoing, longer term impacts will result in an acute changein the slopein the
postintervention phase compared to the preintervention period (Figure 4).

2.7. Advantages of Time-Series Trial

Time-series experiments can allow the investigator to identify preexisting temporal
trendsin the outcome of interest and more effectively test causal influence. Asshownin
Figure4, if the outcome of interest has been stable over several observation periodsand
then changesand persistsat anew |level at thetimeof theintervention, thisprovidesstrong
inferential evidence of atreatment effect.

Time-series experiments have often been used to track quality of care and health care
costsover timeand assesstheimpact of practice changes(e.g., theimpact of laparoscopic
cholecystectomy on bile duct injury rates). They have also been applied to assess the
impact of systemic changeson operativetime, resource utilization, and throughput. They
may also be particularly useful for single institution studiesin which historical dataare
available to define precise base line values and temporal trends, thus improving on a
simplepre/post intervention design without requiring arandomized control group. How-
ever, just likethe pre/post design, atime-series analyses can usually benefit from adding
comparison sites that are similar to the intervention sites except for the absence of the
intervention. Also, pre/post and time-series studies should always include an eval uation
of other changesthat may have occurred at the study site at the sametime astheinterven-
tion. Qualitative methodsare often the preferred approach for collection thisinformation
on changes at the institution.

2.8. Disadvantages of the Time-Series Analysis

Time-seriesanalysesarelimited by theinvestigator’ sability to completely control for
potential confounders. Specifically, the population under study may change because of
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A Time Series analysis with no significant intervention effect
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Figure 4: Time series analysis with no effect (A), one time effect (B; small arrow, reduction in
intercept of plotline), and ongoingimpact (C; small arrow, reductioninintercept of plot line; large
arrow, reduction in slope of graph).
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acontemporaneous phenomenon (e.g., change in neighborhood demographics or socio-
economic status), which may biasthe results of the study. Thisthreat can be minimized
through prospective data collection with established entry criteria, the use of multiple
pre- and postintervention measurements, and serial qualitativeevaluationsof thestudy site.

Although increasing the number of measurementsislikely to reduce the threat of an
unrecognized confounder, it will usually substantially increase the cost and complexity
of atime series experiment. Investigators may seek to identify outcomes that can be
tracked though administrative data or other existing systems to reduce the cost of the
intervention. Thus health care environmentsthat care for amore stable group of patients
over time and have comprehensive medical information system data (e.g., staff model
health maintenance organizations, VA hospitals) may be excellent venues for this type
of analysis.

3. COMPREHENSIVE COHORT TRIALS/PATIENT
PREFERENCE TRIALS

Asaresult of the invasive nature of surgical interventions, patients may be reluctant
to agree to random assignment. Consequently, the representativeness of surgical RCTs
may be substantially compromised, thus making extrapolation of resultsto the general
population concerning. In the comprehensive cohort study (CCS) or patient preference
trial (PPT) designs, patientswho declineto participatein therandomized portion of atrial
continueto be followed intheir chosen therapeutic arm (Figure 5) (9,10). At the conclu-
sion of thetrial, comparisons are made for four groups of patients: patients randomized
intointervention A, patientswho selected intervention A, patientsrandomized into inter-
vention B, and patients who selected intervention B. The comprehensive cohort trial
differsfrom atraditional cohort study because only patients who are considered appro-
priate for either treatment arm are enrolled and all patients undergo a uniform treatment
aswould occur in an RCT. In addition, for the nonrandomized subjects, you are specifi-
cally examining theimpact of patient preferencesunder circumstancesthat minimizethe
impact of physician recommendations, access and economic barriers, and other
nonclinical confoundersthat may influencetreatment decisionsinusual clinical practice.

For example, the Coronary Artery Surgery Study comparing coronary artery bypass
surgery with medical therapy included patients who accepted randomization (780 of
2099 patients approached) and patientswho refused randomi zation (1315 patients) (11).
Patientswho underwent surgery within 90 d of their eval uation were considered surgical
patients, and the remaining patients were assigned to the medical management arm.
These patients were followed over time and analyzed according to an intention to treat
methodology as described in the following section.

3.1. Identify Appropriate Questions

Comprehensive cohort trial designs have been used to augment a randomized con-
trolled trial when clinicians and patients are likely to have strong preexisting treatment
preferences and the outcome does not rely on patient reported outcomes. As originally
described, the comprehensive cohort study should usually be used to eval uatetechniques
that are also available outside of the study, although it has been applied to settings in
which treatment is limited to within the study environment (12). If the intervention is
limited only to randomi zed patients, no meani ngful compari son can be madeto the group
followed in the CCS.
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Analysis 1. Intervention vs. Control
2. Treatment A vs. Treatment B
3. Treatment A+ Intervention vs. Treatment B+ Control

Figure 5: Analysis scheme for comprehensive cohort trial.

3.2. Define Appropriate I nclusion/Exclusion Criteria

The inclusion and exclusion criteriafor a CCS or PPT should be determined by the
RCT component of the study. Patients who chose interventions that are not included in
either study arm should be excluded from the analysis.

3.3. Estimate Sample Size

Sample size should be determined primarily by the underlying RCT and estimates
of the number of patientswho will agree to randomization. As described below (Section
3.7.), theevaluation of a CCS proceedsin stages and adequate recruitment into the RCT
arm is necessary to determine the principal treatment effect.

3.4. Allocate Subjects Between Groups

InaCCs, dl eligible subjectsareinitially approached and consent for randomizationis
requested. Patients who refuse randomization are then asked to consent to be included in
the CCSfollow-up study and are alocated to treatment groups based on their preferences.
InaPPT, patients are initially asked whether they have a strong preference for a specific
treatment. Those patientswithout astrong preference are then asked to consent to random-
ization. Patientswho refuse randomi zation or have apreexisting strong preference arethen
assigned to their preferred treatment arm. Unfortunately, treatment assignment may be
difficult for patients who seek care el sewhere or who delay initiating therapy. CCStrials
should be analyzed using an intention to treat methodology, and criteria for treatment
assignment (e.g., surgery within 90 d of evaluation) should be specified.
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3.5. Collect Basaline Data

For the most part, considerations for baseline data collection are similar to those for
other quasi-experimental designs (comprehensive collection of factors that may influ-
ence risk of the outcome). However, it may be particularly relevant to collect baseline
information on the patients' perspectives on the treatment options, such as the strength
of their preference, their expectations or optimism regarding outcomes, and the reasons
for their treatment selection.

3.6. Measure the Outcome

A predefined, objective outcome measure should be used when possible and appropri-
ate. The confounding between patient preferences and patient reported outcomes can
make analysis of subjective outcomes (e.g., pain or health-related quality of life) prob-
lematic. Therefore, physiologic or clinical outcomes are preferred (e.g., death, stroke,
strengthtesting). Nonethel ess, a“ subjective” measuremay still bepreferabletoan® objec-
tive” measure that is not very clinically or socially compelling (e.g., range of motion)
especially when the nature of the comparison interventions are similar (such as two
different major surgical procedures).

3.7. Analysis of the Data

Itisrecommended that CCSand PPT trialsbeanalyzed sequentially. Thefirstanalysis
should compare outcomes for the patients in the randomized portion of the trial. Next,
patients in the nonrandomized arm should be examined to determine if the treatment
effectisconsistent orinconsistent inthe preferenceallocation cohort. Finally, all patients
may be considered in a single multivariate regression analysis, including an indicator
variable for randomization status as a covariate. Using this technique, the independent
effectsof treatment and patient preferenceand theinteraction between patient preference
and treatment choice can be determined (13).

3.8. Advantages of CCS/PPT Design

CCS/PPT designsoffer two principal advantages. First, theability to choosetreatment
assignment may improve recruitment into aclinical trial and thus increase the sample
size. Unfortunately, the availability of a CCS/PPT may limit patients' desireto enter the
RCT portion of the trial and will, in the end, increase the duration and costs of the
enrollment process necessary to obtain a sufficient number of randomized patients. Sec-
ond, CCS/PPT trials may enhance the external validity of the study’s main findings.
Because patients who decline randomization may represent the majority of patients seen
in clinical practice, a consistent finding in both the randomized and nonrandomized
cohorts can provide some reassurance regarding generalizability. Furthermore, if the
results between the randomized and nonrandomized cohorts are inconsistent, then one
can describe the direction and magnitude of the bias introduced through the self-deter-
mination of treatment (or physician selection of treatment).

3.9. Disadvantages of the CCS/PPT Analysis
Theaddition of aCCS/PPT study toan RCT islikely toincreasethe cost and complexity
of the trial. A CCS/PPT study will be larger and the follow-up may be more difficult if
patients seek treatment outside of the study centers, but are still included in the cohort.
Furthermore, the threat of residual unmeasured confounding is an inherent threat to the
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validity of the CCS/PPT even with state-of-the-art measures of baselinerisk factors. Thus,
although the CCS/PPT patients may be more representative of the general population,
careful attention must be paid when adjusting for differencesin baseline characteristics.

4. EMPIRICAL EVIDENCE COMPARING RANDOMIZED
AND NONRANDOMIZED TRIALS

Although RCTs continue to be viewed as the gold standard for clinical research, a
series of comprehensive evaluations has failed to demonstrate consistent differencesin
treatment effects found in high-quality randomized and nonrandomized investigations
(14-16). MacL ehose and colleagues reviewed 14 articlesinvolving 38 interventionsin
which the results from quasi-experimental studies were compared with those derived
from RCTs. Theauthors concluded that therewere no significant differencesinthe effect
sizeor direction between high-quality quasi-experimental studiesand RCT. However, in
low-quality studies, the effect size appeared to be more extreme, but the direction varied
inonly onecomparison. Thelow-quality studieswere principally review articlesthat did
not use appropriate meta-analytic techniques.

The difference in outcomes reported between randomized and nonrandomized trials
may, sometimes, be just areflection of the underlying patient characteristics. In acom-
prehensivereview of RCT and non-randomized studiescomparing coronary artery bypass
grafting with angioplasty, Britton and colleagues determined that coronary artery bypass
grafting was favored in the RCT and angioplasty in the nonrandomized cohort studies.
However, after adjustment for patient characteristics, the differences were no longer
statistically different (15). Benson and Hartz reached asimilar conclusion after examin-
ing 136 articles in 19 treatment areas. The effect estimates derived from RCT and
nonrandomized trials were similar for 17 of the 19 conditions studied and there did not
appear to be systematic bias in observational investigations (15).

The impact of publication bias may differentially impact randomized and non-
randomized trials. Although adequately powered randomized trials that fail to demon-
strate asignificant difference between treatment armsare routinely published, it appears
that nonrandomized studies demonstrating a similar conclusion are more often rejected
and probably less often submitted for consideration by the authors as well. Thus, when
RCT and nonrandomized trials comparing a single treatment are examined, the
nonrandomized trials are more likely to demonstrate positive results. Perhaps, this pub-
licationinequality accountsfor part of the perception that quasi-experimental and obser-
vational studies are intrinsically biased.

5. CONCLUSIONS

Quasi-experimental study designs offer surgical investigators avaluabletool to over-
come many of the impediments to conducting a randomized clinical trial. The use of
properly selected nonrandomized control groups can help to overcomethreatsto internal
validity fromtemporal trends, surgical |earning curveeffects, regressiontothemean, and
the difficulty in obtaining equipoise among surgeons. Likewise, time-seriesanalysiscan
bewell suitedfor situationsinwhich clinical practice outpacesresearch eval uation. Often
combining these two methods (i.e., using both pre/post and contemporary comparisons)
will be the optimal approach, making it possible to examine the impact of rapid clinical
change in diverse patient populations and clinical settings.
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The trade-off between RCT and a quasi-experimental study design is largely prag-
matic. When feasible, an RCT is almost always preferred because it minimizes the risk
that unmeasured confounding isbiasing the studies conclusions. However, often aquasi-
experimental study design can offer important insightsinto the care of surgical patients
and can lead to more generalizable study results based on more representative patient
populations. Surgical case-seriesreports continueto bevery common; however, many of
these case series could be readily redesigned to create rigorous and more scientifically-
sound quasi-experiments. Quasi-experimental designswarrant careful consideration by
surgical researchers and should be more widely used.
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One day when | was a junior medical student, a very important Boston surgeon
visited the school and delivered a great treatise on a large number of patients who
had undergone successful operationsfor vascular reconstruction. At the end of the
lecture, a young student at the back of the room timidly asked, “ Do you have any
controls?” Well, thegreat surgeon drew himself upto hisfull height, hit thedesk, and
said, “ Do you mean did | not operate on half of the patients?” The voice at the back
of the room very hesitantly replied, “ Yes, that's what | had in mind.” Then the
visitor’sfist really came down as he thundered, “ Of course not. That would have
doomed half of themto their death.” God, it was quiet then, and one could scarcely
hear the small voice ask, “ Which half?” —Dr. Earl Peacock (1)

The example above highlights some of the problems with performing randomized
trialsinthesurgical disciplines. Surgeon biasfor or against specific procedures, morbid-
ity associated with surgery, and the acceptance of lesser formsof clinical evidenceby the
surgical community are all barriersto performing randomized trials. However, in fields
such as oncology and cardiology, great strides have been made in patient care by using
evidence from well-designed and well-executed randomized trials. In many cases, these
trial shavesuccessfully randomized patientsto potentially morbid and invasivetherapies.
Moreover, thetrend toward evidence-based medicineisbeing embraced by not only the
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medical community, but by patientsand third-party payers. If thesurgical disciplinesare
going to keep pacewith therest of medicine, a“cultural” shift away fromtheempiricand
anecdotal evidence supplied by case series and case reports toward the more rigorous
methodology of randomized interventions needs to occur.

The purpose of this chapter is to outline the randomized clinical trial, including its
methodology, as it pertains to the surgical disciplines. Hypothetical examples and
examples from published literature will be used to highlight the unique challenge ran-
domized research poses for surgeons. This chapter will not cover advanced statistical
topicsor advancedtrial designs. Entirebooksare published onrandomizedtrialsandtheir
methodol ogy; my goal isto cover thebasic concepts. After reading thischapter, thereader
should be able to plan a basic randomized trial and understand how to avoid the major
potential pitfalls when designing and executing the study.

1. THE RANDOMIZED TRIAL: THE BASIC MODEL

A randomized trial is acomparative study between two or more interventions, where
exposureto theinterventionis determined by random allocation. The basic design of the
randomized trial is illustrated in Figure 1. In general, Treatment A represents a new
therapy (or surgical technique) and Treatment B representsthe control group that may be
the current standard or perhaps no therapy at al. There are many variations on the
organization of arandomized trial, including more than two treatment groups, complex
randomi zation strategies, and i ntentional crossover of pati entsbetween treatment groups.
No matter what the variation, however, al contain the key step of random allocation.

Random allocation of subjectsis the most important feature of the randomized trial.
Randomization breaks the link between any unmeasured confounding variables and
treatment status. This unique feature of the randomized trial isits biggest strength—by
breaking thislink, all differencesin effect between treatment groups can be assumed to
bearesult of the differencesin treatment. In other words, confounding should be absent.
From asurgical standpoint, randomization can also be the biggest weakness of the ran-
domized trial. Convincing patientsto relinquish control of their careto arandom process
that determines whether or not they receive surgery, or which surgery they receive, is
often the biggest challenge to completing randomized trialsin surgery.

Randomized trials can usually be placed into one of two broad categories. pragmatic
trials and explanatory trials. Pragmatic trials attempt to simulate clinical realities more
accurately during patient recruitment, during formulation of the randomly allocated treat-
ment groups, and during measurement of outcomes. By designing trials that more accu-
rately parallel real-lifeclinical situations, practical informationisgained that may be more
generalizable and more easily acceptedinto clinical practice. Explanatory trials attempt to
answer amore specific and narrow question. To maximizetheir ability todothis, eligibility
criteriamay seek amore homogeneous set of patients. Follow-up of patients and measure-
ment of outcomes may be moreintensivethaninnormal clinical practice. Theinformation
gained from such trials often effectively answersthe narrow question of interest, but isless
oftenimmediately relevant toclinical practice. Another closely related concept that isoften
important in drug trialsis effectiveness vs efficacy. Effectivenessisthe ability of aninter-
vention to accomplish itsintended outcome in a popul ation under real-life circumstances,
whereas efficacy isthe ability of anintervention to obtain itsintended outcome under ideal
situations(2). Generally speaking, most randomized trial sin surgery tend to be categorized
aspragmatic, comparing surgical techniquesand outcomesunder usual clinical conditions.
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Figure 1: The basic design of the randomized trial.

2. BIAS AND VALIDITY

Random all ocation offersgreat protection agai nst confounding, but thisdoesnot mean
that bias can not exist in a randomized trial. Bias in randomized trials is defined as
systematic error withinthestudy that resultsin amistaken estimate of theeffect of therapy
ondisease (2). Bias can beintroduced into any step of the process, including enrollment,
randomization, and assessment of outcomes. The best protection against bias is the
proper planning and execution of the trial, which ultimately resultsin a high degree of
internal validity. In someinstances, bias cannot be avoided; however, in such instances,
attemptsto measure the direction and magnitude of the bias should be undertaken. Inter-
nal validityistheability of atrial to cometo the correct conclusion regarding the question
being studied. In other words, a study with high internal validity has been designed and
executed in such a way that the observed differences between treatment groups, apart
from sampling error, can only be due to differencesin assigned treatments. The internal
validity of astudy can be compromised at any point in the design and execution of the
trial, and low internal validity increases the opportunity for introduction of bias. Related
to this concept isthe external validity of atrial. External validity isthe ability of atrial
to produce results that are generalizable to the larger population of patients with the
disease. External validity isinsured mostly by proper subject selection, eligibility crite-
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ria, and outcomessel ection. During theremainder of thischapter, the conceptsof biasand
validity will recur as different aspects of the clinical trial are discussed in greater detail.

3. FORMULATING THE RESEARCH QUESTION

For arandomized trial to be successful, careful thought must go into formulating a
research question. Randomized trial sshoul d be designed to answer asnarrow of aclinical
guestion as possible, while still maintaining clinical relevance. With thisin mind, there
arecertain research situationsthat tend to favor therandomized trial . Idedlly, the disease
process being studied is common enough to recruit the number of patients required to
adequately power the study. The clinical question also heeds to be important enough to
justify the expense of the study, and legitimate uncertainty on the part of the medical
community between the effectiveness of at least two therapies for the same disease
process must exist. Thislatter concept isreferred to as clinical equipoise and represents
the ethical foundation onwhich another important concept isbuilt—namely that patients
should not be disadvantaged by their participationinaclinical trial. Finaly, physiciansand
patients participating in the study need to be willing to relinquish control of choice of
treatment, sometimes setting aside deeply held beliefs regarding the most appropriate
form of treatment. As previously stated, this last hurdle is often the most difficult to
overcomein surgical trials and in many ways highlights some of the major differences
between randomized trialsin the surgical specialties and the medical speciaties. Aswe
have all experienced, many patientsfind their way to asurgical clinic dueto preexisting
beliefsabout the benefits of surgery, and many patientsavoid surgical consultation from
equally strong beliefs about the dangers of surgery. When competing medical and sur-
gical therapiesexigt, itistherare patient that presentswith no preconceived beliefsabout
the best treatment. Anecdotally, these preconceived beliefs are most likely to be high-
lighted when two forms of alternative therapy are the most different (e.g., surgery vs
medical treatment or surgery vs observation). However, if legitimate uncertainty exists
regarding the best treatment, this challenge should not be allowed to stand in the way of
awell-designed trial. With thisin mind, the ideal problems to study with randomized
trial sarediseaseswhere (1) themorbiditiesof the proceduresunder investigationarevery
similar (e.g., two surgical proceduresthat use similar incisions); (2) the disease has high
morbidity, lacks effective therapy, and anew surgical technique haslegitimate promise
of offering improved outcomes; and (3) diseases with currently effective therapies that
result in potential long-term morbidity in which patients may bewilling to expose them-
selves to the short-term morbidity of a more invasive procedure for potential improve-
ment in long-term side effects (e.g., coronary artery stents vs long-term medical
management of coronary artery disease).

From a methodol ogic standpoint, there are several important issues that need to be
decided during the formulation of the research question. First, which end points are the
most clinically relevant? Second, can these end points be accurately and reliably mea-
sured? And if not, what potential surrogate end pointsare available, and at what expense
totheinternal validity and external validity of the study? The answersto these questions
inlarge part will determinethe practicality, expense, and feasibility of arandomizedtrial
(3). The answers to these questions will also lead the investigator to choose the most
appropriate end-point for thetrial, which in turn will determine the remainder of thetrial
design. Many typesof clinical, economic, and patient-oriented end points can be used as
end points for a clinical trial (4). The selection of end points will in part be based on
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whether thetrial ispragmatic or explanatory. Pragmatic trialswill generally have patient
relevant end pointssuch asmorbidity, mortality, and functional status. A singleend point
may not be adequate for many pragmatic trials, and often multiple end points are mea-
sured. Explanatory trialstend to have end pointsthat arelessdirectly clinically relevant,
such as radiographic evidence, physiologic parameters, and serum markers. Theserules
for end points however, are not universal, and there is no clear-cut line that determines
whether atrial is pragmatic or explanatory and which end points are required. The only
iron-clad rulefor end pointsisthat they need to represent ameasure of disease statusthat
directly relates to the research question.

Example 1: In 2003, Thompson et al (5) reported on theresults of arandomized trial
designed to determineif a drug called finasteride, when taken daily, reduced therisk of
prostate cancer. They enrolled more than 18,000 men 55 yr of age and older with no
evidence of prostate cancer, and then randomly allocated them to receive either
finasteride or placebo. The men were monitored closely for 7 yr, and participants who
developed clinical evidence of prostate cancer underwent prostate biopsy. At the end of
the study period, all participantsin the study underwent prostate biopsy (whether or not
there was evidence of cancer). The authors reported that that daily finasteride reduced
therisk of prostate cancer by 24%, but high-grade cancer wasmore prevalent inthemen
taking finasteride.

This large study represents an explanatory trial relevant to the field of urology and
illustrates many of the points described previously. Though the trial did not randomize
patientsto aninvasivetherapy, it wassuccessful inrecruiting patientsinto atrial inwhich
aninvasiveprocedure(prostate biopsy) wasastudy requirement. Thequestion of whether
or not a daily dose of finasteride reduces the risk of prostate cancer is also clinically
relevant enough to justify the cost of such alarge study. The main study question was
“Does daily finasteride reduce the risk of prostate cancer compared with placebo?’” and
main end point was histologic evidence of prostate cancer. If it had been designed asa
pragmatic trial, the authors would have chosen a different end point, such as morbidity
or mortality from prostate cancer. However, it istheimmediate clinical relevance of the
study guestion and end pointsto the disease process that makesthis an explanatory trial,
not the end point per se. Prostate cancer growsslowly, and alarge subset of menwho are
diagnosed with the disease die of other causes before symptoms develop. Also, the men
in this study were followed much more closely thanispractical inreal life, including an
end of study biopsy. In contrast, if a similar study had been performed to evaluate the
effect of a drug on the development of a rapidly fatal malignancy with a high case
mortality rate, histology may have been areasonable pragmatic end point.

4. ELIGIBILITY CRITERIA

Establishing preciseeligibility criteriaisanimportant step inthe processof designing
arandomizedtrial. Defining theappropriate subset of the popul ationto study inlarge part
determines the external validity of atrial. Careful thought at this stage of planning will
avoid the potentially painful later realization that the study population istoo narrow or
too broad to yield the desired results. In general, pragmatic trials tend to have broader
inclusion criteria, with an attempt made at replicating the clinical patient population of
interest. Explanatory trials are narrower in focus, and by choosing a highly selected
subset of patients, statistical advantage can be gained by reducing variability of the
outcomeswithin the randomly allocated groups. However, thisisdone at the expense of
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generalizability. A good rule of thumb for all types of trialsisthat the eligibility criteria
should besufficiently specific and succinct to all ow independent observersto cometothe
same conclusion regarding a patient’ s eligibility—little room should be | eft for subjec-
tive interpretation.

Example 2: A vascular surgeon wishes to study a new minimally invasive technique
for treating occlusive peripheral vascular disease of the lower extremities. The surgeon
planstoenroll patientsyounger than 65 yr of agewith clinical and radiographicevidence
of occlusivediseaserequiringintervention. Thepatientsarerandomlyallocatedtoreceive
the new minimally invasivetherapy or the standard open bypass procedure. The planned
end point is angiographic resolution of the occlusion.

This hypothetical trial poses acouple of potential problemsin its current form. First,
the inclusion criteria may not necessarily reflect the typical patient with this disease by
excluding patients older than 65. If positive results were found, then applying these
resultsto older patients with peripheral vascular disease would require extrapol ation, or
a“leap of faith.” This potential for lack of generalizability lowers the external validity
of the study. Second, the eligibility criteria of the patients should be more objectively
defined. Specific measure of angiographic severity of the lesion, objective measure of
patient symptoms measure by validated methods, and specific exclusion criteria should
al be determined in detail in advance. Finaly, the planned end point (radiographic
resolution of the lesion) may not be the best determinant of therapeutic success. Addi-
tional end points such as patient symptoms, activity level, and wound healing may be
more appropriate and more clinically relevant.

5. SAMPLE SIZE

After astudy question, end points, and eligibility criteria have been determined, the
process of patient recruitment begins. But how many patients need to berecruited for any
given study? The answer to this question involves several factors. To understand the
factors that influence sample size, it is necessary to be familiar with the table in Figure
2. This 2 x 2 table represents al of the possible outcomes of a randomized trial. The
columns represent “the truth,” while the rows represent the conclusions of the study.
Ideally, the conclusion of the study is concordant with thetruth. That is, if no difference
exists, the study concludesthat no difference exists. Likewise, if adifference doesexist,
the study would ideally conclude that a difference exists. However, two other possibili-
tiesexist. The truth may bethat the treatments do not differ, but the study may conclude
that they do (in other words, the null hypothesisisincorrectly rejected). Thisisreferred
toasaTypel error. The probability of aTypel error occurring is designated as a.. This
valueisusually set arbitrarily at 0.05, and the sample size does not have a direct affect
on the probability of making a Type | error because the significance level is set by the
investigator at the beginning of the study. However, the significance level does affect
the sample size needed, with smaller significance levels requiring larger sample sizes.
Thefinal possible outcome occurs when the study concludes that the treatments do not
differ wheninfactthey dodiffer (inother words, failuretoreject thenull hypothesiswhen
it should have been rejected). Thisisreferredto asaTypell error, and the probability of
it occurring isdesignated asf3. Unlike Typel errors, Typell errorsaredirectly related to
sample size, and the sample sizeisdirectly related to the power of the study. The power
of astudy isthe probability that a study will detect a difference between two (or more)
treatmentswhenin “truth” adifference doesexist. Thisprobability, or power, isdefined
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“*The Truth”
Treatments do Treatments
not differ differ
Treatme_nts do Correct conclusion Type Il Error
not differ
(B)
Study
Conclusions
Treatments Type | Error Correct conclusion
differ (@) (1-B)

Figure 2: Possible outcomes of a randomized trial.

as1-B. Noticethat 1-p occursinthetablein Figure 2 inthe cell that represents the study
correctly determining that the treatments differ. In general, most well-designed studies
striveto achieveastatistical power between 0.80 and 0.90, whichinturnreducesthe Type
Il error rate to 0.20 and 0.10, respectively.

Thesamplesizeof astudy isdetermined by four factors. Thefirst isthedesired power.
The more subjects are enrolled into a study, the higher the power of the study (i.e., the
smaller the probability of a Type Il error). However, the relationship is not linear. For
example, theadditional number of patientsthat need to berecruited to increasethe power
from 0.70 to 0.80 is far less than the additional number required to increase the power
from 0.80 to 0.90. At some point, the incremental cost of recruiting more patients does
not justify the small increase in power that is gained.

The second major determinant of samplesizeistheanticipated differencein outcomes
between the randomized study groups. The magnitude of this difference is inversely
related to the statistical power such that very small differences in outcomes between
treatments are associated with very low statistical power, which often can only be over-
come by increasing the number of subjects. It isthereforeimportant to goto somelengths
to accurately estimate the probable treatment effect when designing thetrial, usually by
conducting pilot nonrandomized observational studies. At the very least the estimated
difference should not be less than what is considered to be “ clinically relevant.”

Thethird major determinant of samplesizeisthe desired o, or significancelevel. As
previously mentioned, thisis usually set at 0.05, but there are occasions in which more
stringent significance levels are set. The smaller the o, the larger the sample size needs
to be for any given power.

Thefinal determinant of sample sizeisvariability in the outcomes data. Thisis often
measured as the variance, standard deviation, or standard error from a pilot study. Data
that tend to be more variable (e.g., atumor marker with alarge range of normal values)
requireslarger numbersto obtain significance compared with lessvariable data. It isfor
this reason that explanatory trials often attempt to recruit as homogenous of a patient
population as possible, because clinically similar patients tend to have less variable
outcomes.
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In the planning stages of a randomized trial, these factors all need to be taken into
account. A basic understanding of significance, power, and sample size will allow the
surgeon-researcher to formulate more feasible study questions and end points. To deter-
mine the appropriate sampl e size required to compl ete the study, statistical consultation
ismandatory. Thisisusually best accomplished early in the course of the study design.

6. CONTROLS AND LEVELS OF EVIDENCE

Thetopic of selecting appropriate controlsisgenerally amorerelevant issuein obser-
vational studies, but there are some concepts surrounding control selection that are im-
portant to understand. Generally, studies with the weakest level of evidence are studies
without controls, often referred to ascase series. Case seriestend to beretrospective and
they are afrequent finding in the surgical literature. Because there is no control group,
itisdifficult or impossibleto conclusively infer that the outcome of interest wasadirect
result of theintervention being presented. Thisdoesnot mean that case seriesare without
merit. Case series are adequate to provide descriptive analysis of outcomes after a pro-
cedure; for example, quantifying morbidity and mortality after an extirpative cancer
operation. A large seriesof patientsundergoing the procedure may be the best method of
defining these types of outcomes. The problem arises when such studies attempt to use
thesetypes of data as evidence of superiority to another competing approach to the same
disease. Without acontrol group, thislevel of evidenceisweak, becausethepotential for
biasisalmost overwhel ming. However, when anew intervention hasdrastically different
outcomes than established approaches, the case series may bethefirst level of evidence
needed to plan more appropriate controlled studies.

Some case series attempt to circumvent the problem of lack of controls by using
historical controls. For example, if alaparoscopic procedure has gained popularity, a
comparison may be made between 20 recent consecutive laparoscopic proceduresto 20
consecutive open procedures that were performed several years prior at the same insti-
tution. This method of control selection may eliminate some potential for bias; for ex-
ample, the proceduresmay have been performed by the samesurgeon onwhat areassumed
to berelatively similar patient populations. However, the temporal separation between
these two “case series’ makes the validity of comparison suspect. Changes in hospital
care and technology are impossible to account for, and the assumption that the patients
in each series are similar may be false. In short, historical controls are only a short step
above case seriesin level of evidence.

Another concept that isimportant to consider in studieswithout controlsisthe placebo
effect. The placebo effect isthe effect (usually beneficial) produced by amedical inter-
vention that is not from the intervention itself, but from the expectations of the patient.
The placebo effect may be substantial, and it is usually most apparent when disease
outcomes are subjective. For obvious reasons, studies without controls are most vulner-
ableto the placebo effect, but studiesin where treatments vary markedly or the subjects
are privy to their treatment assignment (that is, the subjects are not “blinded” to their
treatment), the placebo effect can also be problematic.

There are many valid and effective nonrandomized ways to choose controls and per-
form good research without randomization. Controls can be established prospectively,
retrospectively, or recruited at the same time as case subjects. This multitude of obser-
vational study designs and the strengths and weaknesses of each make up alarge part of
the field of epidemiology and are beyond the scope of this chapter. However, thereisa
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very important concept that needsto be considered whenever astudy usesnonrandomized
controls: confounding. Confounding occursin observational studies when athird vari-
able (confounding variable) isrelated to both the exposure of interest (treatment group)
and the outcome of interest. Confounding introduces error and can cause theresultsof a
study to beinaccurate. Confounding hasthe potential to occur whenever athird variable
isrelated to both the exposure variabl e (treatment vscontrol) and the outcome of interest.
Confounding was discussed in more detail in Chapter 1, but it isimportant to note that
special effortsneed to occur to control for the effects of confoundingin all observational
studies. Differences in the characteristics between the treatment and control group are
accounted for by statistical adjustment during analysisof theresults. Characteristicsthat
are commonly adjusted for are age, comorbidities, disease stage, and sex, but any char-
acteristic that is different between the groups being compared has the potential to intro-
duce error through confounding. Perhaps most importantly, unmeasured differences
between the comparison groups cannot be controlled during analysis. And becauseit is
impossibleto measure every characteristic between comparison groups, the potential for
residual confounding existsin all observational studies. Thisisonereasonwhy random-
ized trialsare considered to be above observational studieson the hierarchy of evidence.

Therandomized clinical trial selectsits control group from the same pool of patients
asthetreatment group. Thispool isestablished by theeligibility criteriaand recruitment
process. Thepatientsarethenrandomly all ocated to one of the possi bletreatment/control
groups. As mentioned at the beginning of the chapter, thisrandom allocation seversthe
link between potentially confounding characteristics and the treatment the patients
receive. In other words, all characteristics of the patients, measured and unmeasured,
shouldbeequally distributed between thedifferent treatment groupsif therandomization
process was successful. From a statistical standpoint, this prevents confounding and
allowsfor analysiswithout adjustment. However, the superior level of evidence ascribed
to arandomized clinical trial is contingent on a successful randomization.

7. RANDOMIZATION

Onthesurface, randomization seemslikeastraightforward and easy processto accom-
plish. However, this stage of the randomized trial represents a major potential threat to
the internal validity of the study. If the randomization process can be predicted, the
possibility of selection biasisintroduced into the trial. Selection biasis the systematic
difference in characteristics between patients chosen for atrial and those who are not
(other than the characteristicsdefinedintheeligibility criteria) or systematic differences
between patient characteristics in different treatment groups because of investigator
interference. Onerecent study showed that when researchersfailed to adequatel y conceal
randomization from the investigators, an average 41% percent increase in treatment
effect occurred compared with trials where the randomization process was conceal ed
appropriately (6). Introduction of selection biasand the subsegquent increasein treatment
effect is amore dangerous form of bias than that which occursin observational studies
because of confounding. In observationa studies, statistical correction of confounding
isattempted, and resultsareinterpreted in the context of nonrandomization. In arandom-
ized trial that has been distorted by selection bias, statistical correction is often not
possible. For these reasons, the randomization process must be truly unpredictable and
conceal ed from the investigator or person who is enrolling the study subject. The exact
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mechanism of the randomization processisthen determined by the specificlogisticsand
practical constraints of the study.

Example 3: In a study to deter mine which of two competing treatmentsfor a specific
type of extremity fracture was mor e effective, patients were allocated to receive either
surgical intervention or immobilization. The treatment assignment was deter mined by
the hospital number assigned to the patient on registration in the emergency department
hospital numbersending in an odd number received surgery and those ending in an even
number received immobilization with a cast. A preliminary review of the data revealed
that twice as many patients were being assigned to the surgical intervention. On review
of the process, it was determined that a resident with a particularly strong desire to
operate was convincing a friend at the front desk to change patient numbers whenever
a particularly well-suited surgical candidate was assigned to immobilization.

This exampleillustrates a randomization process with two major flaws. The process
is predictable as well as unconcealed from the investigators. Though this example may
seem striking and obvious, any timearandomization strategy can be deciphered, thedoor
isopen to selection bias. A better randomization system would allocate the patient to a
treatment after the patient consented to participate, and theinvestigator would not beable
to predict the assignment beforerandomization. A commonly employed strategy isto use
a computer or random number table to generate a sequence for alocation. Individual
treatment assignments are then enclosed in opaque, serially numbered envelopes. After
apatientisenrolled, the next envel opeinthe sequenceisopened, revealing thetreatment.
This method meets the criteria for unpredictability and concealment.

Example4: Inabusytraumacenter, arandomizedtrial wasbeing performedto assess
whether abdominal ultrasound or diagnostic peritoneal lavage was more accurate in
diagnosing intra-abdominal injury after blunt trauma. After being admitted to the emer-
gency department, clinical indicatorswer e used to deter minethe need for rapid abdomi-
nal assessment. If clinical criteria were met, the surgical resident would open the next
opaque, serially numbered envelope stored in a designated folder in the emergency
department. The contents of the envel ope indicated which assessment would be used. As
isthe casein busy trauma centers, two or mor e patients often presented simultaneously.
This afforded the busy resident an opportunity to open more than one envelope at once
and subsequently decidewhich patient received which assessment. At the end of thetrial,
it was noted that, more often than not, diagnostic peritoneal lavage was performed on
thinner patients.

In this example, the concealment of the randomization mechanism could be breached
whenever more than one patient presented at the same time. Aswith the previous example,
the processwas corrupted by athird party motivated by self interest, likely not understanding
the potential effectson the outcome of thetrial. However, aninvestigator could just aseasily
open envelopes before clinic and then assign treatments based on persond bias. Incredulous
asthisseems, it should beremembered that randomi zed trial soften addressquestionstowhich
thereare strongly held and competing points of view. These strongly held opinionscan often
influence behavior, whether it is flagrant subversion of the process or subtle, subconscious
differences in recruitment. In the words of one investigator, “ Randomized trials appear to
annoy human nature—if properly conducted, indeed they should” (7).

What, then, is the ideal method of randomization? Probably the most difficult to
compromisesystemisdistance randomization (8). Thisapproachissimilar to the opagque
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envelope, except that the order of randomized allocationisstored remotefromtheenroll-
ment site. Theinvestigator (or recruiter) then callsthe randomization site after informed
consent hasbeen obtained from awilling patient. After basic demographic dataabout the
patient are obtained, the treatment allocation is disclosed to the investigator. There are
many potential subtle variations, including use of the Internet, but the key component is
lack of investigator access to the allocation sequence.

For randomi zation to result in an equal distribution of patient characteristics between
treatment groups, sufficient numbersof patientsneed to berecruited to assurethat chance
variationsin characteristics do not result in abiased analysis. The more subjectsthat are
recruited, the less likely that major discrepancies will exist between the two treatment
groups by chance aone. But even with sufficient numbers, there is no guarantee that
discrepancies will not exist between the treatment groups. The following are modifica-
tions of the randomization process that can help to decrease the potential for imbalance
between treatment groups, particularly for studies with smaller sample sizes.

Block randomization isaprocess that can be used to assure equal sized groups or equal
distribution of aspecificimportant trait between groups. Block randomization isaprocess
that groupssubjectsinto“ blocks’ or clustersof afixed size, and then randomizesindividu-
alswithin the block equally to one of the treatment groups. For example, if the block size
was four and there were two treatment groups, two patients would be randomized to each
group within every block of four subjects. The same process would occur in the next four
consecutively recruited patients (the next block). By alternating treatment assignments
within blocks, equal numbersin treatment groups are assured, which is particularly useful
for smaller studies. A major potential drawback of block randomization is the potential
ability to predict the next treatment assignment. If aninvestigator knowsthat theblock size
is four patients, it becomes possible to predict the next assignment by keeping track of
previous assignments. Thiscan be prevented by randomly altering the block sizeand using
larger block sizes, typically four to eight per block (Figure 3). Practically speaking, only the
study staff designing the randomization schema (typically the statistician) needs to know
the block sizes. Revealing that information to other study staff and investigators only
increases the potential for the allocation sequence to be revealed.

Stratified randomizationisaprocessthat issimilar to block randomization, but isused
only to assurethat certaintraitsare equal among thetreatment groups. Stratified random-
izationisaprocesswhere patientsarefirst grouped by aspecifictrait (stratified), and the
patients within each group (or stratum) are then randomized to the different treatment
groups. Thismay be important if a particular trait portends a better or worse prognosis,
such as morbid obesity in a surgical trial. Such atrait needs to be distributed equally
among treatment groupsin order to conduct an unbiased analysis. By stratifyingfirst, the
opportunity for a“bad” or “unequal” randomization is minimized. Probably the most
common use of thisisin multicenter trials (Figure 4). If aparticular surgical procedure
is performed with a better outcome at one center than another, unequal distribution of
treatment groups between the centers could bias the results for or against the treatment.
By stratifying by treatment center, the probability that treatment groups are equal within
each center increases. If block randomizationisal so used, equal numbersinthetreatment
groups within each center can be guaranteed. This reduces or eliminates bias that may
occur from outcomes that vary by center, not necessarily by treatment per se. More than
one variable can be used for stratification, and in general all key variablesthat have are
known to be strongly associated with the study outcome should be stratified.
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Block1=E,E,C,C,E, C

Block 2= E, C, C, E
Block 4= E, E, C,E, C, C

Block 5= C, C, E, C, E, C, E, E

Figure 3: Block randomization. Each block consistsof arandom assignment sequence ( E, experi-
mental group and C, control group). Note that if the process were stopped after 5 blocks, there
would be 16 patients in each group. Also note that the sequence is different in each block and the
blocks are of varying length.

How doyou stratify or guarantee equal distribution for traitsthat you cannot measure?
The answer is that you cannot. The effectiveness of the randomization process can be
assessed by comparing important variables that have been shown to be associated with
outcome in the different treatment groups, such as age, sex, and major comorbidities.
From astatistical standpoint, these variables should be selected at the outset of the study
(9). However, evenif all these traits appear equal among the randomized groups, there
is no guarantee that some unmeasured trait that may influence response to therapy is
equally distributed between the treatment groups. Thisis simply a property of random
chance, and it isonereason that even apparently well-executed randomized trial s should
be viewed with a degree of skepticism if the results are surprising or counterintuitive,
realizing that sometimes medical science sometimes cannot advance until results are
duplicated by independent studies.

8. BLINDING

Blinding refersto the process of concealing the results of the random allocation from
each subject, or each investigator, after the randomization process has occurred. Tradi-
tionally, asingle-blinded study refersto a study where the treatment assignment is con-
cealed from the subject only. In a double-blinded study, the treatment assignment is
conceal ed from both the subject and the investigator who ascertains the study end point.
Blinding is one of the major hurdlesthat need to be addressed when planning arandom-
ized clinical trial of asurgical intervention, and it representsthe key difference between
planning atrial of competing medical interventions and a trial of competing medical—
surgical interventions. Inmedical trialscomparing different pharmacol ogic therapiesfor
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Figure 4: Stratified randomization in a hypothetical multicenter trial.

a disease, blinding can often be easily accomplished by dispensing similar appearing
drugs (placebo tablets) with only a code on the label. Though sometimes the blinding
processin medical trialscan becomequiteintricate, it rarely posestheethical andlogistic
challenges of designing atrial of surgical therapy that is properly blinded. Blinding is
important in randomized trialsasameans of reducing or preventing observation biasand
the placebo effect. Obser vation biasissystemati c variation between thetrue outcomeand
the outcome observed. Itismorelikely to occur when theinvestigator isunblinded to the
treatment allocation. A researcher who knows the treatment the patient isreceiving may
consciously or unconsciously interpret results of treatment to favor the experimental
treatment. As mentioned previously, the placebo effect can be problematic in controlled
trails in which patients are not blinded. A patient who is assigned to a new form of
experimental therapy may be morelikely to exaggerate the effects of thetreatment based
on their enthusiasm and expectations, rather than on the actual effect of the intervention.
It is for these reasons that double-blinded trials are preferred, assuming that they are
logistically and ethically possible to complete.

Example5: In 1959, Cobb et al. (10) reported a randomized trial designed to determine
if internal mammary artery ligation was effective in the treatment of angina. The
researchersenrolled 17 patients with classic angina symptoms and recorded preoper a-
tive severity of symptomsaswell asstresstest el ectrocardiogramdata. The patientsthen
underwent surgery. After theinternal mammary arterieswereisolated, an envelopewas
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opened that randomly directed the surgeon to either ligate the vessels or simply end the
operation with the vessel sintact. The patientswereinformed preoperatively that theligation
procedure was experimental, but they were unawar e of the randomized nature of the study
(i.e., the possihility of sham surgery). Postoperatively, data were collected, and it wasfound
that the patients undergoing the sham procedure had greater symptomatic relief than those
undergoing ligation, and one patient in the sham surgery group had reversal of stresstest
electrocardiogram abnormalities. Overall, patients in both groups showed only modest
improvement.

This example illustrates several important points. The first is the concept of sham
surgery. Though the methods used may be considered unethical by today’ sstandards, the
use of sham proceduresis animportant tool in surgical randomized trials. Thisexample
asoillustratestheimportance of controls. If thisstudy had been performed asacase series,
with all 17 patients undergoing ligation of their internal mammary arteries, the authors
may have incorrectly concluded that the procedure had merit in the treatment of angina.
But because they randomized the patients, blinded the patients, and performed sham
surgery on half, only three conclusions are possible: (1) either the placebo effect caused
the improvement in both groups, (2) something other than ligation of the internal
mammary artery occurred during the procedure that improved the angina, or (3) the
observed benefit was part of the natural history of the disease.

Example 6: In 2002, Moseley et al. (11) performed a randomized trial designed to
evaluate the efficacy of arthroscopy in treating osteoarthritis of the knee. They recruited
180 patients with moderate to severe osteoarthritis of the knee and randomly allocated
themto receive arthroscopic lavage, arthroscopic debridement, or placebo (sham) sur-
gery. The placebo treatment consisted of arthroscopic port skinincisions, but theinstru-
mentswer enot insertedintothejoint. Instead, the surgeon simulated arthroscopiclavage
whilethe patient was sedated with short-acting i ntravenous anesthetic agents. Thetreat-
ment allocation was assigned randomly at the start of the operation. All patients spent
the night in the hospital and had the same postoper ative management. All patientswere
awar eof therandomized natur e of the study and the possibility of receiving shamsurgery,
and all patients remained blinded. Outcomes assessment was performed by a blinded
third party. Patientsin all three groups had some modest improvement in symptoms, but
there was no difference in symptom improvement between groups.

This contemporary study is an excellent example of a randomized, double-blinded
surgical trial. Until thistrial, only case series had existed, and most of the case series
showed that arthroscopy improved the symptoms of osteoarthritis. The investigators
were able to maintain the double blind nature of the study by not revealing treatment
status to the patients and by using a blinded third party (not the operating surgeon) to
perform outcomes assessments on the study patients. Though not mentioned in the
example, theinvestigators al so verified the effectiveness of blinding by asking al study
participantsto guesswhichtreatment they had received. Thisisgenerally agood practice,
because patients are often able to infer which treatment they received based on medica-
tion side effects, pain severity, or other factors that are not necessarily anticipated or
preventable. In this study, the patient’s guesses were no better than random chance,
verifying that blinding remained successful.

This study was able to exploit the low morbidity of the procedure and the similar
surgical approaches to effectively blind participants. Oftentimes, it is not possible to
perform a randomized trial in a blinded fashion. Such trials may compare radically
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different surgical techniques or approaches requiring different incisions, or they may
comparesurgical therapy to observation or medical intervention. Thisdoesnot necessar-
ily mean that the trial should not be performed. As previously mentioned, the main
advantageof blindingistheprevention of observation bias(blinding theinvestigator who
ascertains the outcomes) and the placebo effect (blinding the patient). However, both of
these forms of bias can be minimized if objective outcomes are assessed. Unfortunately,
purely objectiveoutcomesmy not necessarily suit many studies, and they may not bevery
pragmatic. However, standardizing the ascertainment of outcomes, attempting to quan-
tify outcomesas objectively aspossible, and using aneutral third party (asopposedtothe
investigator) to ascertain the outcomes minimizes the potential for observation bias and
placebo effect. |n someresearch situations, thisisthe best that can bedone, and theresults
need to be interpreted in light of the study design.

9. PATIENT CROSSOVER AND INTENTION-TO-TREAT ANALYSIS

Despite carefully planning and execution, randomized trials are often plagued by
methodol ogi ¢ problemssuch aspatient dropout, noncompliance, missing data, and patient
desireto receivethetherapy that they have not been assigned to. Though it isbeyond the
scope of this chapter to discuss the statistical ramifications associated with all of these
problems, the problem of patient crossover deserves special mention, because it is a
common phenomenon in surgical randomized trials. Patient crossover occurswhenever
apatient receivestherapy inan arm of thetrial that he or shewas not randomizedto. This
canoccur by patient or provider choice. For instance, apatient may changehisor her mind
about undergoing surgical therapy after randomization and therefore receive medical
therapy. Alternatively, the investigator may determine that the patient’s condition has
changed and that he or she may do better with the therapy he or she was not assigned to.
In either case, a dilemma exists when it comes to analyzing the data.

Thebest way to handle crossoversinthefinal analysisisoften debated, and nodefinite
correct answer exists. ldeally, the number of patients who crossover is small, and no
matter how they are analyzed, it does not affect the final conclusion of the study. Some-
times, however, the numbers of patients who cross over islarge, and the problem needs
to be addressed.

Example 7: From 1972 through 1974, the Veterans Administration Coronary Artery
Bypass Surgery Cooperative Study Group enrolled patients into a randomized study
comparing coronary artery bypass surgery with medical therapy in patientswith angina
and radiographic evidence of coronary artery disease (12). Patientswererandomized to
receive either surgical or medical therapy. After 14 yr of follow-up, 55% of patients
assigned to receive medical therapy had crossed over to receive surgical treatment,
wher eas 6% of the patientsassigned to receive surgical treatment decided to not undergo
the procedure and wer e thus managed medically.

Thisstudy illustratesthe problem of patient crossover and the subsequent dilemmain
thedataanalysis. Ingeneral, therearetwo major, opposing approachesthat could be used
to handle this situation: analyze the outcomes based on the original randomized assign-
ments, regardless of treatment actually received, or analyze the data based on the treat-
ment actually received, not by the random allocation. The first method described is
known as intention-to-treat analysis.

Intheintention-to-treat approach, outcomesareanal yzed based ontheinitial treatment
that the patient was randomized to, regardless of actual treatment received. This may
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seem counterintuitive, but one must remember that the strength of the randomized trial
restsintherandomization process. When apatient crossesover to another treatment arm,
it does not occur by chance, and if he or she was analyzed by the treatment actually
received, the randomization is broken, thus allowing the introduction of selection bias.
How might this work in the above example? When the data were analyzed using the
intention-to-treat approach, therewas no differencein survival between the surgical and
medical groups. When analyzed by treatment actually received, the surgery arm had a
survival advantage (13). Though at the time the proper way to interpret this was hotly
debated, a couple of factors other than the treatment itself likely explain at |east some of
the difference. First, the average patient crossed over after 5 yr of medical management,
thus automatically adding an initial period of survival prior to surgery (unlike those
randomized to surgery whose clock started at the time of surgery). Second, patients or
providersthat decided to switch by definition needed to still be surgical candidatesat the
time of crossover, perhapsahealthier group on thewholethan thosewho remained inthe
medical management group who were likely to survive longer regardless of which arm
they were in (selection bias). Regardless of what nonrandom event caused patients to
switchtosurgical therapy, thereisapossibility that thisevent somehow wasrel atedtosurvival
and confounded the conclusions of any analysis that did not use an intention to treat
approach.

Unfortunately, when crossover rates this high occur, the validity of the study comes
into question regardless of thefinal analysisused. Even more unfortunateisthe fact that
trialsthat compare very different therapies are more likely to suffer from large numbers
of crossovers(e.g., trialscomparing surgical with medical intervention). Multiple statis-
tical methods, more complex than the two simple approaches explained here, have been
developed to deal with the problem with crossovers. It is generally accepted, however,
that the intention to treat analysisisthe most valid analysisin randomized trials. Thisis
based on preserving randomization and preserving the validity of the statistical analysis.
Whenever a randomized trial is encountered that does not analyze the outcomes on an
intention to treat basis, the reader must wonder what nonrandom factors caused patients
to crossover. The reader should then wonder how those nonrandom factors may have
biased the study results.

10. CONCLUSION

Asthehealth careenvironment evolves, greater level sof medical evidenceareexpected
from policy makers, caregivers, and patientsalike. Thishasresulted in anincreaseinthe
publication of randomized trials. Surgeons have fallen behind the rest of the medical
community, partly because of the challenges required to complete a valid randomized
trial of surgical therapy, and partly because of our acceptanceandrelianceon|esser forms
of evidence. This can only be changed by a commitment to evidence-based medical
practice, and by persistence and application of novel approachesto overcoming difficult
methodologic hurdles.
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The outcomes and costs associated with medical care are critical issues for society.
Interventions, treatments, and health care providers are required to be both effective and
cost-effective. More and more the cumul ative effects of disease, treatment, and outcome
are becoming the standard for evaluation of effectiveness and cost-effectiveness.
Although randomized clinical trials are the “gold standard” for comparing alternative
treatments, results may not be generalizable to usual clinical care nor reflect treatment
effectivenessin community practice. Thediscrepancy between clinical trialsand studies
of actual effectiveness has been pointed out a number of times over more than 30 years
(1-4). Key design elements of clinical trials, such as strict selection criteria, double
blinding of patients and providers, and treatment protocols, are specified to isolate dif-
ferences resulting from treatment. As a result, other sources of variability, including
practice heterogeneity, patient heterogeneity, comorbidillness, and imperfect adherence
to treatment regimens, limit the generalizability of resultsto usual clinical care.

There are several alternatives to the conventional randomized clinical trial that may
yield results more generalizable to clinical practice, but that still provide rigorous mea-
surement of outcomes. These include pragmatic clinical studiesthat randomize patients
to usual care, retrospective cohort studies, and prospective multicenter cohort studies
(4-6). These studies measure outcome over time and can capture theimpact of long-term
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illnessand eval uatetherol e concomitant disease or treatment play inlong-term effective-
nessand areasensitiveindicator of treatment effect and have been shown to have similar
resultstoclinical trials(7—9). Thischapter will discussthedesign of observational studies.

1. WHAT ARE LONGITUDINAL OBSERVATIONAL STUDIES?

Observational, prospective cohort studies, also called registries, evaluate the actual
experience of persons after the identification of a specific event, such as a disease diag-
nosis, clinical milestone, or initiation of medical or surgical treatment. Sequential mea-
surement of clinical and patient-reported outcomes, obtained at regular intervals, is an
essential component of these studies. Longitudinal, observational studies are useful in
evaluating a breadth of data in atimely fashion; especially patient reported outcomes,
resource utilization, costs, and clinical outcomesin community settings becausethereis
no assignment of patients to specific treatment protocols.

Althoughthetermregistryisusedwidely todescribelongitudina studies, itismost oftenused
to describe prospectivecohort studiesand not regi striesasdefined in epidemiol ogic studies. The
true registry, exemplified by the Surveillance Epidemiology and End Results (SEER) registry
for cancer, is population based and recordsincident events. SEER provides basic information
on multiple cancers from various geographicaly diverse areas of the United States (10).

Therearesevera successful observational databasesin chronic diseasethat haveyielded
significant research findings. ARAMIS (Arthritis, Rheumatism and Aging Medical Infor-
mation System) is now more than 25 years old and includes patients with rheumatol ogic
conditions and community populations followed through patient self-report. ARAMIS
investigators have published hundreds of peer-reviewed articlesin the areas of treatment
strategies, health status assessment, costs of care, and radiologic outcomes (11).

Observational databases also have been used extensively in clinical research. This
chapter will focus on use of observational studies in prostate cancer to evaluate the
longitudinal outcomes associated with surgical and radiation therapy. There are three
prostate cancer databases, the Prostate Cancer Outcomes Study, the Cancer of the Pros-
tate Strategic Urologic Research Endeavor (CaPSURE) database (12), and the Depart-
ment of Defense Center for Prostate Disease Research. The CaPSURE database was
established in 1995 and includes both clinical variables and patient-reported outcomes.
Patientsarerecruited from community sitesand threeacademic medical centersthrough-
out the United States (12). Evidence from CaPSURE suggests that the results of the
diagnostic biopsy contribute significantly to accurate risk assessment among patients
with newly diagnosed prostate cancer and that theincidence of positive surgical margins
after prostatectomy is associated with adverse outcomes (13,14).

2. WHAT ARE THE OBJECTIVES OF OBSERVATIONAL DATABASES?

Therearemultiple objectivesfor observational databases. Thefirst goal isto accumu-
late and document a large, heterogeneous patient experience over time. These studies
allow accessto large samples of patientstreated by abroad base of community practitio-
ners. Clinical data, outcomes, survival, resource utilization, workforce participation,
health-related quality of life, and patient satisfaction with care and treatment may all be
collected over time.

Another goal of observational studiesisto usethisexperiencetoidentify and prioritize
the key issues for medical effectiveness research, including aiding in development of
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clinical trials to address gaps in clinical knowledge (e.g., practica clinical trials). A
special focusistoimprovethe quality of clinical research studies, especially for rareand
time-delayed treatment or disease-related events.

The collection of information on patient quality of life and resource use is also a
common objective of observational studies, often mandated by decision makers, such as
for formulary approval (15). The focus of these studiesisto identify changesin clinical
practice over time and eval uate theimpact of these changes on patient outcomes, includ-
ing quality of life, costs, and survival. Thisincludestreatment comparisonsnot eval uated
inclinical trials, such as over-the-counter alternatives.

Last, observational databases may be designed to obtain information on practice pat-
ternsover time by type of provider and geographic variation. Randomized clinical trials
are done under well-defined protocols with formal evaluation of treatment compliance.
Inusual clinical care, new technologies areintroduced into practice and treatment com-
pliance may bepoor, thus producing different outcomes, or treatments may be combined.
Theonly way to determine how treatmentsareintroduced into clinical care and how they
influencepracticeistofocusspecifically onlongitudinal changesin practice patternsand
possible comparison against recommended treatment guidelines, if they exist.

3. WHEN ARE OBSERVATIONAL STUDIES USEFUL?

Registriesprovide aparallel body of evidence to randomized clinical trials. Thereare
conditions and environments in which disease registries are especially useful. The first
isfor disease management. Eval uation of aspecific treatment may beafocus of adisease
registry, but complete evaluation of multiple health interventions and their outcomes,
such as in the case of treatment for localized prostate cancer, is an ideal setting for a
registry. For example, over the past decade, diagnosisand treatment of |ocalized prostate
cancer has changed significantly. Earlier diagnosis, made possible by the advent of
prostate-specific antigen screening, has facilitated the increased use of aggressive local
treatment, includingradical prostatectomy, external-beamradiation, andinterstitial radio-
therapy (brachytherapy) (16-18). At the same time, all these available treatments can
negatively affect patient quality of life, including impotence and incontinence. In pros-
tatecancer, thelong-termsurvival after diagnosishasincreased, whereasthe potential for
reduced quality of life associated with treatment is a significant factor in treatment
decision making (19).

Within this same context, registries are ideal for determining how treatment practice
has changed over time. Cooperberg and colleagues (19) have noted multiple changesin
treatment of prostate cancer among low-risk patients. Choice of initial observation, or
watchful waiting, has decreased by more than 50%. Use of external-beam radiation has
also declined from 13% to 7%, whereas brachytherapy has increased rapidly (from 4%
to 22%).

In asimilar vein, the ARAMIS databases have highlighted trends in treatment and
diagnosisin rheumatoid arthritis. Published ARAMIS studies have repudiated the non-
steroidal anti-inflammatory drug strategy for personswith rheumatoid arthritis and sug-
gested a strategy of early and persistent treatment with disease-modifying and
disease-remitting agents. Data have also accumulated to provide an evidence-based
approach to optimal drug sequencing in treatment of rheumatoid arthritis—datathat are
not obtainable from clinical trials (20-22). Radiologic outcomes have improved as a
result of several comparative studies of alternative techniques and comparison of early
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findings with later joint destruction and later onset of disability and need for total joint
replacement (23-25). Also, postmarketing studies have confirmed that gastropathy asso-
ciated with nonsteroidal anti-inflammatory medicationsisasignificant problem associ-
ated with death and hospitalization; that risk varieswith age, dose, prior side effects, and
type of anti-inflammatory medication (26-28).

There are a number of other instances in which randomized clinical trials do not
provide the needed study design for economic and patient outcomes research, and these
are also instancesin which disease registries provide al ternative sources of information.
First, clinical end pointsusedin clinical trialsmay not be suitable for use asthe measure
of benefit in economic evaluation; of importance to payers and government decision
makers. Second, when there are multi ple technol ogic alternatives, including surgical and
medical interventions, registries may be the only research format in which sufficient
numbers of patients can be compared across practice settings.

Finally, there are sometimesimportant events, such asuncommon or rarerisk factors
(children born with cleft palate) or moderate, but long-term, treatment effects that con-
tributeto increased morbidity, resource utilization, and reduced quality of life. Theseare
difficult to capture in a clinical trial because of an unachievable sample size or short
follow-up. Similarly, persons excluded from clinical trials (e.g., those on concomitant
medications, with comorbidities, of a specific age) are often the most intense users of
health careresourcesand have more quality-of-lifeimpai rment. Registriesareapractical
approach for capturing their clinical outcomes (29, 30).

4. DATA TO BE COLLECTED IN A REGISTRY
COME FROM MULTIPLE SOURCES

Simplicity and brevity are critical to ensure prospective and compl ete data collection
inlongitudinal observational studies. Data collection is optimized when there are serial
measurements of important variablesand when variables are updated over timeto reflect
changesinclinical practice. A sparsedataset with many possiblevariablesisof lessvalue
than acomplete dataset of core elements. Data collection may beinitiated with acore set
of modules and variables asillustrated in Table 1 and then expanded over time as new
technology or changes in practice dictate.

Animportant rule for observational studiesisthat all data collection should be built
on specific modulesthat use standardized data collection forms. Forms are completed at
the time of aroutine or emergency care visit or other patient contacts. It isimportant to
notethat required protocol visitsare not apart of observational studies, but that standard-
ized and high-quality data collection is essential. It is optimal to have data collection
formsreviewed annually by an advisory panel of providersto reflect treatment advances
or changes in practice, so that the data collection tool does not become obsolete. Data
modules for aclinical study are likely to include: laboratory; treatment and treatment
outcomes (reported by physician at each event); hospitalization admission and discharge
dates, procedure and diagnosis codes, status at discharge; medical history reported by
physician; death: cause and |ocation of death, date of death (which may be obtained from
administrativeinformation); summary of referral sand consulting physicians; and patient-
reported outcomes as obtained by baseline and serial questionnaires. The frequency of
serial questionnairesis dependent on the study focus. For example, if oneisinterested in
studying the early recovery of urinary incontinence after radical prostatectomy, it would
be important to have several patient contacts to collect data in the first months after
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Table 1

Data Modules by Source for Observational Databases

Patient Reported Clinic/Physician Hospital Administrative
Background Medical history Per admission Per event
information:
Questionnaire date Date of visit Admission date Date of status change
Date of birth Date of diagnosis Location (ER, ICU, etc.) (e.g., death)
Other demographics Severity of diagnosis Diagnosis codes Date of death
Height/weight Blood pressure Procedure codes Cause of death
(BMI calculated) Contributing causes Specialized care Location of death
Insurance Weight Relevant |abs (e.g., hospital, home)
Employment Respirations Medications
Serial questionnaires Symptom _c_odes Discharge status
Comorbidities
Lifestyle: Treatment plan
Exercise
Relevant dietary Officevisits:
Blood pressure
Smoking Date of visit
Alcohol Reasons for visit
Diagnosis codes
Quality of life: Symptom codes
Physical function Treatment
Emotional function. Medications
Disease specific Procedures
Work/productivity loss
Laboratory
Resource use: results:
Doctor visits Hematocrit
Hospital visits Hemoglobin
ER visits White count
Disability days Platelet count
Unpaid/paid help Urine
Diagnostic tests Etc.
Side effects
Medications

surgery, when there are often huge changesin continence; however, if oneisinterested
in studying the prevalence of debilitating urinary incontinence requiring additional sur-
gery, then the frequency of questionnaires should be less frequent early on and routine
(e.g., semiannual) for first 2 yr.

Observational databasesare anideal format for capturing patient-reported outcomes,
including quality of life, satisfaction with care, overall resource use, and disease and
treatment symptoms. The specific quality of lifeinstruments should include both generic
and disease-specific questions and questions germane to treatment and treatment side
effects. For example, in prostate cancer, disease-specific instruments focus on inconti-
nence and impotence associated with treatment, whereas in arthritis, disease-specific
instruments emphasize pain and functional activities such as walking, climbing, and
reach.
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5. IMPLEMENTATION

Appropriate implementation of disease registriesis critical to their successto ensure
adequate and appropriate data collection, data management, and dataanalysis. Aninter-
disciplinary advisory or steering committee of clinical experts, anumber of site partici-
pants, and other technical representatives are crucial for developing appropriate data
collection formsto review annually for change to forms (thisis critical to keep abreast
of clinical practice). Study physi ciansand nursesmust becommitted to continuing recruit-
ment of patientsand to dataentry of clinical data. Equally important isthe attainment of
Institutional Review Board approval and compliance with Health Insurance Portability
and Accountability Act regulations. Failure to do so, even in noninterventional studies,
may result in premature study closure and investigator censure.

Study data may be collected electronically or via scanned paper forms to facilitate
guality assuranceand datareporting. Using secureintranet technol ogy, clinical formscan
be completed viaaweb interface. Thishas many advantages: |ess costly datacollection,
simultaneous quality assurance checks, routine computation of cal culated variables, and
timely graphic summaries available to the physician to be used in patient care or for
benchmarking.

Participant questionnaires can be mailed and scanned into the same secureintranet
so that comparative data on laboratory values, quality of life, and other treatment
milestones are readily tracked. New scanning technology allows for large, easy-to-
read questionsand responseareas, and the ability towritein numbersor text responses
that can be scanned, thus reducing error and time to data availability for analysis.
Patients may also access similar questionnaires viathe web if accessible. However,
Internet access is variable across the United States and across patient demographic
characteristics.

Patient-reported information in observational studies should not be short-changed,
eventhoughit may require additional effort and costs. Successful longitudinal databases
have provided rigorousstudiesof patient outcome based on descriptorsand interventions
provided by patient questionnaires, and do not rely solely on the medical history. Key
steps necessary in planning an observational study are summarized in Table 2.

6. METHODS OF ANALYSIS AND DATA QUALITY ASSURANCE

Althoughthereisnot amandatedvisit protocol inregistries, therearestandardized data
collection forms and rigorous quality assurance protocols. Data should be reviewed for
quality with regardto out-of-range responses, missing data, scorability of questionnaires,
and dataentry errors. Cleaned, standard, analytic files are prepared by the data manage-
ment group regularly (quarterly or semiannual) must be prepared so that individuals
conducting research areusing similar definitions of episodes of care and treatment inter-
vals. These standard analytic files are the basis of research analyses and are maintained
for further evaluation.

Theintention of many large, observational studiesisto go beyond descriptive datato
draw causal inference about treatment impact and efficacy. However, observational data
also introduce their own biases that must be acknowledged when conducting analyses.
These data are usually based on individuals who select to join in the database, and they
have experiencesthat occur beforethe start of datacollection that may not be completely
available. They may also have characteristicsthat unexpectedly influence outcomes. For
exampl e, personswho participateinlongitudinal databases may be better educated, more
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Table 2
Necessary Steps in the Planning of an Observational Study

Develop study question into specific aims
Consider scope of study, cost of data collection and funding

Identify appropriate study population

Determine inclusion/exclusion criteria

Determine whether accrual over study duration be feasible
Consider statistical power for hypothesis testing

Determine whether sampling be necessary (e.g., oversample minority group that may
otherwise occur in small numbers and result in poor statistical power)

Determine whether stratification be necessary

Determine appropriate independent and dependent variable

Include demographics, baseline (pre-event) data, operative data, postoperative data, end points
(outcomes such as death, morbidity, quality of life)

Use validated measures where such exists (it is worth the effort to take time to properly
develop measures if they do not exist)

Determine data sources

Develop study forms, questionnaires, and database

Avoid collecting data that are unlikely to be used in the analysis; each data point collected
Costs money

Ensure that each data point has clear bounds
Anticipate programming time because is expensive

Determine whether data be patient self-reported, web-entered, via telephone interview, or
collected in clinic

Identify staff to identify subjects, obtain consents, and collect data
Consider if chart reviews will play a part in data collection

Consider use of skilled clinical research team with project management, data analyses
program, and quality assurance expertise (highly desirable)

Obtain Institutional Review Board approval

Collect data

Data cleaning (out of range responses, missing data, scorability of questionnaires, and data
entry errors)

Prepare standard analytic files

Develop a statistical analysis plan
Frame tables, plots of anticipated data
Involve statistician

Plan for reporting
Abstract deadlines
Develop writing committee
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likely to beretired, and more likely to be female. All of these characteristics may affect
treatment and disease outcomes. When patients drop out of longitudinal studies, their
outcomes may not be readily available.

There are a number of techniques used to analyze data with right or left censoring
or other biases, incomplete, or episodic data entry or follow-up. These include mixed
models, random effects model, proportional hazards regression, generalized estimat-
ing equations, and anumber of nonparametric approaches (31, 32). Larger samplesizes
allow for inclusion of critical covariates in the analyses—an approach not often used
in clinical trials in which evaluable patients or intent-to-treat patients are compared.
There are specific approaches for addressing selection bias in analyses, including
propensity scores and instrumental variables (33, 34). Through these approaches,
patients may be matched on clinical or demographic characteristics for a more stand
cohort comparison. Because the type of errors present in observational studies vary
widely across databases, itiscritical to havethe participation of adataanalyst familiar
with issues of selection bias, censoring, and missing data in discussions of analytic
design and methods.

7. WHAT ARE THE LIMITATIONS OF REGISTRIES?

Medical researchers have always been taught that clinical trials have high internal
validity compared with registries because differences between treatment groups are
unlikely to bebiased (35). Thisisashortcoming of observational studies. Clinicians' and
patients' decisionsregarding treatment arenot random, creating opportunity for bias. For
example, certain treatments may be reserved for individuals with worse prognoses or
thoseindividualswho havefailed prior treatments. Other external factors, unreported in
theregistry, may affect clinical and quality-of-life outcomesfor registry participants. On
the other hand, clinical trials usually have relatively low external validity and
generalizability, whereas observational studies are often quite easy to generalize.

Well-designed scientifically rigorous registries require large samples sizes and sig-
nificant costsareinvolved when collecting standardized datacollectioninaregistry. The
length of timeit takesto have sufficient numbersof patientsto evaluatecritical outcomes
may belonger than in afocused clinical trial. All of these factors need to be considered
when deciding to start a disease registry.

8. SUMMARY

There are many types of studies that can be completed with registry data. Questions
to be addressed are dependent on heterogeneity of patients and clinical sites, length of
follow-up, and compl eteness of data collection (36—41). Examples that may be used in
surgical and medical registriesinclude:

» Economic studies(costsof illness, cost-effectivenessof treatment, cost utility, mea-
surement of incremental or side effect costs)

Impact of treatment on patient outcome (clinical and quality of life)

Impact of comorbidity on treatment and clinical outcomes of disease

New clinical markers

Treatment efficacy based ontypeof provider, setting of care, and volumeof patients
treated.

* Patient and caregiver satisfaction with treatment.
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* Impact of concomitant therapy on clinical and patient reported outcomes, including
use of complementary and alternative medicines.
» Changesin standard of care over time and adherence to clinical guidelines.

Thus the goals of observational studies are multifaceted, but all focus on improving

health and health care delivery.
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Risk adjustment i sthe processby which outcomemeasuresof health careinterventions
arecorrectedfor differencesin patient characteristicsso that compari sonsbetween groups
can be made more fairly. The groups to be compared could be types of interventions,
health care workers providing treatment, or institutions providing the interventions, to
name a few. Outcomes of a health care intervention can be affected by several factors:
(1) baseline characteristics or risk factors of the patients receiving the health care inter-
vention; (2) quality of the processesand structuresof care; or (3) random chance (1). Risk
adjustment attempts to account for the characteristics of the patients having the health
care interventions, whereas the statistical analyses that are performed account for the
random variation. Statistical analysesof patient risk-adjusted outcomes can then become
indicators of variations in the quality of the processes and structures of care.

Risk adjustment isconsiderably moreimportant in observational studiesthaninexperi-
mental studies. In experimental studies, such asthe randomized controlled clinical trial,
the clinician randomizes patientsto treatments so that there are no selection biasesin the
formation of the comparative groups. The comparative groups should befairly equal in
all measured and unmeasured baseline patient characteristics. However, in observational
studies, assignment of patientsto treatment groupsor health careprovidersor institutions
isnot done randomly. There isthe potential for large selection biases and differencesin
the measured and unmeasured patient baseline characteristics between comparative
groups, so that statistical adjustment must be made beforeany comparisons. Itisfor these
reasons that the randomized controlled clinical trial is considered to be the “gold stan-
dard” of clinical research, providing Level | evidenceto guide clinical decision making.
Although risk adjustment can improve comparisonsin observational studies, these stud-
ies are considered to provide Level |l evidence and cannot rise to the Level | evidence
provided by the randomized controlled clinical trial.
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Risk adjustment in observational studiesisimportant, because if differencesin out-
comes of care are found between different treatments, health care providers, or health
careinstitutions, these differences might solely be dueto differencesin the patient char-
acteristicsof the comparative groups. Asan example, in 1986 the Health Care Financing
Administration madeapublicrel easeof supposedly risk-adjusted hospital level mortality
datafor Medicare patients. According to their analyses, 142 hospitals had significantly
higher death ratesthan predicted, whereas 127 hospitalshad significantly lower rates. At
the facility with the worst risk-adjusted outcomes, 87.6% of the Medicare patients died
compared with a predicted 22.5%. Thisfacility happened to be a hospice taking care of
terminally ill patients, and the Health Care Financing Administration risk adjustment
methodology did not adequately account for patient risk.

Comparison of outcomes of health care episodesis by no means a new phenomenon,
although there has been increasing attention to this over the past 20 years. Leading
practitionersof thisapproachinclude Florence Nightingal ein themid-nineteenth century
and Ernest Codman in the early twentieth century. Florence Nightingale wastroubled by
the observation that hospitalized patients died at higher rates than those treated else-
where, evenin comparisonsof patientswith the samediseases. Sheal so observed that the
mortality rates between hospitals varied greatly, and she related these variations to dif-
ferencesin sanitation, crowding of patients, and distancesfrom sewagedisposal. Shealso
recognized that the comparisonsin the mortality rates should be adjusted for differences
in patient characteristics; that some hospitals might be penalized in their mortality sta-
tistics by the transfer of the sickest patients to them; and that statistics should aso con-
centrate on recovery and the speed of recovery, aswell asmortality (2). Ernest Codman
was a surgeon at the Massachusetts General Hospital in the early twentieth century. He
became devoted to the ideas of following patients after their surgery to determine the
outcomes, of comparing the outcomes from one surgeon to another and from one insti-
tution to ancther, and of determining the reasons for bad outcomes. When he ran into
resistance of hisideas at the Massachusetts General Hospital, he started his own, small
end-results hospital to champion hisideas (3).

Inthischapter, wewill first discuss some of the fundamental considerationsin devel-
oping a risk-adjustment outcomes system for a health care intervention. We will then
describe the development and functioning of a risk-adjustment outcomes system in a
large, national healthcare system (the Department of V eterans Affairs National Surgical
Quality Improvement Program).

1. DEFINING AND MEASURING THE
QUALITY OF CARE IN SURGERY

Health carequality may beassessed intermsof structure, process, and outcomesof the
health care episode (4). Structures of care refer to the environment in which the health
care occurs, such as physical plant, equipment, number and training of health care per-
sonnel, and culture of the organization. Structure variablesare generally not measured at
the patient level, but at the organizational level. Processes of carerefer to theindividual
proceduresthat are donefor each patient, such asuse of preoperativeantibiotics, surgical
procedure and anesthetic chosen, and other elements of preoperative, intraoperative, and
postoperative care. Processes of careare usually measured at the patient level. Outcomes
of care are measures of the patient’s health status after the episode of care, such as
postoperative mortality, morbidity, functional status, or health-related quality of life.



Chapter 7 / Risk Adjustment 107

These are also measured at the patient level. Thereis considerable debate about whether
processes of care or outcomes of care are the better measures of quality of care (5). In
situations in which process measures are supported by Level | evidence and outcomes
require long-term follow-up (e.g., annual retinal examinations in patients with type 11
diabetes to prevent blindness), process measures instead of outcome measures are rea-
sonable indicators of quality of care. For surgical interventions, processes supported by
Level | evidence are relatively scarce, but important outcomes can be observed with
relatively short-term follow-up. In these instances, outcome measures might be more
reasonable measuresof quality of carethan processmeasures. Thetopic of quality of care
is discussed more thoroughly in Chapter 15.

2. IMPORTANT ASPECTS TO CONSIDER IN DEVELOPING A
SYSTEM FOR COMPARING RISK-ADJUSTED OUTCOMES

2.1. Defining the Patient Population

Asinall randomized controlled trialsand observational studies, it isimportant to start
by clearly defining the target patient population. For surgical studies, the patient popu-
lation should be minimally defined intermsof gender, racial/ethnic groups, age, and type
of operation. In establishing a risk-adjustment program for surgery, one of the major
decisionsiswhether to include all operationsvs only those for which the typical patient
isat relatively high risk for an adverse postoperative event. If only major operationsare
to beincluded, how should “major” be defined? If only certain high-volume “indicator”
operations are to be included, how should these be selected?

The definition of the patient population also has large implications on the needed
resources to conduct the program. If data are to be collected on al major and minor
operations, will there be enough manpower avail able to capture the data? Alternatively,
if the resources available will permit the collection of dataonly on asample of patients,
it isimportant to clearly specify the sampling scheme to make sure that arandom, rep-
resentative, and unbiased sample of patientswill be entered into the study. Furthermore,
if itisknownthat acertain type of operationisdonevery frequently (e.g., inguinal hernia
repair or transurethral resection of the prostate), it might be useful to limit the number of
these operations entering the database, otherwise the results of the study might be domi-
nated by afew very common operations.

2.2. Selection of Outcomes

There are many outcomesthat could be considered in asurgical study. Theseinclude:
postoperative mortality, postoperative morbidity, long-term survival, functional status,
health-related quality of life, patient satisfaction, postoperative length of stay, and costs,
to name afew. All of these outcomes theoretically could be risk-adjusted.

Postoperative mortality is an important outcome and relatively easy to ascertain reli-
ably. Central databases, such asthe National Death Index or the Beneficiary Identifica-
tion and Records Locator Subsystem in the V eterans Administration (VA) (6-8), can be
used to augment local sourcesin finding deaths. Some studies use in-hospital mortality,
but as length of stay declines, this is not the most objective measure. We recommend
using 30-d postoperative mortality inside or outside the hospital from any cause as a
standard measure to compare surgical programs. The main drawback to postoperative
mortality isthat, for somesurgical subspecialtiesand operations, theevent rateisso small
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that the risk-adjusted outcome measures lack precision, and other measures of outcome
must be considered as a replacement for postoperative mortality (e.g., routine ophthal -
mologic procedures, transurethral resection of the prostate, orthopedic procedures).

Postoperative morbidity has the advantage that the events are frequent enough to
enable the attainment of reliable estimates of risk-adjusted outcomes. However, the
ascertainment of morbidity is more problematic than the ascertainment of mortality
because the occurrence of these eventsisnot alwaysclear. A uniform definition of each
morbid event that can be accepted by cliniciansisimportant to establish before the study
dataare collected, and it isalso important to devel op atracking system to ascertain these
eventsin patients after discharge (e.g., by using morbidity and mortality (M & M) con-
ferences, chart review, and contacting the patient or family on or near the 30th postop-
erative day).

In cal culating risk-adjusted morbidity outcomes, one must decide whether to combine
themorbidity outcomesin somefashion (e.g., using astheoutcomevariabl e patientswith
no postoperative complications vs those with one or more postoperative complication)
or to model each complication individually. The advantage of the latter approach isthat
specific processes are often related to specific outcomes (e.g., use of B-blockersto pre-
vent intraoperative or postoperative myocardial infarction), but the disadvantage isthat
this can produce an unwieldy number of risk-adjusted outcomes for which to compare
providers or institutions.

Long-term survival is probably not a very meaningful quality measure in many sur-
gical settings, because the patients' primary disease process and burden of illness are
probably more influential on this measure than the specific operation that the patient is
undergoing. Exceptionsto this might be surgery for cancer or cardiovascular disease, in
which long-term survival is generally the objective.

Functional status, health-related quality of life, and patient satisfaction are also very
important measures of outcometo the patient. Several instruments exist to measurethese
dimensionswhichhavebeentested for reliability and validity. The SF-36 or SF-12(9,10)
has been used in many studiesasageneric measure of health-related quality of life. Their
applicability to assesspostoperative surgical outcomes, however, may belimited by their
generic nature. Disease-specific instruments have also been developed for many dis-
eases, and theseinstruments sometimesaremore sensitiveto changein heal th statusfrom
disease-specific interventionsthan the more generic tool s (11-13). The Patient Satisfac-
tion Questionnaire (14) is a well accepted, reliable, and validated measure of patient
satisfaction with health care. An important drawback to these outcomes is that large
resources are required to capture the data completely and reliably.

Postoperative length of stay and costs of care are becoming increasingly moreimpor-
tant indicatorsof quality of care. Improved quality of care can lead to reduced postopera-
tive complications that can, in turn, lead to reduced postoperative length of stay and
health care costs. Length of stay and costs of care can be estimated using administrative
databases. In recent years, health economists have spent considerable effort at defining
and standardizing proper methodology for cost studies (15,16).

2.3. Selection of Risk Factors

The first decision that should be made with respect to collection of risk factors is
whether to collect generic risk factors, disease-specific risk factors, or acombination of
the two. If the target patient population is characterized by many different diseases and
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surgical operations, then genericrisk factorsshould becollected. If the patient popul ation
is more homogeneous in regard to the disease and operation, then disease-specific or a
combination of generic and disease-specific variables should be collected. Before a
decisionismade about which specific risk factorsto collect, athorough literature review
should be performed to identify which variables are most frequently reported as related
to the outcomes of interest.

Therisk factors should be chosen on the basis of clinical relevance, reliability of data
collection, noninvasivenessto the patient (if at all possible), and availability and ease of
data collection. Therisk factors should include only patient characteristics that are col-
lected preoperatively. Variablesthat occur intraoperatively or postoperatively should not
be included in the risk-adjustment models, because they could be influenced by the
quality of the care delivered. Preoperative laboratory tests should be collected as close
tothetimeof the operation aspossible. Age, gender, race/ethnicity, and body massindex
should always be among the preoperative risk factors collected.

2.4. Risk-Adjustment Methods

The most common statistical techniques used for risk-adjustment are logistic regres-
sionfor dichotomousoutcomevariables(17) and general linear regressionfor continuous
outcomevariables(18). Inthesemodels, thedependent variableisthe outcomeof interest
(e.g., dead or alive at the 30th postoperative day; increasein the SF-36 scorefor physical
functioning) and the independent variables are the risk factors. The statistical software
that performs these analyses calculates an intercept and a3 coefficient and p value for
each risk factor (and odds ratio, in the case of logistic regression), which measures the
relationship of the risk factor and the outcome of interest independent of the other risk
factors in the model. If one is interested in the most parsimonious model, a stepwise
regression procedure can be used to select only those risk factorsthat are independently
and statistically significantly associated with the outcome. The advantages of thesetech-
niques are that they are commonly used and understood, excellent statistical softwareis
available, and the results are readily interpretable. The software often has features to
allow for risk factorsto be arbitrarily “forced” into the models by the person operating
the program, but we would discourage this type of analysis because it is subjective and
difficult to replicate.

The intercept and 3 coefficients of the logistic regression models can be used to
calculate the probability of postoperative mortality or morbidity for the individual
patients. These probabilities can then be summed to obtain an expected mortality or
morbidity for a given patient popul ation categorized by treatment, provider, or institu-
tion. An observed-to-expected (O/E) mortality or morbidity ratio can then be cal culated
inwhich the observed mortality or morbidity isthe number of patients observed withthe
event, and the expected number is derived as described previoudly. If the O/E ratio is
statistically significantly greater than 1, this means that the targeted patient popul ation
has experienced more adverse events than would be expected based on the preoperative
severity of illness of the patientsin that population. If the O/E ratioisstatistically signifi-
cantly lessthan 1, thismeans that the targeted patient popul ation has experienced fewer
adverseeventsthan woul d be expected based on the preoperative severity of illnessof the
patientsin that population.

Thec-index isused asameasureof how well thelogistic regressionmodel ispredicting
outcome. The c-index isthe proportion of all possible pairs of patients with and without
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an event, for which theindividual with an event hasahigher probability of the event than
the individual without the event. If the model isnot predictive at al, the c-index will be
closeto 0.50. Asthemodel improvesin predictability, the c-index will get closer to 1.00.
Alternatively, if the risk adjustment involves multiple linear regression, an r2 value can
be used as a measure of predictability, which is the proportion of the variance of the
continuous outcome variabl e explained by the risk factors. More predictive modelswill
have a higher r2 value but most clinical models seldom exceed 0.3-0.4 range given the
significant influence of unexplained and unmeasured factors. Although the c-index and
the r2 both speak to the ability of the statistical model to predict an outcome, they are not
equivalent terms and therefore cannot be compared.

It is sometimes useful to develop point scores for the significant risk variables as a
function of the 8 coefficientsproduced by theregression analysisand then sum the scores
to develop amoreclinically usablerisk index to predict mortality or morbidity (19). The
clustering effect of multiple observations within each health care provider or institution
also should be accounted for in the regression analysis (20).

2.5. Data Collection

One of the most important aspects of asurgical quality improvement program based
on risk-adjusted outcomes is reliable data that can be believed by the clinicians and
health care administrators. Administrative data are often used for risk-adjustment
purposes because they are readily available and inexpensive, but they are poor substi-
tutesfor reliableand valid clinical datacollected by trained nursesusing astandardized
protocol and definitions. Administrative data are hampered by a number of factors:
(1) limitations of the ICD-9-CM (International Classification of Diseases-9-Clinical
M odification) coding for surgical operations; (2) limitations of the discharge abstracts
for distinguishing between preoperative diagnoses and postoperative complications;
(3) inconsistency of coding and lack of standardized definitions across sites; and
(4) lack of clinical variablesto allow for good risk adjustment (21). A recent study in
the Department of V eterans Affairs showed that the sensitivity and positive predictive
value of administrative data in comparison to clinical data collected in the VA's
National Surgical Quality Improvement Program (NSQIP) were poor (22). ICD-9-CM
codingwasonly availablefor 13 (45%) of thetop 29 preoperativerisk variables. Inonly
three (23%) wassensitivity andinonly four (31%) waspositive predictivevaluegreater
than 0.500. There were ICD-9-CM codes for all 21 postoperative complications col-
lectedintheNSQIP, butinonly 7% was sensitivity and only 4% waspositive predictive
value greater than 0.500.

Toensurereliable clinical datain amultisite surgical quality improvement program,
we recommend the following steps, which have been incorporated into the NSQIP:
(1) development of an operations manual detailing selection of patients and clear defi-
nitions of all preoperative risk factors, intraoperative variables, and postoperative out-
comes, (2) aqualified surgical nurseor clinical reviewer to collect the data; (3) in-depth,
face-to-facetraining of the nursereviewerswith aplanto renew thetraining periodically;
(4) central datamonitoring and validation; and (5) annual interrater reliability sitevisits.
The cost of reliable data collection and analysis and oversight of the NSQIP has been
estimated at about $12 per casefor total surgical volume, or $38 per case assessed in the
program (23). Although this adds to the total cost of surgical care, it isasmall priceto
pay for good-quality data to support proper patient management.
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3. THE NATIONAL SURGICAL QUALITY
IMPROVEMENT PROGRAM (NSQIP)

Several national and regional consortiums collect risk-adjusted surgical outcomesfor
quality improvement and research purposes. These have been mainly in cardiovascular
surgery (24—28). NSQIP, started inthe US Department of VeteransAffairsin 1991, isthe
largest program to address noncardiac surgery. NSQIP was started as a response to a
Congressional mandate in 1986 that called on the VA to compareits surgical outcomes
withthoseinthe private sector. A retrospective study wasfirst attempted, comparing the
mortality outcomes of selected operationsin the VA system using administrative data-
bases compared to outcomes from the private sector reported in the literature (29). This
study suffered from small sample sizes for some of the operations, nonuniformity of
definitions and follow-up for outcomes, and lack of risk-adjustment. The authors of this
investigation concluded that only awell-designed system of prospective data collection
would provide data to satisfy the Congressional mandate.

TheNational VA Surgical Risk Study wasstartedin 1991 at the 44 |argest VA medical
centers that performed both cardiac and noncardiac surgery. In Phase | of this study
(October 1, 1991, to December 31, 1993), the protocol and operations manual were
developed; asurgical nursereviewer wasrecruited at each of the 44 VA medical centers
(VAMCs) andtrainedinthedatacollection process; softwarewasdevel oped and exported
to each of the sites to input the data; software was developed at the data coordinating
center to edit and managethedataand producefeedback reports; datareliability sitevisits
were conducted to all 44 sites by two traveling nurse coordinators; data were collected
on 87,078 major operations performed at the 44 centers; statistical modeling was per-
formed for mortality and morbidity for all operations combined and for eight major
subspecialty areas (general, vascular, orthopedics, neurosurgery, ear-nose-throat, urol-
ogy, thoracic, and plastic surgery); and risk-adjusted outcomeswerefed back tothechiefs
of surgery at the 44 centers. The protocol paper was published in 1995 (30), and the
mortality and morbidity results articles were published in 1997 (31,32).

Two validation studieswere conducted, oneby sitevisits(33) and oneby chart reviews
(34), to determine whether differencesin risk-adjusted outcomesweretrueindicators of
differencesin quality of surgical care. In the site visit study, evaluators were sent to 10
VAMCs with low O/E ratios for mortality or morbidity and 10 VAMCs with high O/E
ratiosfor mortality or morbidity. Theevaluatorsincluded achief of surgery, an operating
room nurse, and a health services researcher. The evaluators and the institutions they
visited were masked as to whether the site was alow or high outlier. They evaluated a
number of dimensionsof quality of care, including technol ogy and equipment, technical
competence, interfacewith other services, relationship with affiliated i nstitutions, moni-
toring of quality of care, coordination of work, leadership, and overall quality of care.
Mean scoresfor all of these dimensionswerebetter for thel ow outlier hospital scompared
withthehighoutlier hospitals, and thedifferenceswerestatistically significant (p < 0.05)
for technology and equipment and overall quality of care. The differences were of bor-
derline statistical significance (p < 0.10) for technical competence, relationship with
affiliated institutions, and monitoring quality of care. The evaluators were al so asked to
guesswhether theinstitution wasahigh or low outlier hospital. The evaluators correctly
guessed for 17 of the 20 centers (85%, p = 0.002).

Thechart review validation study waslessdefinitive. Inthisstudy, 739 chartsfromlow
and high outlier VAM Csfor patientsundergoing general, vascular, or orthopedic surgery
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were reviewed and graded for quality of care. Ratings of overall quality of care did not
differ significantly between patients from the high or low outlier hospitals. However, at
the patient level of analysis, those patientswho died or devel oped postoperative compli-
cationsand had alow predicted risk of mortality or morbidity wererated lower on quality
of care compared to those who died or devel oped a postoperative complication and had
a high predicted risk of mortality or morbidity. It is not known why the site visit study
tended to validate the risk-adjusted outcomes more than the chart review study, but one
reason might bethat sitevisitsmay be morediscernibleof quality of careissuesthan chart
reviews.

In Phase Il of the NSQIP (January 1, 1994, to August 31, 1995), the program was
implementedinall 132 VA Medical Centersthat perform major surgery. Regional train-
ing meetings were held for the chiefs of surgery and local surgical nursereviewers. The
computerized data collection system was implemented at each hospital, and data were
collected on an addition 107,241 major operationsin the eight subspecialty areas. Statis-
tical models were developed using the Phase |1 data and compared with the Phase |
models. Therisk-adjustment model shaveremained remarkably stableover time, withthe
same magjor risk variables appearing significant in the all operations model and most
subspecialty models and in these models over time (23). Risk-adjusted outcomes were
fed back to the chiefs of surgery at each of the 132 VA Medical Centers.

In Phase 11 of the NSQIP (October 1, 1995, to the present), the reporting system has
been put on afederal fiscal year basis (October 1 to September 30 of each year). The
NSQIP executive committee reviews the risk-adjusted outcomes from the VA centers
each January and makes recommendations regarding levels of concern for high outlier
centers or commendations for centers who are low outliers or who have improved their
risk-adjusted outcomes. Annual reports are sent to the chiefs of surgery and the hospital
and Veterans Integrated Service Networks' directors to enable them to compare their
risk-adjusted outcomes with othersin the system. Those centers who are low outliers or
who have improved their risk-adjusted outcomes are asked to provide feedback about
best surgical practicesthat might have accounted for theseresults, and these practicesare
sharedwithall chiefsof surgery. The NSQIP executive committee al so offersto organize
site visits to high outlier hospitals to help them with quality improvement efforts, if
requested. Also if requested by the participating hospital, lists of patients who have low
probabilities of adverse events but who experience an adverse event are sent to the
hospital for local analysis. These quality improvement efforts have been coincident with
a decline in the unadjusted 30-d postoperative mortality rate in the VA system from
3.16% in Phase | to 2.14% in fiscal year 2002 (a 32% decline), and a decline in the
unadjusted 30-d postoperative morbidity rate from 17.44% in Phase | t0 9.98% in fiscal
year 2002 (a 43% decline). The NSQIP was recently cited by an Institute of Medicine
Report as “one of the most highly regarded VHA initiatives employing performance
measures’ (35).

3.1. Data Collection

The NSQIP patient popul ation consists of all major operations performed under gen-
eral, spinal, or epidural anesthesia. Minor operations and some operations with known
low morbidity and mortality rates are excluded. Some very common operations (e.g.,
inguinal hernias and transurethral resections of the prostate) are limited to five in each
8-d cycle. In most of the VAMCs, all major operations are included. There are a few
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VAMCs that have too high a volume of major operations to be collected by one nurse
reviewer. Inthose hospitals, thefirst 36 consecutive cases are sampled in each 8-d cycle,
withthecyclesstarting on different daysof theweek for each cycle. Seventy preoperative
risk factors are collected for each case, including demographics, lifestyle variables,
functional status, American Society of Anesthesiologists(ASA) class, emergency opera-
tion, preoperative laboratory values, and comorbidities. Eleven intraoperative variables
arecollected, including the Current Procedural Terminology (CPT) codesof theprincipal
operation and concomitant procedures, times of operation, postgraduate year (PGY)-
level of surgeon, wound classification, and blood |oss and transfused. Twenty-four post-
operative outcomes are collected, including vital status, postoperative complications,
returnto operating room, and length of stay. Sel ective postoperativelaboratoriesare also
captured. With nearly 100,000 operations added each year, the NSQI P database reached
atotal of more than 1 million cases by September 30, 2003.

3.2. Risk-Adjustment Models

Risk-adjustment models are devel oped each year for all operations combined, and the
eight major subspecialties. Each CPT codeisassigned acomplexity scorefrom 1 = least
complex to 5 = most complex, to take into account variations in the complexity of the
operation, above and beyond the risk factors that are brought into the operation by the
typical patient having that operation. These scores were established by panels of
subspecialists convened in the early years of the NSQIP. These complexity scores are
entered into therisk modelsfor mortality and morbidity for the all-operations model and
each of the subspecialty models. In recent years, with the advent of new surgical proce-
dures(e.g., laparoscopic procedures) and changesto the CPT codes, 10-20% of the CPT
codes lack complexity scores. Preliminary investigations have revealed that thereis a
high correlation (0.70-0.80) between the NSQI P compl exity scores and work Resource
Based Relative Vaue Units, so consideration is being made to replace the complexity
scoreswithwork ResourceBased RelativeValueUnits. Also, intheall-operationsmodel,
subspecialty of the operation is included among the predictor variables to adjust for
differences between medical centersin surgical subspecialties represented.

The NSQIP data are very complete, except for the preoperative laboratory values,
wherethereis considerable variability in completeness rates between type of laboratory
test, parti cipating sites, subspecialties, and individual operations. A regression technique
(36, 37) is used to impute missing laboratory data.

The c-indexesfor modelsfor mortality and morbidity (patientswith no complications
vs one or more complications) are given in Table 1 for various groups of operations. In
general, the c-indexes are excellent for predicting mortality for all operations combined
and for theindividual subspecialties, moderateto good for predicting individual postop-
erative morbidities; moderate for predicting overall morbidity for all operations com-
bined and for the individual subspecialties; and weakest for predicting mortality and
overall morbidity for individual operations. The probable reason for the models being
lesspredictivefor overall morbidity compared withmortality isthat theoverall morbidity
variableisacombination of 21 different heterogeneous postoperative complications; the
probable reason for the model s being weakest for predicting mortality and morbidity for
individual operationsis that the risk factors are generic and not disease-specific.

Important risk variables have remained very stable over time. Table 2 lists the top
predictors of 30-d mortality and overall morbidity from 1991 to 1997 (23). Some of the
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Table 1
C-Indexes for National Surgical Quality Improvement Program Models Predicting
30-d Postoperative Mortality and Morbidity From Preoperative Patient Characteristics

Overall
Group of Operations Mortality Morbidity Foecific Morbidities
All operations 0.889 0.777 Respiratory failure, 0.846
Pneumonia, 0.805
General surgery 0.892 0.783 Wound dehiscence, 0.731
Orthopedics 0.913 0.763
Urology 0.861 0.729
Vascular 0.794 0.689
Neurosurgery 0.896 0.762
Otolaryngology 0.906 0.793
Thoracic 0.766 0.717
Plastic 0.912 0.752
Proctectomy 0.755 0.684
Pulmonary resection 0.729 0.623
Nephrectomy 0.741 0.64
Below-knee amputation 0.81 —
Above-knee amputation 0.79 —
Gastrectomy 0.735 0.722
Esophagectomy 0.69 0.62
Hip replacement — 0.654
Knee replacement — 0.633
Pancreati coduodenectomy 0.692 —

variables have been important for predicting both mortality and morbidity (serum albu-
min, ASA class, emergency operation, age, blood ureanitrogen >40, operation complex-
ity score, weight 1oss >10% in past 6 mo, functional status, and white blood cell count
>11,000). Some variables are predictive of mortality but not morbidity (disseminated
cancer, do-not-resuscitate status, serum glutamic-oxal acetic transaminase (SGOT) >40),
whereas some variables are predictive of morbidity but not mortality (history of chronic
obstructive pulmonary disease, hematocrit <38, and ventilator dependency). Operation
complexity scoreand patient’ sfunctional statustend to be moreimportant for predicting
morbidity than mortality.

Figure 1 shows the distribution of hospital O/E ratios for mortality for the all-opera-
tions model for the 44 hospitalsin Phase | of the NSQIP. Six hospitals had O/E ratios
statistically significantly greater than 1, meaning that they wereexperiencing moreopera-
tive deathsthan would be expected on the basis of the severity of illness of their patients.
Seven hospitals had O/E ratios statistically significantly less than 1, meaning that they
were experiencing fewer operative deaths than would be expected on the basis of the
severity of illness of their patients (31).
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Table 2
Top Predictors of 30-d Mortality and Overall Morbidity in National Surgical Quality
Improvement Program, 1991-1997 (Average Rank Entering the Models)

Risk Factor Rank for Mortality ~ Rank for Morbidity
Serum albumin 1 13
ASA class 2 2
Disseminated cancer 3.3 —
Emergency operation 4.3 4
Age 5 8.3
Blood urea nitrogen >40 7 20.3
Do-not-resuscitate order 7.3 —
Operation complexity score 11 2.8
SGOT >40 11.3 —
Weight loss >10% in last 6 mo 115 133
Functional status 12.3 5
White blood cell count >11,000 14 10
History of chronic obstructive pulmonary disorder — 75
Hematocrit <38% — 9.5
Ventilator dependent — 16.5

ASA, American Society of Anesthesiologists; SGOT, serum glutamic oxalacetic transaminase.

Figure 2 shows the changes in the rankings of the hospitals before and after risk
adjustment. If risk adjustment did not make any difference, the figure would look like a
ladder or railroad track with steps or ties that are completely horizontal. Ninety-three
percent of the hospitalschanged rank after risk adjustment, 50% by >5 ranksand 25% by
>10 ranks (31). An analysis of the mortality O/E ratios of the 123 VA medical centers
performing major surgery in 1997 reveal ed that outlier status of the hospitalswould have
been ascribed incorrectly 64% of the time if it had been based on unadjusted mortality
rather than risk-adjusted mortality (23).

3.3. Uses of the NSQI P Database

Since 1991, the NSQIP has created a rich database of more than 1 million opera-
tions that can be used to explore important topics in clinical and health services
researchinsurgery. To accessthe database, theinvestigator must haveaV A appoint-
ment or be a participant in the NSQIP Private Sector Initiative (see Future Direc-
tions). The eligible investigator writes a brief proposal describing the background
and rationale for the study, research objectives, methods, and data needed (types of
operations, time period, and data elements). The proposal is reviewed by the
investigator’ slocal Institutional Review Board and the NSQI P executive committee.
If approved, the Denver Data Analysis Center either performs the analysis for the
investigator or sendstheinvestigator deidentified datafor local analysis. The NSQIP
executive committee must review and approveall abstracts and manuscripts emanat-
ing from the studies before submission.
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Figure 1: (A) Observed-to-expected mortality ratios of 44 VA medical centersin phase | of
NSQIP. (B) Unadjusted mortality rates of 44 VA medical centersin phasel of NSQIP in same
order as hospitalsin (A).
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Figure 2: Rankings of 44 VA medical centersin phase | of NSQIP based on unadjusted mortality
(left side) and risk-adjusted mortality (right side).

As of October, 2003, 47 manuscripts have been published from the database by 29
different first authors from 14 different academic/health center institutions. Types of
research include modeling of postoperative mortality and morbidity (31,32), relating
surgical processes and structures of care to risk-adjusted outcomes (38-41), risk factors
for and outcomes of specific operations (42-56), effect on outcomes of specific risk
factors (57,58), predictors of outcomes other than 30-d mortality and overall morbidity
(59-63), surgical outcomes in special populations (64-68), and risk-adjustment
methodologic issues (22,69). Table 3 presents some selected findings from research
using the NSQI P database.
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Table 3
Some Selected Findings from Research Using the
National Surgical Quality Improvement Program (NSQIP) Database

1. Surgical services with a high degree of feedback and programming had lower morbidity
observed-to-expected (O/E) ratios, but not mortality O/E ratios (39)

2. Growinguseof laparoscopic cholecystectomy inaglobally funded system such astheV eterans
Administration (VA) did not resultinincreaseintotal volumeof cholecystectomies, in contrast
to the private sector whereincrease in laparoscopic cholecystectomy hasled to anincreasein
the total volume of cholecystectomies (43)

3. Preoperative serum albumin has an inverse linear relationship to operative mortality and
morbidity and isthe best predictor of these outcomes, and yet it isonly donein 60% of surgical
casesinthe VA (57)

4. Thereis no relationship between surgical volume and risk-adjusted outcomes in eight major
types of operationsin the VA system (40)

5. Sensitivity and positive predictive value for surgical risk factors and outcomes using
administrative data compared to NSQIP data are poor (22)

6. NSQIP risk-adjusted mortality and morbidity are indicators of differencesin surgical quality
of care (33)

7. NSQIP methodology can be implemented and generates reasonable predictive models of
postoperative mortality and morbidity in non-VA hospitals (70)

8. Modest increase in preoperative serum creatinine is a significant predictor of risk-adjusted
morbidity and mortality after general surgery (58)

3.4. Future Directions

There has been considerableinterest among surgeons outside of the VA to participate
inthe NSQIP. In 1999, three academic medical centers(Emory University, University of
Michigan at Ann Arbor, and University of Kentucky at Lexington) joined an NSQIP
Private Sector Initiative as “alphasites’ to test the NSQIP methodol ogy outside of the
VA. One of the challenges was to devel op a data capture system that would enable the
participation of independent siteswith diverseinformation technol ogy systems. Thiswas
accomplished by the development of an Internet-based data collection system by an
outside contractor (QCMetrix, Inc, Tewksbury, MA). Preliminary analyses suggest that
the statistical models developed in the VA are applicable in the non-VA setting (70).

In 2001, a grant supported by the Agency for Healthcare Research and Quality was
funded to apply the NSQIP methodology to an additional 11 non-VA “beta sites’ to
improve patient safety in surgery (71). Thisgrant was a collaborative effort between the
Department of Veterans Affairs and the American College of Surgeons. As part of this
grant, therel ationshi psbetween sel ected processesand structures of thesurgical services,
including mechanisms to promote patient safety, and risk-adjusted outcomes will be
studied. The American College of Surgeons has developed plans to offer the NSQIP to
additional private sector surgical servicesat acost sufficient to support theinfrastructure
of the program.



Chapter 7 / Risk Adjustment 119

In spite of its successes, the NSQIP has been limited by its initial design. Quality
improvement effortsdepend onretrospectivereportsfed back tothe participating centers.
The next step in the devel opment of the NSQIP will beto provide the surgical team with
prospectiverisk information and suggested evidence-based guidelinesto help guide the
management of the medium- to high-risk patient about to be operated.

Further work also needs to be done on outcomes other than short-term mortality and
morbidity. Functional status, health-related quality of life, patient satisfaction with care,
and cost-effectiveness of the interventions are other important outcomes that need to be
addressed.

3.5. Limitations of the NSQIP

Theprimary limitationsof the NSQIPincludethefollowing. (1) Theprogramislabor-
intensive, requiring dedication on the part of the participating site, surgeons, and nurse
reviewersto collect complete and reliable data on which to base decisions about quality
improvement efforts in surgery. However, after the concepts of the program are fully
accepted and implemented, the data can provide critical empowerment to improve pro-
cesses and structures of care for the improvement of care of the surgical patient. (2) In
the smaller surgical programs and in some subspecialty areas or individual operations,
there are not enough major surgical cases and adverse events to generate reliable risk-
adjusted outcomes for mortality and major morbidity. In these cases, the NSQIP meth-
odology needs to be applied to other, important patient outcomes, such as functional
statusand health-related quality of life. (3) The NSQIPrisk factorsare primarily generic,
so that risk-adjustment models for specific operations have limited usefulness. Further
work is heeded to add some selected disease-specific variables for important high-fre-
guency operationsin the subspecialty areas. (4) The NSQIP does not collect processand
structure variables. As methods are refined, there are plansto collect important process
and structure variables as they are identified.
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Statistics is the language of data and numbers. It is a framework to understand the
variables, measurements, and outcomes of research. Without thisframework, it would be
impossible to interpret the findings of medical research.

Asafield, statisticsismystifyingto cliniciansbecause medical education, for the most
part, hasfailedto provideasolid biostatistical foundation. Althoughitisquantitativeand
mathematical, it is not an exact science. A good statistical analysis requires an under-
standing of themedical problem and knowledge of abroad range of statistical techniques.
To determine the most appropriate statistical approach, it isimportant to clearly specify
the outcome of interest and to understand the nature of this outcome, interms of thetype
of datait represents.

This chapter provides areview of statistical techniques commonly used in medical
research. We begin by describing abasic nomenclature for classifying data. Drawing on
thistaxonomy, we examine several of the most commonly used statistical testsfor com-
paring groups. First, we consider statistics for comparing groups with regard to asingle
variable. Next, we briefly describe the use of multivariate statistics in the context of
continuous outcomes (linear regression) and binary outcomes (logistic regression). We
also cover some basic conceptsin theanalysisof failuretime (survival) datathat are also
discussed more thoroughly in Chapter 9.

Our goal isto provide guidanceto theclinical researcher in sel ecting, conducting, and
interpreting statistical tests. Thereis not alwaysasingle correct test to use—in practice,
several tests may be appropriate. We hope to help the reader understand what questions
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he or she should be asking to determine an appropriate test—and what the limitations of
that test may be.

1. UNDERSTANDING DATA

1.1. Qualitative and Quantitative Data

Qualitative data are data classified into discrete groups. There are two types of quali-
tative data: ordered and nominal. Ordered (or ordinal) data represent a spectraof clas-
sifications, such as degree of improvement (improved, same, worse) or agreement
(strongly agree, agree, unsure, disagree, strongly disagree). Nominal data represent data
ingroupsthat haveno clear order relativeto each other. Examplesof nominal datainclude
bloodtype(A, B, O), race(white, black, Asian, Hispanic), or geographic area(Northeast,
Midwest, South, West). Dichotomous data are subgroups of nominal datainwhichthere
are only two choices; for example, gender (male, female) or vital status (alive, dead).

Quantitative data are reported in distinct units of measurement. There are two main
categories: continuous and discrete. Continuous data represent real numbers in which
there are intermediate values. Examples of continuous data include age, temperature,
weight, and height. Discrete data are similar to continuous data except there are no
intermediate values. Examples of discrete datainclude number of previous admissions,
number of prior operations, number of family members with a specific disease, and
number of comorbidities.

1.2. Dependent and I ndependent Variables

The dependent variable in an analysisis generally the outcome of interest. It isalso
often referred to as the response variable. Independent variables are the factors that are
varied with the goal of determining the effect of that variation on the response variable.
For example, in a comparison of radical prostatectomy versus external beam radiation
therapy among localized prostate cancer patients, the dependent or response variable
might betimeto prostate-specific antigen recurrence, whereastheindependent variables
wouldincludetreatment and possibly al so other factorssuch asdiseasegrade, patient age,
and race. The nature of the dependent variable (qualitative, quantitative, discrete, or
continuous) will often determinewhich statistical analysisisappropriatefor theproblem.

1.3. Dependent and | ndependent Observations

Most statistical analyses assume that observations areindependent. This conditionis
satisfied, for example, when the observations come from distinct individual s that do not
have any relation to or influence on each other. However, it isnot satisfied when the data
consist of multiple measurements per individual, or the measurements are clustered, as
might be the case when patients from several facilities are included in a single dataset.

1.4. Cross-Sectional and Longitudinal Data

Cross-sectional dataconsist of measurementsthat aretaken at either asingle point, or
at distinct points, withthe observationsat different timesbeingindependent of each other.
For example, CA-125level sat diagnosisamong agroup of ovarian cancer patientswould
constitute a cross-sectional dataset. Longitudinal data, on the other hand, are measure-
ments taken at different pointsin time that are not independent. Serial CA-125 patients
taken on ovarian cancer patients would be an example of longitudinal data. The serial
observations on a single woman would not be independent because they are from the
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same individual. These observations would tend to be more similar to each other than
observations from another patient.

1.5. Features of the Data

We generally use two classes of descriptors (descriptors of the center also known as
central tendency, and descriptors of the spread often measured as the variance, standard
deviation or standard error) to summarize the distribution of the data. Another term for
the center of the distribution is its location (on the number line). The spread of the
distribution quantifies the uncertainty in the data. A large spread indicates a highly
variable, highly uncertain dataset. Another way of thinking of location versus spread is
assignal versusnoise. A large spreadissynonymouswith ahighlevel of noiseinthedata.

1.5.1. DescRriPTORS OF THE CENTER

1.5.1.1. Mean

The mean refers to the average value of a set of numbers. It isimportant, especially
when testing ahypothesisthat the means between two groupsare different (or not differ-
ent). The mean is highly susceptible to the influence of data elements with very high or
low values (outliers).

15.1.2. Median

The median also describes the center, but uses aslightly different method. To derive
the median, a dataset is ordered from least to greatest; the middle is the median. The
median isalso referred to asthe 50th percentile of the data because half of thevalueslie
below it and half above it.
1.5.1.3. Mode

Themodeisthe most common valuein the dataset. If ahistogram of thedataisdrawn,
the mode is represented by the peak of the histogram.

1.5.2. DESCRIPTORS OF THE SPREAD
1.5.2.1. Variance

The variance is the standard descriptor of the “spread” of values in a dataset. It as
caculated as:

Variance = X (X% — Xmean)? (N — 1)
¥ = individual observation
where Xean = average value of the sample; n = sample size

Therefore, the variance is essentially the average of the squared deviations of the
observationsfrom themean of the dataset. The denominator of thevarianceisn—1 rather
than nfor technical reasonsthat amount to conferring favorabletheoretical propertieson
the variance.
1.5.2.2. Standard Deviation

The standard deviation is the square root of the variance.

1.5.3. OTHER DESCRIPTORS OF THE DISTRIBUTION
1.5.3.1. Order Statistics and the Five-Number Summary

The order statistics are the percentiles of the distribution. The gth order statistic isthe
observation below which g percent of the datafalls. The five-number summary consists
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of the minimum, maximum, median, and the 25th and 75th percentiles of the data. It is
frequently used to summarize the distribution of the data.

1.5.3.2. Character of the Distribution (Modality and Symmetry)

Each set of datahasaspecificdistributionintermsof thefrequency withwhich specific
values occur. Beyond the measures of center and spread described previously, we also
characterize distributionsin terms of their modality (number of peaks) and symmetry. A
unimodal distribution has one peak. Symmetric distributions have equal probability on
both sidesof their center. To determinethe character of thedistribution, several graphical
techniquesare commonly used. Theseinclude histograms, stem-and-leaf plots, and box-
and-whisker plots.

The most well-known statistical distribution, the normal or Gaussian distribution, is
both unimodal and symmetric, with tails that descend exponentially to zero. However,
many datasets are not normally distributed. For example, survival times (which are
alwaysnon-negative) are generally not normally distributed. Similarly, health economic
dataarenot normally distributed; for example, monthly medical care costsamong cancer
patients show adistinctly non-normal distribution with an extremeright skew and amass
of observations at zero, representing months in which no services were used (1).

Before conducting any statistical analysis, the distribution of the dependent outcome
variables should be determined. Different statistical techniques will be appropriate
depending on this distribution. However, the normal distribution plays acentral rolein
statistical analysis because the average of a group of numbers tends to be normally
distributed. This result, termed the central limit theorem, is one of the most important
resultsinall of statistics. It enables usto use asimpletest, based on the normal distribu-
tion, to compare the means of different samples, regardless of the distributions of those
samples. In the next section, we describe tests for comparing sample means. First, we
outline the testing framework and its rationale.

2. STATISTICAL HYPOTHESIS TESTS

One of the most common exercises in medical research isto compare two (or more)
groups of individuals (treated vs untreated; older vs younger) to determine whether an
outcome or response of interest differs between the groups. Asan example, consider the
duration of response to therapy in aclinical trial of two anticancer drugs. Suppose that
each group consists of 20 individuals. In the first group, which receives the standard
treatment, the average response duration is 3 mo; in the second, which receives a novel
treatment, it is6 mo. Can we conclude from thisresult that the new drug isbetter than the
standard? The answer isthat it depends—on the uncertainty, or variance, in each of the
groups. Statistical hypothesis testing provides a framework for quantifying this uncer-
tainty.

2.1. Why Is |t Important to Quantify Uncertainty in Conducting
Statistical Hypothesis Tests?

It is important because even an apparently compelling result could have arisen by
chance because of random variation. In the previous above, it is possible that the drugs
are equally effective in inducing tumor response, but because of random variation, or
“bad luck,” the subjectsin thefirst group happened to experience a shorter response on
averagethanthoseinthe second group. How likely isit that equally effective drugscould
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Table 1
Sample Sze

Per Group p Value Power
5 0.37 16%

10 0.20 27%
20 0.07 48%
50 0.003 85%
100 0.000 99%
1000 0.000 100%
1000* 0.02* 61%*

*Power and p value computed to detect a0.5-mo
difference in response duration.

have produced the observed result by chance? The answer to this question istermed the
p value.

2.1.1. WHAT IsTHE p VALUE?

Thepvalueisthecentral result of any statistical hypothesistest. Thep valuerepresents
the likelihood that the observed results could have arisen by chance. Equivalently, the
p value represents the probability that a conclusion of a difference between the groups
under study iserroneous. A high p valueindicatesthat we haverelatively low confidence
inmakingthisconclusion; conversely, alow pvalueindicatesahigh degreeof confidence
in the result. By general consensus, ap value of lessthan or equal to 0.05 is considered
the threshold to consider resultsasbeing “ statistically significant.” Thisequatestoalin
20 likelihood that the results would have occurred by chance. Why 0.05? Why not 0.10
or 0.01? The decision was originally arbitrary, but has become accepted as a research
standard. Strict adherence to this threshold may result in under- or overemphasizing
findings. The actual difference (in terms of research results) between ap value of 0.049
and 0.051 may bevery small. Moreover, aswe will seein the next section, astatistically
significant p value may not be synonymous with a clinically significant difference
between groups.

2.1.2. How DoEes THE p VALUE RELATE TO THE UNCERTAINTY IN THE DATA?

Thepvaueisadirect consequence of theuncertainty or variability inthedata. A large
amount of uncertainty will generally produce a high p value, whereas asmall amount of
uncertainty will producealow pvalue. Incomparing themeans of two samples, however,
it isthe uncertainty in the sample means that directly influencesthe p value. The uncer-
tainty in the sample meansisnot the same asthe uncertai nty in the samples. Supposethat
the sample variance is s? and the sample size is n; then the variance of the sample mean
iss?n. Therefore, the uncertainty in the sample mean depends on both the uncertainty in
the sample and the sample size. The uncertainty in the sample mean decreases as the
sample size increases. Therefore, when comparing two sample means, larger sample
sizes will generaly lead to smaller p values. Table 1 illustrates this phenomenon. The
tableshowsthep valuesthat arise when comparing two sampleswith sample meansequal
to 3 and 6, variances equal to 5, and different sample sizes.
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2.2. What | s Power?

Table 1 illustrates the general principle that larger sample sizes tend to produce sta-
tistically significant testsmorereadily than smaller samples. Wesay that the power of the
test to detect a specified difference between groups increases with the sample size. In
designing studies, the sample size is often selected so as to achieve a specific level of
power, such as 80-90%. Suppose the power of astudy to detect a difference d between
two sample means is 80%. This means that if there is truly a difference d between the
sample means, thereis an 80% chance that the study will yield a statistically significant
result. However, the sample size required to achieve this level of power may, in some
cases, beprohibitive. Therefore, study design generally requiresacareful balance of cost
and power considerations. The last column of Table 1 givesthe power corresponding to
the sample means 3 and 6, avariance of 5 in each sample, and the various sample sizes
givenin the table.

2.2.1. s THERE SucH A THING As Too MucH PoweR?

Consider the second to last row of Table 1. The power to detect a3-mo differencein
the average response duration is 100% for the given sample size. Thus, with this sample
size, itispractically certain that the study will yield asignificant result and aconclusion
that the second drug is superior to thefirst. Indeed, a3-mo differenceishighly clinically
significant, when the average response time under the standard treatment isonly 3 mo—
thisdifference represents a100% increase in the average response duration. However, it
turns out that even for a0.5-mo difference, this sample size yields a power of 61% (last
row of Table 1). Thuseven if thereisonly a2-wk differencein average survival, avery
large study may well yield aconclusion that the new treatment is superior to the standard
treatment. If a 2-wk improvement is not clinically significant, then this represents a
setting in which statistical significance and clinical significance are not synonymous.
This example represents the following general principle: In a sufficiently large study,
even small differences between groupswill be statistically significant, even though they
may not beclinically significant. Therefore, statistically significant resultsin large stud-
iesshould always be confirmed for clinical significance. Although it may be tempting to
“overpower” aclinical trial, the additional coststo the study and risksto the subjectsare
important considerations that may be limiting. Indeed, it would be considered unethical
by most Institutional Review Boards to plan aclinical trial, associated with significant
risks to subjects, for aclinicaly insignificant difference.

3. COMMONLY USED STATISTICAL TESTS
FOR COMPARING SAMPLE MEANS

In this section, we describe some commonly used tests for comparing sample means.
Unless otherwise stated, these tests apply to settings where there are independent observa
tions, such as might be obtained from a cross-sectional study with one observation per indi-
vidual. Optionsfor testing fall into two broad categories. parametric and nonparametric (2).

3.1. Parametric Tests

Parametrictestsmakeassumptionsabout thedistribution of the sampledata. Themost
frequent assumption isthat the dataare normally distributed. In contrast, nonparametric
testsdo not make assumptions about the distribution of the data. If the assumptions made
arevalid, then the parametric test will tend to be more powerful than the nonparametric
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Table 2
Data on Polyp Size by Gender
Patient No. Polyp Size (mm) Gender Age (yr)
1 6 Female 49
2 15 Male 54
3 6 Male 53
4 6 Male 51
5 7 Femae 48
6 16 Male 58
7 11 Female 53
8 13 Male 52
9 5 Female 47
10 6 Female 44
11 7 Female 45
12 14 Male 57
13 8 Female 51
14 4 Male 45
15 8 Female 55
16 12 Male 49
17 10 Male 53
18 12 Femae 56
19 4 Female 46
20 9 Male 50

test. However, if the assumptions are not valid, then parametric tests may |ead to biased
results.

Thet-test is the most commonly used parametric test. It is designed to be applied to
continuous datathat have anormal distribution. If the outcome variableisnon-normally
distributed, there may be a transformation that yields a normal distribution, but it is
important to bear in mind that resultswill eventually have to be back-transformed to the
original scalefor interpretation purposes. Different versions of thet-test are appropriate
depending on whether the sample variances are the same in the groups being compared
or whether they aredifferent. Asan example, consider conducting at-test to comparethe
sizes of polypsremoved by colonoscopy from men vswomen. The dataare presented in
Table 2.

The males have polyps with a mean size of 10.5 mm and a standard deviation of
4.2 mm (variance = 17.4). The females have amean of 7.4 mm and a standard deviation
of 2.5 mm (variance = 6.3). Histograms of the observations within each group are pre-
sented in Figure 1. The histograms show that the dataappear normally distributed. Inthis
case, thevariancesappear to bedifferent (17.4 vs4.2). Running thetest under an assump-
tion of unequal variancesyieldsap value of 0.062. Under an assumption of equal vari-
ances, the resulting p value is 0.059. Although both results are close, in some studies, it
may bethedifferencebetween reporting asignificant versusamarginally or insignificant
p value. The more conservative approach would be to use the assumption of unequal
variance unless there is clear evidence of equal variance.

The paired t-test isemployed when thereisapair of observations on each subject. This
test computes atest statistic based on the differencein val ue between the two observations
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Figure 1: Histograms of polyp sizes by gender.

of each subject. Often, thistest isused to compare outcomes before and after aninterven-
tion. Consider the example data presented in Table 3. We recently instituted an educa-
tional program stressing theimportance of dietary fiber on cancer prevention and overall
health. The research question iswhether or not the fiber intake of our subjectsincreased
during our study. The t-test in this case analyzes whether the values in the difference
column are statistically different from zero. The p valueis 0.038. What if we conducted
thistest asastandard (nonpaired) t-test? Theresulting p valuewould be 0.37. Asone can
see, in thistype of analysis the paired t-test can be a much more powerful test.

3.2. Nonparametric Tests

Therearemany different nonparametric approachesthat can be used when comparing
two groups of data. A comprehensive description of the entire range of nonparametric
testsisbeyond the scopeof thischapter. Wewill briefly describetwo of themost common
approaches here and apply them to the polyp size data described earlier.

3.2.1. MANN-WHITNEY U TEST

The Mann-Whitney U test, which may also be referred to as the Wilcoxon—-Mann—
Whitney test or the Wilcoxon rank-sum test, examines both parts of the dataset as a
combined dataset. This can be considered the nonparametric equivalent to at-test. Inthe
Mann—Whitney test, each value in the combined dataset is ranked from 1 to 20. For
example, rank number 1 would be assigned to the lowest value in the combined dataset
(4 mm, for Patients 14 and 19); in practice, each of these caseswould be assigned arank
of 1.5 (average of ranks 1 and 2) because they are tied observations. Rank number 20
would correspond to the highest value (16 mm, for Patient 6 in the closed group). The
U test then analyzeswhether lower ranked observationsare morefrequently found in one
groupthanintheother. Theresultsareshownin Table4. Thez-scorevalueis—1.672with
acorresponding p value of 0.09; remember, this probability is extracted from the table
of z-scores. Because the result of this computation shows a z-score with such a high
probability (p > 0.05), we must accept that the test cannot show that ranks for the male
group differ from the ranks for the female group. From aresearch perspective, we con-
clude that the data do not show evidence that the polyp sizes do not differ by gender.

3.2.2. KRuskAL-WALLIs TEsT (H) TesT

TheH testissimilartotheU test. Inthisvariation, the datasetsare once again combined
andranksareassigned. Theranksfor each group arethen total ed and weighted according
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Table 3
Fiber Intake Before and After an
Educational Program Stressing the Importance of Dietary Fiber

Fiber Intake . .
Differencein
Patient Before Education After Education Fiber Intake
1 27 31 4
2 15 20 5
3 23 23 0
4 24 22 -2
5 25 23 -2
6 14 10 -4
7 18 20 2
8 12 13 1
9 31 37 6
10 26 33 7
11 30 35 5
12 16 13 -3
13 22 20 -2
14 25 26 1
15 22 30 8
16 15 18 3
17 23 20 -3
18 13 12 -1
19 25 33 8
20 11 19 8
Average 20.85 22.90 2.05
Standard deviation 6.11 8.05 411
Table 4
Mann—Whitney U Test Applied to the Polyp Size Data
Gender n Rank Sum Expected

Female 10 83 105

Male 10 127 105

Combined 20 210 210

z=-1.672
p value = 0.09

to the number of observationsin each group. The H test value will be higher if there are
groups with a disproportionately large share of higher ranked observations. The advan-
tage of the H test isthat it can be used to compare results across more than two groups
(the U test examines differences between two groups).

BoththeMann—Whitney U test (also called the Wil coxontest) and theKruskal-Wallis
test are designed to be applied to independent groups. Aswith the paired t-test, therealso
exists a nonparametric test for the paired setting, the Wilcoxon signed-rank test.



132 Etzioni, Howlader, and Etzioni

Table 5
Wilcoxon Signed-Rank Test Applied to the Dietary Fiber Data
Sgn n Sum Ranks Expected
Positive 7 55 104.5
Negative 12 154 104.5
Zero 1 1 1
All 20 210 210
z=-1.852
p value= 0.06

3.2.3. WiLcoxoN SieNED-RANK TEST

In the Wilcoxon signed-rank test (3), the second observation within each pair is
subtracted from the first observation in the pair. The absolute differences are then
ranked and assigned anegative or positive sign according to the sign of the difference.
Thetest comparesthe sum of the negative rankswith the sum of the positiveranks. The
result of theWilcoxon signed-rank test using thefiber dataisin Table5. Inthisexample,
the Wil coxontwo-samplepaired signed-rank test hereisused totest thenull hypothesis
that the population median of the paired difference of thetwo samplesis0. Becausewe
have a p > 0.05, we conclude that the fiber intake the study subjects did not change
during the study.

4. COMPARING PROPORTIONS

When considering a binary outcome (e.g., success/failure, response/nonresponse),
comparison of proportions is often of interest. For example, suppose an outpatient
clinicofferstwotypesof colorectal cancer screeningtests—namely, fecal-occult blood
testing and flexible sigmoidoscopy (FS). An investigator might wish to compare the
proportion of men and women selecting FS vs fecal-occult blood testing. A set of
hypothetical datais presented in Table 6. Compared with women, men appear to have
preferentially used sigmoidoscopy over fecal occult blood testing. Of 102 men, 58 used
FS (56.8%), whereas of 105 women, only 45 selected FS (42.9%). Is this difference
statistically significant?

Thereareat |east two waysto test for comparability of proportions. Thefirst approach
isto observethat aproportion (e.g., the proportion of men using FS) isactually asample
mean. If we represent the observation for each man asazero (fecal-occult blood testing)
or a one (FS), the proportion selecting FS is simply the average of the sample data.
Similarly, theproportion of women using FSisan average of theobservationsfor women,
inwhich each observationiseither azero or aone, depending on the screening test used.
Recall that by thecentral limit theorem, sampleaveragesarenormally distributed solong
asthe sample sizeis sufficiently large. In this case, the sample size (>100 for both men
andwomen) isconsidered sufficiently largeto apply thecentral limit theorem. Therefore,
inthiscase, we can use the standard test for comparing proportions across groups, which
is based on the normal distribution. The p value for this test is less than 0.05, which
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Table 6

Colorectal Cancer Screening Test Preferences by Gender

Colorectal Cancer Screening Tests:
Number of Times Selected by Gender

Fecal Occult Blood Test S gmoidoscopy Total

Males 44 58 102

Females 60 45 105

Total 104 103 207
Table 7

Results of Chi-Square Test Applied to Colorectal Cancer Screening Data

Colorectal Cancer Screening Tests:
Number of Times Selected by Gender

Fecal Occult Blood Test S gmoidoscopy Total
Males 44 (51.2) 58 (50.8) 102
Females 60 (52.8) 45 (52.2) 105
Total 104 103 207

indicates that there is a statistically significant difference in the frequency with which
each test is used by men and women.

Thesecond approachisthechi-sgquaretest. The chi-sguaretest considerstheentiretwo
by twotablesof thedata, and asksthefoll owing question: Can weassumethat gender and
test selection are statistically independent? By statistically independent wemean that the
probability of choosing FSisthe same regardless of gender. What would we expect the
data to look like under independence? The answer is that we would expect the same
proportion of men and women to have had FS. Overall, 103/207 individual s (50%) had
FS. Therefore, we would expect 51 men (50%* 102 = 51) and 52 women to have had FS.
These are the expected counts under the assumption of independence.

The chi-sguaretest computesthe difference between observed and expected countsto
yield the following chi-square test statistic:

%2 =X (observed value — expected value)?/expected value

Resultsfrom Table 6, with the computed expected val uesin parentheses are presented
in Table 7. The chi-square test statistic, based on the formulas presented previoudly, is
4.06; this value can be converted to a p value using a standard table of the chi-squared
distribution. In this case, the p value is < 0.05 and we conclude that males and females
tended to use different screening tests.

For large sampl es, thetwo approachesare equival ent; however, insmall samples, they
can givedifferent results. In situationsin which the numbers of observationsin different
groups are highly uneven, or when the count in any one of the cellsis less than 5, a
variation of the chi-square test called Fisher’s exact test is usually used.
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5. REGRESSION ANALYSIS

All of the between-group compari sonswe havedi scussed can bethought of asanalyses
to determine whether there is any association, or dependence, between an outcome and
an independent variable. For instance, in the example that compared tumor response
times across treatments, one could consider this as an analysis to determine whether
tumor response time depended on treatment received. However, these comparisons are
limited because they only describe the association between a single independent and a
single dependent variable (bivariate analyses). Oftentimes, in clinical science, we wish
toadjust for theeffect of other covariatesthat areknownto beinfluential to the dependent
variable (multivariable analyses).

Regression analysisisageneral approach for determining whether thereisan associa-
tion between a dependent variable and one or more independent variables. Regression
analysis generalizes the between-group comparisons that we have already discussed in
anumber of ways. First, rather than restricting comparisons to two (or possibly more)
discrete groups, we can now consider associations between a response variable and a
continuous independent variable. Thus, for example, we could ask whether tumor
response time increases with dose of a particular drug, where dose might take on afull
range of values.

Theregression framework allows one to include multiple independent variables (and
even response variables, although discussion of this is beyond the scope of the present
chapter). Thus, for example, we could ask whether tumor response time depends on
treatment dose and other clinical factors such as comorbidity and age at diagnosis. Con-
sideration of multiple independent variablesisimportant because there may be associa-
tions between these variablesthat could affect the primary association of interest. Inthe
drug dose-tumor response time example, suppose we find that dose is associated with
tumor response time; patients receiving higher doses of the drug do tend to have longer
response times. Now, suppose that comorbidity is also associated with drug dose; indi-
viduals with greater comorbidity tend to be able to tolerate lower doses of the drug. If
greater comorbidity is independently associated with poorer tumor response, then the
apparent benefits of higher drug doses may simply be an artifact, explained by the asso-
ciations between comorbidity, drug dose, and the outcome. In statistical terms, the
comorbidity variable would be termed a* confounding factor.” A confounding factor is
anindependent variablethat is associated with both the primary independent variabl e of
interest and, independently, with the response variable. Inclusion of potential confound-
ingfactorsinany regression analysisisimportant becausethey may explain someor even
all of the apparent association between the primary independent variable of interest and
the response variable.

Standard regression techniques are linear in that they model the association between
the outcome variable and the independent variables as a linear relationship. What this
meansisthat each unitincreaseintheindependent variableisassumedtoinducethesame
changein the dependent variable. Alternativesto linear regression include moreflexible
techniquessuch assmoothing functionsand generalized additive model s; however, these
are beyond the scope of the present chapter.

5.1. Linear Regression

Linear regression is appropriate for outcome variables that are continuous and
approximately normally distributed, and observationsthat are independent. For data
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Table 8
A Sample Regression Analysis Dataset:
Procedure Duration by Gender and Body Mass Index (BMI)

Patient No. Duration of Operation (min) BMI (kg/cm?) Gender
1 152 28 Male
120 25 Female

3 150 31 Femae
4 141 25 Male
5 175 38 Male
6 125 26 Male
7 155 32 Male
8 144 27 Female
9 130 24 Male
10 136 29 Female
11 140 31 Female
12 160 33 Female
13 170 35 Female
14 140 28 Female
15 145 29 Male
16 139 26 Male
17 141 30 Mae
18 135 30 Female
19 165 34 Mae
20 138 24 Male

that arenot normally distributed, thereareanumber of options. Thesimplest approach
isto use atransformation to convert the outcome data to be approximately normally
distributed. Another alternative isto consider the class of generalized linear models
(4), which provides regression approaches for a large family of statistical distribu-
tions. For observations that are not independent, the standard linear regression
approach has been extended to account for correlated observations. Generalized
estimating equations (5) and generalized linear mixed models are classes of tech-
niques for regression analysis of correlated data. These are available in a number of
statistical software packages, such as SAS (version 8.2, SAS Institute Inc., Cary,
NC), Splus (version 6.1.2, Insightful Corporation), and STATA (version 7, Stata
Corporation, www.stata.com).

To illustrate the basic steps in a standard linear regression analysis, consider the
following hypothetical exampleinwhich we areinvestigating the effect of patient body
mass index (BMI) and gender on how long it takes to perform arectal resection. In this
example, the outcome (dependent variable) is duration of operation, and the predictor
(independent) variables are BMI and gender. Our hypothetical dataset is presented in
Table 8. To verify that the outcome variable (duration of operation) isnormally distrib-
uted, we useasimple histogram. Thisispresentedin Figure 2. Inthiscase, it appearsthat
the outcome data are reasonably normally distributed. To conduct a linear regression
analysis, we can use any one of anumber of computerized statistical software packages
torun thistype of aregression analysis. The output from this analysiswould look some-
thing like the data presented in Table 9.
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Figure 2: Histogram of procedure duration data.

Table 9
Results of Linear Regression Fit to Procedure Duration Data

Variable Parameter Estimate Sandard Error t Value p Value
Body mass index 3.32 0.43 7.65 <.0001
Gender

Female — — — —

Mae 5.96 3.27 1.82 0.086
Model r 2 0.78

In interpreting the model results, the following questions are of interest.

1. Isthe model appropriate for the data? There are several components to this question,
including: (1) Isthenormality assumption satisfied? (2) Doesthe assumption of linearity
hold?(3) Doesthemodel provideareasonable explanation for thedata? To addressitems
(1) and(2), onecanuseany of anumber of techniquesthat arebased ontheresidualsfrom
thefitted model; theresidual sarethe observed valuesfor the outcomevariable minusthe
expected values predicted by the model.

To address item (3), we look at the r2 value. This number represents the amount of
variation in the data that is explained by the predictor variables. In this example, the r?
tells us that we can account for approx 78% (r2 = 0.78) of the variation in duration of
operation based on the values of our predictor variables (BMI and gender). When there
isone predictor variable, ther2 value is adirect function of the correlation between the
predictor variable and the response variable.

2. What do theresultstell usabout the relationshi p between each independent variable and
the outcome variable? Generally we are concerned with (1) whether the relationship is
statistically significant (or, what isthe p value associ ated with aspecific variable) and (2)
the magnitude and direction of the association (in particular, isit clinically significant?).
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Inthiscase, BMI hasap valuelessthan 0.05, and a“ parameter estimate” of 3.32. This
p valueisthereforeinterpreted as being statistically significant. The parameter estimate
of 3.32 hasaspecificinterpretation aswell. It reflectshow muchonger wewould expect
an operationto takefor each unitincreasein BMI, namely 3.32 min. A negative valuefor
this coefficient would suggest that operation times tend to decline as BMI increases.

Our model also evaluates the effect of male vs female gender using females as the
reference group. In the analysis, male gender had ap value of 0.086, which isnot usually
reported as being statistically significant. Thus, in this model, we are unable to show a
statistically significant rel ationship between gender and duration of operation. Thismay be
duetolow power for the maleversusfemal e comparison. However, the parameter estimate
(approx 6 min longer for males) does not appear to be clinically significant. Therefore, the
lack of a statistically significant result appears to be because (suggested by the data) if a
differenceexistsin theduration of operationsfor malesand females, itislikely to besmall.

In practice, there may be many independent variablesto be considered intheanalysis.
A standard approach isto first estimate the regression coefficientsand p valuesfor each
independent variableseparately. Thosevariablesthat are not associated with theindepen-
dent variable in theindividual analysis are generally not considered further unless they
are potential confounding variables. To assess whether predictor variables might be
potential confounders, acorrelation analysison the predictorsis useful. A high positive
(closeto 1) or negative (closeto—1) correlation between two predictors shows that they
covary. Beyond knowledge of potential confounding effects, itisimportant to know how
predictors covary, because if two predictors are very highly positively or negatively
correlated, they may bea most synonymousinthemodel. Inthiscase, itiswisetoinclude
only one of the synonymous predictors otherwise the model can become mathematically
unstable. Thisis also important in the interests of parsimony. In other words, we often
wish to report the statistical model with the fewest number of explanatory factors while
still explaining most of the variance in the observed outcomes.

When there are many predictor variables, and relatively few observations, it may not
be feasible to fit all the predictors in the model at one time. Insufficient observations
relative to the number of variables can lead to overfitting aswell as mathematical insta-
bility. In such a case, after preliminary analyses have yielded a set of predictors of
interest, an automated procedure such as stepwise regression can be used to derive an
optimal, parsimonious model.

5.2. Logistic Regression

Inlinear regression we model the impact of specific predictor variables on acontinu-
ous outcome variable (duration of operation). Logistic regression (6) is atechnique for
modeling the association between predictor variables on a binary outcome. A classic
exampleof abinary outcomeisthe occurrence (or nonoccurrence) of an event of interest,
in which a 1 denotes that the event occurred and a O denotes that it did not. In our
hypothetical example below, the event of interest is wound infection after surgery.

Toillustratealogisticregressionanalysiswewill useahypothetical exampleof astudy
examining whether gender and age arerelated to thelikelihood of having apostoperative
wound infection. Our dataset contains 100 patients (53 women and 47 men); the actual
dataset is not included here.

Let’ sfirst perform somebasic analyseson our data. First, we' |l look at what proportion
of male vs. female patients had a wound infection:
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Gender Wound Infection Rate
Femae 5/53 (9.4%)
Mae 13/47 (27.7%)

It appears that men are considerably more likely to have awound infection. Simi-
larly, we now consider the average age of patientsthat had awound infection vsthose
that did not.

Wound infection status Average age (yr)
Wound infection 56.4
No wound infection 53.0

Based onthistable, it appearsthat those pati entswith woundinfectionswereol der than
those that did not. Thus both age and gender appear to be related to the likelihood of a
wound infection.

We can now conceptualize a model in which both gender and age are potential risk
factorsfor having apostoperativewound infection. Inthisanalysis, the outcomevariable
waswhether or not awound i nfection occurred (yesor no); predictor variablesare gender
and patient age. Results are presented in Table 10. Thelogistic regression model tellsus
whether or not there is a statistically significant relationship between the likelihood of
wound infection and the two predictors, gender and age. Inthiscase, age doesnot appear
to be an important predictor; the p value is 0.22. However, the p value for gender is
statistically significant (p=0.017). Aswith our previousexample, theresultsarereported
only for malegender; thisisbecauseweare comparing malesto females. Inthiscompari-
son, females are the reference group.

Aswithalinear regression, logistic regression analysis produces coefficients, or para-
meter estimates, which can then be used to determine the magnitude and direction of the
association between the outcome and the predictor variables. However, for interpretation
purposes, itisnecessary to transform the coefficient estimates. For agiven predictor with
aparameter estimate b, exp(b) isinterpretable asthe increase in the odds of the event of
interest for each unitincreaseinthe predictor. Thusthemodel estimatesaboveimply that
for every year that age increase, the likelihood of awound infection increase by 2.4%.
Moreover, thelikelihood of awound infection for malesis4timesthat for females. Inthis
case, the female group isbeing used asthe “reference” group, henceit has an oddsratio
of 1.0 by definition but thisis not typically reported in results tables by convention.

Logistic regression is subject to many of the same considerations aslinear regression
including model appropriateness, confounding, andtheratio of samplesizetothe number
of predictors. Toassessmodel appropriateness, asimpleapproach consistsof discretizing
the predictor variablesthat areincluded inthefinal model so asto createarel atively small
number of categoriesfor the observationsin thedata. Then, within each category, usethe
logistic regression model to predict the probability of the event of interest. The category-
specific predictive probabilities can then be compared with the actual number of events
within each category as a check of model adequacy.

Inthesimplecaseof asinglebinary predictor, andinlarge samples, logisticregression
can be shown to be equivalent to the chi-square test and the standard test for comparing
proportions described previously.
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Table 10
Results of Logistic Regression of Wound Infection Status on Gender and Age
Variable Parameter Estimate Odds Ratio (OR) p Value
Age 0.024 1.024 0.22
Gender
Female — — —
Male 1.40 4.05 0.017

6. CONCLUSIONS

This chapter has provided a catalog of basic statistical methods and concepts the
surgeon scientist can use to decide which method might be most useful for the study he
or sheis performing.

Although we have summarized abroad array of methods, we recognize that there are
many methods that we have not covered that go beyond the basic approaches presented
here. We have tried to alert the reader to some of the most widely used approaches that
may be appropriate when standard techniques are not applicable. These include mixed-
effects modeling or generalized estimating equations for regression analysis with clus-
tered or longitudinal data(5), generalized linear models, when the dependent variableis
not normally distributed (4), and generalized additive models when the assumption of
linearity is not satisfied. In survival analysis (see Chapter 9), we note that there are
techniques for analyzing survival datawhen the proportional hazards assumption is not
satisfied, and in the presence of competing risksthat may not be independent of the risk
of the event of interest. There is also awhole subfield of survival analysis dedicated to
the analysis of multiple- or recurrent-event survival data, which occurs when the event
of interest can be experienced more than once. Examples of recurrent survival data
include the frequency of infections after bone marrow transplantation and the number of
prostate-specific antigen testsconducted after adiagnosisof prostate cancer. Inaddition,
we have not been able to cover the theory and application of diagnostic testing, much of
whichisdiscussedin Chapter 10. In conclusion, every statistical method ispredicated on
aset of assumptions, and itiscritically important to ask the right questions to determine
whether the assumptions underlying one' s method of choice are satisfied.
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INTRODUCTION

Survival analyses are used in many areas of surgical clinical research. As the name
implies, they were initially developed in the analyses of survival after intervention to
compare how long the average patient survived after having different interventions. The
group of techniques commonly known as “ survival analyses’ was developed explicitly
to address the unique features of thistype of data. But what makes survival data unique?
Why can't other commonly used analysis methods be used instead, such as the t-test,
linear regression, or logistic regression? The answer is that survival data often include
partial information on a subject. For example, a subject may enter a study that uses a
survival outcome and still bealive 5 yearslater when the study closes. Weknow that this
subject survived for at least 5 years after the surgery, but we don’t know whether this
subject eventually died the next day or 20 years later. Should this patient be discarded
from the analysis dataset just because we don’t know the exact date of death? If so, we
would be throwing away valid, useful information obtained on that subject over the
5-year period. Survival analysesallow thispartial information to beincluded in addition
to data from subjects who have full information available (i.e., reached the study end
point). These partial data arereferred to as censored dataand it is this aspect of the data
that makes survival analyses unique.

Despite the commonly used terminology of “survival” analyses, there are many other
applications of these techniques. One example of this is measuring the time until a
biomarker reaches a certain level. A more specific example of thisis from the prostate
cancer literature, where time from surgery until a detectable prostate-specific antigen
(PSA) level isacommon end point. An example of another type of outcomeisthetime
from when surgery is justified until the time the surgery is actually performed. Some-
times, the defined outcomesfor survival analyses are combinations of two or more other
outcomes. Recurrence-free survival is measured as the time from surgery or some other
baseline until either recurrence or death, whichever happens first.
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2. WHEN IS IT APPROPRIATE TO USE TIME-TO-EVENT ANALYSES?

Anoutcomeisappropriatefor survival analyseswhen it measuresthetimefrom some
defined baseline event (e.g., surgery, birth, study entry) until the time that the outcome
of interest occurs (e.g., death, recurrence, biomarker level). Because the outcome of
interest does not necessarily need to be death, another common name for these types of
analyses is “time-to-event” (TTE) analyses. Because this term is appropriate for al
outcomes rather than a small subset of them, it is preferred and will be used in the
remainder of this chapter.

3. CENSORING

As mentioned, the handling of censoring is what makes TTE analyses unique. This
section will explore censoring in more detail. The following list gives several examples
of censoring.

1. A subject does not incur the outcome of interest during the study period. In astudy with
death astheoutcome, asubject still aliveat thestudy’ send woul d be considered censored.

2. A subject voluntarily withdraws from the study before the study protocol indicates fol-
low-up should end; thisis commonly known as “lost to follow-up.”

3. Inaretrospective database analysis, information on the outcomeof interest ismissing for
a subject.

4. Information on when a subject entered a study is not available, but information on out-
come of interest is available—an example of this is a study that wants to include al
patientswho had aparticul ar surgical technique and has death asthe outcome of interest;
if asubject isknown to have had the surgical technique but the exact dateisnot available,
this subject is considered censored, even if that subject’ s date of death is known.

5. Theexact date of the outcome of interest isnot known, but adate when the outcome had
not occurred yet isknown and adate when the outcome had al ready occurred isknown—
thisisfairly common in studies that use periodic scans or blood draws to measure the
outcome of interest. In astudy using bone scansto measure disease progression, with the
bone scans taken every 6 mo, if a subject had not progressed at one reading and had
progressed at the next reading, the subject is considered to be censored.

Censoring can take a variety of forms. The form of censoring that occurs most com-
monly is called right censoring. Examples 1, 2, and 3 above are examples of right-
censoring. Right-censoring occurswhen there areknowntime points at which the subject
has not reached the event of interest, and hencethetrueinterval of time between the start
of the study and the outcome of interest occurred isnot known. There are several reasons
why this could happen. The outcome of interest could have happened, but the study
investigators never learned about it. Or the outcome of interest may happen inthefuture,
which is common when death is the outcome. In alongitudinal study, the outcome of
interest may have occurred but never been properly recorded in the database. Whatever
thereason, with right-censoring we do know that the patient made it until acertain point
intimewithout havingtheoutcome of interest and may or may not havehad theevent after
that point. Thispartial information (i.e., theinterval of timeasubject “ survived” without
reaching the study end point of interest) can be used in TTE analyses.

Left censoring occurs less often and is when the time the subject entered a trial is
unknown, but the subject has known follow-up times at which the status of the outcome
of interest is known. Example 4 is an example of left-censoring. A common occurrence
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of left censoring will be when a study isfocusing on the first time a surgical technique
is performed, but the dataset containing information on a patient’s medical history is
incomplete and only contains information on the past several years. For example with
low-stage bladder cancer, a transurethral resection of the bladder tumor (TURBT) is
performed to obtain a tissue diagnosis and may be therapeutic. If a study wished to
evaluatetheduration of timefromfirst TURBT until death from bladder cancer, theideal
dataset would include all TURBTsthat the patient has ever had. However, it is often the
case that the first TURBT may have been performed at another institution and that
information was not available for analyses; hence, the first TURBT data point in the
dataset may not actually bethefirst TURBT that the patient received. Theseincomplete
data at the earliest initiation of followup would be considered left-censored.

Another form of censoring that is not seen commonly in the literature and may not
always be adequately dealt with in the analysisis called interval censoring. Example 5
is an example of interval censoring. Interval censoring occurs when a date is known at
which the subject had not reached the outcome of interest and a separate date is known
at which the subject had reached the outcome of interest, but thereisalarge gap between
the dates. This type of censoring essentially happens all the time when death is not the
outcome of interest. For example, if PSA recurrence is the outcome of interest after
prostate cancer surgery, the date of the latest PSA test taken that had avalue considered
to be not detectable (e.g., 0.2 ng/mL or less) istheleft side of theinterval and the date of
thefirst PSA test taken that had avalue considered to be detectable (e.g., >0.2 ng/mL) is
the right side of the interval. The investigators have no idea whether the outcome of
interest actually occurred the day after thefirst PSA, the day of thelast PSA, or anywhere
inbetween. Evenif PSA valuesaretaken frequently (e.g., once per week), thereisasmall
interval in which theinvestigator isunsure of the PSA recurrence status. However, if the
interval issmall enough, ignoring theinterval censoring will have minimal effectsonthe
analysis. Interval censoring may become analytically problematic when the interval
between assessmentsis large.

4. KAPLAN-MEIER PLOTS AND LOG-RANK TESTS

By far the most common way to illustrate the distribution of TTE dataisto display the
datausingaKaplan-Meier plot, often abbreviated asK M plot. Theseplotsarerecognized
by their distinctive “step” design. Interestingly, the plots derive their name from the
estimates that are displayed in the plots and not from the graphical presentation of the
data. Kaplanand Meier, workingindependently, each arrived at the maximum likelihood
estimate for the survival function. This estimate became known as the Kaplan—-Meier
estimate, and it iswidely recognized as the best estimate of the survival function.

KM plotshave adistinctive“ step” design, asillustrated in Figure 1, which displays
thesurvival rate after radical cystectomy for patientswho had alower pathol ogic stage
after surgery (i.e., downstaged), had the same stage, or had ahigher stage after surgery
(i.e., upstaged). Typically, the risk at study onset is the same (e.g., all subjects are
alive). Asevents(e.g., deaths) occur, the proportion of patients remaining in the study
and still at risk decreasesand thereby lowersthe survival rate. KM plotsareinterpreted
by the dispersion of thelinesover time. Generally, linesthat separate over the duration
of follow up suggest a difference in survival between the groups. Overlapping lines
suggest alack of significant difference.
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Figure 1: Kaplan-Meier plot.

Normally, line graphsfor astatistical analysiswill directly connect two points. How-
ever, thereason that KM plots havetheir distinctive stepsisadirect result of the manner
in which the KM estimates are calculated. The actual formulafor the KM estimateiis:

. on—d,
S(t):H[n’n 'J

= ]

In plain language, this formula has the following meanings:

. é(t) means that the survival estimate is afunction of t, or time.

k
. H meansthat thesurvival estimateisaproduct of thesurvival estimatescal cul ated
j=1
at each unique event timeand not at time pointsat which only censored valuesoccur.
For example, in astudy of anew drug for HIV/AIDSwith an outcome of death, the
10 study subjectsincurred events and censored times asindicated in Example 1 that
follows, with their follow-up times ordered from shortest to longest. The survival
estimatewould becalculatedonly at 1, 4, 5, 7, and 10 mo. Thusthe survival estimate
isnot calculated at time points at which only a censored event occurs (i.e., months
2, 3, and 8) and is only calculated once at time points at which a study end point
occurs, even if multiple events occur at the same time.

Example 1
Study subject # 001 005 006 008 007 002 003 004 009 010

Duration of follow-
up until death (mo) 1 2* 3* 4 4 5 5* 7 8* 10

* |ndicates censored value.
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n.

n —d.
. [ ! J}meansthatthesurvival estimate at each event is calcul ated as the number
]

of subjectswho “ survived” that time point, divided by the number of subjectsat risk
before that time point.

Other important points to note about the survival estimate include:

» Thesurvival estimate will always range from 1 (no events) to 0 (every subject has
an event [e.g., all subjects have died]). From baseline until the first event time, the
survival estimate will equal 1. Often, the range of the survival estimate will be
reported as 0% to 100%.

» The survival estimate for a particular event time remains the survival estimate for
all time points until the next event time. For example, if astudy has event times of
10and 14 daysandthesurvival estimateat day 10isestimated tobe60%, thesurvival
estimate at days 11, 12, and 13 is also assumed to be 60%, even if a censored event
occurs at day 12.

» The information from censored observations is used by reducing the number of
subjects at risk at each event time larger than the censored time.

To help illustrate this further, the survival estimates based on Example 1 will be
calculated. When doing this by hand, it is easiest to use asimpletable. The table should
initially look like the following.

Time Interval nj dj G (nj —d;)/n; S(t)

The table contains six rows because there are five unique event times (in a clinical
trial, thesearetypically the schedul ed study foll ow-up periodsor windows), plusonerow
for the baseline survival estimate. The time intervals are defined from each event time
until the moment before the next event time. The table contains columns for the number
at risk during each timeinterval (n;), the number of deaths during eachtimeinterval (d),
the number of censored values during each timewindow (), theformulafor thesurvival
rate during each timeinterval ((n; —d;)/n;), and the overall survival estimate during each
interval (S(t)).

Now, start by filling in the first row of the table. It should look like this:

Time Interval Ny d G (n; — i)/ S(t)

0—<1 10 0 0 1.000 1.000
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Inthisinitial time period, which beginsat baseline and continuesuntil the moment
before the first event time, there are 10 subjects at risk, because we begin with our
entire study population. There were no deaths during thisinterval, because the inter-
val concludes immediately before the first event time, and there also happens to be
no censored values. Thesurvival rateisthus (10-0)/10, which equals10/10, or 1.000.
And because thisis the first survival estimate, the overall survival estimate also is
equal to 1.000.

Moving on to the second row of the table, we have the following.

Time Interval nj dj G (nj —d;)/n; S(t)

1<4 10 1 2 0.900 0.900

The number at risk during each time interval is equal to the number at risk for the
preceding time interval minus the number of deaths and the number of censored values
during the previoustimewindow. Becausetherewere no deaths or censored valuesin our
first timeinterval, therearestill 10 subjectsat risk for thetimeinterval (1-<4 mo). There
was one death during thiswindow (at 1 month), and there were two censored values (at
times 2 and 3 mo). Thesurvival ratefor theinterval is (10— 1)/10, or 9/10, which equals
0.900. We then multiply this survival rate by the overall survival rate from the previous
timewindow, which resultsin (0.900)* (1.000), which equal s 0.900. Then we proceed to
the next study period, which isfilled in as follows.

Time Interval nj dj G (nj —d;)/n; S(t)

4-<5 7 2 0 0.714 0.643

Inthistimeinterval, we subtract the 1 death and 2 censored values (from the previous
time period) from the 10 subjects who were still at risk during the previous time period
and get 10—1—2=7 subjectsat risk (n;) during thisinterval. During thisinterval, there
are 2 deaths (each at time 4) and no censored cases. The survival rateis (7 —2)/7, or 5/7
= 0.714. Findly, we multiply the new survival rate by the previous overal surviva
estimate, for (0.714)*(0.900) = 0.643.

Time Interval n d G (nj —dp/ny S(t)
5<7 5 1 1 0.800 0.514

Inthistimeinterval, we subtract the 2 deathsfrom the 7 subjectswho were still at risk
during the previoustime period and get 7 —2 = 5 subjects at risk (n;) during thisinterval.
During thisinterval, thereis asingle death and 1 censored case (both occurring at time
5mo). Thesurvival rateis (5—1)/5, or 4/5 = 0.8. Finally, we multiply the new survival
rate by the previous overall survival estimate, for (0.8)*(0.643) = 0.514.

Using the same methods, wecanfill intherest of thetable, which ultimately lookslike
thefollowing. Itishighly recommended that youtakethetimeto cal culatethese numbers
to fully comprehend how they are derived.
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Time Interval Ny d G (n; — )/ S(t)
0<1 10 0 0 1.000 1.000
1-<4 10 1 2 0.900 0.900
4<5 7 2 0 0.714 0.643
5<7 5 1 1 0.800 0.514
7-<10 3 1 1 0.667 0.343

10 1 1 0 0.000 0.000

After completion of thisparticular study, all subjectshave died and hencethesurvival
function reacheszero. The compl eted table aboveisoftenreferred to asan actuarial table.

Although this section is about how to create KM plots, we have already taken agreat
deal of spaceto describethe creation of the survival estimatesand spent timeto calcul ate
the tables above on what is a very small and simple dataset without talking about the
actual plots at all. Fortunately, with many statistical software packages, such as SAS,
S-plus, or SPSS, simple code can be written in minutes that will create the necessary
calculations of the survival estimates for you. For example, in SAS, if the data from
Example 1 were aready created in adataset called KM, with SURV TIME representing
the time to event and CENSOR indicating whether the value was censored (with 1
representing censored and O representi ng noncensored), thefollowing code could beused
to create the table above:

proc lifetest data = km
time survtinme*censor(1);
run;

InSAS, thedatawill ook liketheoutputin Table 1, inwhich“survtime” isequivalent
to the start of the Time Interval in our table, Survival isequivalent to the S(t) columnin
our table, and Number Left isequivalent to the n; column. In addition, Failureisequal to
1-Survival and Number Failed is a cumulative version of the d; column from our table.
Finally, the Survival Standard Error is a measure of the amount of variance in the data,
which is useful when calculating other survival statistics not covered in this chapter.

After the survival estimates are created, the plotting of these estimatesto createa KM
plot is fairly straightforward, especially if you remember that the survival rate (S(t))
remains constant for each timeinterval, then for the next timeinterval, the survival rate
(S(t)) again remains constant, and so forth. It isthisfact which leadsto the “ steps’ inthe
plotted lines. To create the plot, use the following steps:

1. Thesurvival estimatewill go onthevertical (or y-) axis, and thetimeto event will goon
the horizontal (or x-) axis.

2. Simply place points on the graph for each pairing of survival estimate (S(t)) and begin-
ning of each Time Interval.

3. Begin by starting at the left upper corner of the plot where the survival rate (S(t)) 1.0
and draw aflat lineto theright for that entire Time Interval (in our example, that would
be time 0 through 1 mo).
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Table 1
SAS Output

The LIFETEST Procedure
Product-Limit Survival Estimates
Survival

Standard Number  Number
survtime  Survival Failure  Error Failed Left

0.0000 1.0000 0 0 0 10
1.0000 0.9000 0.1000 0.0949 1 9
2.0000* 1 8
3.0000* 1 7
4.0000 . . . 2 6
4.0000 0.6429 03571 0.1679 3 5
50000 05143 04857 0.1769 4 4
5.0000* . . . 4 3
7.0000 03429 0.6571 0.1830 5 2
8.0000* . . . 5 1
10.0000 0 1.0000 0 6 0

4. Attheend of that TimeInterval, draw avertical line down to the survival rate (S(t)) for
the next Time Interval (i.e., 0.90). Thisline is again carried to the right for the entire
second Time Interval (in our example, that would be time 1 mo through 4 mo).

5. Then draw avertical line down to the next survival rate (S(t)), and so forth.

6. If the greatest timeto event in your datais an actual event (i.e., noncensored value), the
linewill end at thelast dot. However, if the greatest timeto event iscensored, thelinewill
continue to the right of the last dot until you reach the time of the last censored event.

7. Often, tick marks or some other symbol are used to indicate censored values.

Asanexample, theKM plot of thedatapresented in Example 1 will ook likethegraph
in Figure 2.

Freguently, KM plotsare used to illustrate the TTE distributions of distinct groups of
subjects (also called strata). In the medical literature, examples of these strata could be
different surgical techniques or other treatment differences, different patient character-
istics (such as age groups), or different baseline disease severity characteristics (such as
cancer stage or cancer grade). The key point isthat they have to be mutually exclusive.

When multiple strata are involved, the time to event and censoring data are first
grouped by strata, then the survival estimates are cal culated separately for each stratum
using identical techniques to those described above. When using SAS to create the
survival estimatesfor each stratum, the following code can be used (based on the earlier
set of SAS code and assuming the strata of interest is called STAGE).

proc lifetest data = km
strata stage;
time survtinme*censor(1l);
run;

When creating a KM plot based on the estimates, lines are created for each strata,
usually onthe sameplot (especially when comparing thedistributionsisof interest), with
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Figure 2: Kaplan-Meier plot of datafrom Example 1.

different color or linestylesused to distinguish between the strata. An exampleof thiscan
be seen in Figure 1 at the beginning of this section.

Aswith anything elseinvolving statistics, estimates are more reliable when based on
larger samplesizes. For thisreason, what wecall thetail of theplot, or theright hand side
of each line, can fluctuate wildly between one data point to the next because of the small
number of subjectsat risk inthetail portion of theplot. Because of this, visual differences
between the strata (or the lack thereof) in the left-most portion of KM plots are usually
more meaningful (and more in agreement with the log-rank test p value) than treatment
differencesinthetail region. To makeit easier to determinewhether atail regionisbased
on sufficient information, some KM plots put the number at risk at each horizontal axis
tick mark below the axis.

The KM plots alone can not indicate whether a statistically significant differencein
treatment arms exist, even when the lines appear to bewildly divergent. Thiswill betrue
moreoftenfor plotsbased onasmall number of subjectsor asmall number of noncensored
events.

Fortunately, thereisastatistical test that addressesthisissue. Thistest, called thelog-
rank test, measures the probability that the survival estimates between the stratawould
be as different as they are if the strata truly had identical chances of survival. In other
words, are the differences we see in the lines of the KM plot from areal difference or
chance alone? As with most statistical tests, the log-rank test produces a probability
value, or p value, that can be compared with a cut point to determine statistical signifi-
cance. We usually consider alog-rank test with ap value of 0.05 or lessto be statistically
significant.

KM plotsare useful toolsfor visually presenting the survival distribution of an entire
sample or of various subgroups of asample or study armsin arandomized clinical trial.
These plotshelp to simplify the presentation of theresultsfromaTTE analysisand allow
medical investigatorsto be ableto quickly assess how acertain populationisperforming
with regard to the outcome of interest. Used in conjunction with the log-rank test, KM
plotsareauseful tool to determinewhether TTE differencesexist between variousstrata.
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5. COX PROPORTIONAL HAZARDS MODEL

Thelast section covered KM plots, whichareawonderful way to graphically illustrate
TTE data. However, the KM approach does have some drawbacks. Even though KM
estimates can be produced for strata of interest, they can not be easily adjusted for the
impact of other, “secondary,” variables.

For example, say that aKM plot was produced with two survival curves, onefor Drug
A and the other for Drug B. The two curves on this plot do not overlap at all, with Drug
A having much higher survival estimatesthan Drug B at nearly all timepoints. A log-rank
test confirmed that the two drugs had significantly different survival estimates, with a
p value of 0.002. It seems obvious from this scenario that Drug A is better than Drug B,
right?

Now assume that you found out that the mean age for those receiving Drug A was 30
and that the mean agefor thosereceiving Drug B was80. Thisadditional information puts
the survival differences between the two drugsin anew light. Were the survival differ-
encesnoted earlier theresult of better efficacy for Drug A comparedwith Drug B, or were
the survival differencesattributabl e to the age differences between the two popul ations?
Or were the survival differences from a combination of the drug and age factors? The
earlier KM plot does not address thisissue at al, and it would be very difficult, if not
impossible, to use aKM plot and alog-rank test to answer this question.

Fortunately, statistical tools exist to deal with thisissue aswell. The most commonly
used approach isto use what is called a proportional hazards model. Because this model
wasinitially proposed by David Cox in 1972, itisoften referred to asthe Cox regression
model.

Beforewe cover the Cox proportional hazards regression modelsin detail, we should
review some basic principles of mathematics and statistics. First, you may recall froma
geometry class that the basic mathematical form to represent alinein agraph is:

Y=a+ bX

Inthiscase, arepresentstheintercept, or thevalueonthevertical (or y-) axiswhenthe
line crosses the axis (when x = 0). b represents what is called the slope of theline. You
may havealso learned slopeas“riseover run.” Let’ ssay that we had avaluewith aslope
of 3. That means that for every increasein X by 1, we have anincreasein Y by 3.

For example, say we had the line represented as Y = 2 + 4X. We could make atable
of some of the values that would fall on thisline.

Y

6

10

14

DNlw [N |k |O|X

18

Now, you may be wondering what the form of aline hasto do with survival analysis.
Thisis because all regression models are actually representations of aline. In fact, the
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term regression is used with these statistical models because we are “regressing” all of
the information contained in our datainto asingleline.

For example, we might have alinear regression model that isfitting the effect of age
on abiomarker level. After fitting the model using statistical software, we may find the
best model is:

Biomarker level = 42.934 + 2.349 * age + error

Notice the similarity in the format to the form of aline presented earlier. Except for
the error term, this could be rewritten as Y = 42.934 + 2.349X. The error term merely
indicateshow far off thelinetheactual datapoint falls. Themodel ischosenin suchaway
asto minimize the error values across al the data.

Cox models are regression models, so they have a similar representation. However,
rather than an untransformed outcome variable as the “Y” variable, as in the linear
regression model, Cox models use the natural log of the hazard function as the “Y”
variable, so theform of the Cox model isLog(H(t)) = Hq(t) + b X, where H(t) represents
the hazard function and Hy(t) represents the baseline hazard function.

Therearetwo thingsthat we should know about thehazard function. First, it represents
the probability that an individual hasthe event at timet, provided that theindividual did
not have the event before time t. Second, the hazard function is adirect function of the
survival function. The survival function iswhat is plotted in KM plots and is generally
what weare most interested inwhenusing survival analyses. K nowingthat thehazard and
survival functionsaredirect functionsof each othersmeansthat if you know one of them,
you know the other. The formularelating these functionsis:.

S(t) = exp{—H(1)}, or
H(t) = —-n (S1)

Earlier in this section, we stated that Cox modelsare also called proportional hazards
models. As we have shown, the hazards part of the name comes from the fact that the
dependent variableisafunction of the hazard function. However, what about the propor-
tional part?

Aswithall statistical modelsand tests, the Cox model isbased on certain assumptions
about the data. They are based on the assumption that the hazard functions for each
stratum are proportional tothehazardsfor every other stratum. For example, let’ ssay that
we are fitting a Cox model for overall survival to a set of data with two strata, perhaps
anindicator for Drug A vsDrug B. Let’ssay that at 1 yr, therisk of dying is 25% higher
for the Drug A group than for the Drug B group. Say that the actual 1-yr risk is0.20 for
Drug B and 0.25 for Drug B. For the proportional hazards assumption to be met, the risk
of dying at every pointintimemust be 25% higher for Drug A thanfor Drug B. Theactual
risk of dying can change in each group over time, but the proportion must remain con-
stant. So, at 2 yr, if therisk of dyingin group B dropsto 0.10, therisk of dying for group
A must also drop to 0.125 for the assumption to be met.

A common misconception isthat for the proportional hazards assumption to be met,
thelinesinaKM plot needto beproportional to each other. However, asexplained earlier,
thelinesinaKM plot illustrate the survival function, which is different than the hazard
function that serves as the basis of the outcome in Cox models. So, KM plots can not be
used to determine whether the proportional hazards assumption is met.
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Therearemethodsthat can be used totest whether the proportional hazardsassumption
ismet, but they areall fairly complex and beyond the scope of thisbook. A biostatistician
should be able to run these tests. Fortunately, the Cox model is fairly robust to the
proportional hazards assumption, so this assumption does not need to be strictly met for
a Cox model to be fit and for its results to be accurate.

Now that we have covered themodel assumptionsand theform of themodel, let’ slook
at the details of Cox models. As with the KM plots, a unique aspect of Cox regression
models is the handling of censored data. Other types of regression models have only a
single outcome variable on the left hand side of the model equation. Cox regression
models also have asingle outcome variabl e (the variabl e representing time to the event),
but also have a variable on the left-hand side indicating whether the TTE variable is
censored or not. For example, in SAS, the left side of the equation looks like the follow-
ing,if theTTEvariableiscaled SURVTIME and the censor variableiscalled CENSOR,
with avalue of 1 if censored and O if not censored:

survtine*censor (1)

Aswith other regression models, Cox models can be divided into simple and multi-
variable versions. A simple Cox model merely means that only a single independent
factor isincluded in the model. If the independent factor is a categorical variable, the
results of the Cox model will be nearly identical to those from the log-rank test for the
same analysis, in terms of the p value measuring statistical significance. A categorical
variable is a variable that has only a finite number of values. For example, common
categorical independent variables used in Cox models are:

1. Anindicator of treatment, such asavariablethat hasvalue 1 for subjectsreceiving Drug
A and value O for subjects receiving Drug B

2. Numerical categories (also called ordinal categorical variables), such as age groups

3. Nonnumerical categories(al so called nominal categorical variables), suchasracia groups.

Simple Cox regression model s can al so contain anoncategorical (or continuous) inde-
pendent variable. A common example of thisisif the study was designed to determine
the effect of ageon TTE, but the investigator was not interested in agrouped age effect.
Groupingsareoftenarbitrary or may not accurately indicatetheeffect of afactor on TTE.
When the independent factor is a continuous variable, alog-rank test can not be used;
therefore, the Cox model is the only common analysis method that can be used for this
situation.

Many different software titles can perform Cox regression models. In SAS, the code
to run asimple Cox model on a dataset called SURVDATA, wherethe TTE variableis
caled SURVTIME, the censor variableis called CENSOR (with value 1 representing a
censored value), and the independent factor is called AGE, would be;

proc phreg data = survdat a;
nmodel survtine*censor(l) = age/ties = exact;
run;

Theunderlyingformulafor determiningthefit of aCox regressionmodel doespairwise
comparisons between data points and compares the TTE for each member of the pair. If
the two data points being compared havethe exact same TTE, itiscalled atie. Thereare
three main methods (Exact, Breslow, and Effron) for dealing with tied data, and each
handlestiesin a slightly different manner. The details of these methods are beyond the
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Table 2
Analysis of Maximum Likelihood Estimates
Analysis of Maximum Likelihood Estimates
95% Hazard
Ratio
Parameter | Standard Hazard | Confidence
Variable | DF Estimate Error Chi-Square | PR > ChiSq |Ratio Limits
age 1 0.03272 0.00783 17.4656 <.0001 1.033 1.018 [1.049

scope of this book. The Exact method is the most accurate choice, but is much more
computationally intensive than the other two methods. However, with the increase in
computing power inthelast couple of years, the Exact method will be the best choicefor
the handling of tiesin all cases except when the dataset is extremely large. The output
from this procedure is shown in Table 2. The part of the output that is most interesting
isfound in therightmost three columns. The column labeled Pr > ChiSgisthep valuefor
the model. In this case, the model has a p value of <0.0001, so age has a statistically
significant impact onthe TTE.

The column labeled Hazard Ratio is what can be used to show the impact of an
independent factor. This statistic isasits name implies—aratio of the hazard functions
for two strata. A value greater than 1 indicates the group of interest has a higher hazard
(or risk of the event at any point in time) than members of the reference group. A value
lessthan 1 indicates the opposite, that the group of interest has a smaller risk of having
the event than the reference group. “ Groups’ are easier to understand when the indepen-
dent factor is a categorical variable. For example, when the independent factor is an
indicator with value 1 for the group receiving Drug A and value O for the group receiving
Drug B, Drug B isthereferencegroup (becauseit hasvalue0) and weinterpret the hazard
of Drug A in comparison to the hazard for Drug B. For example, in this case, if we had
a hazard ratio of 1.50, we would say that the risk of having the event for the group
receiving Drug A is 50% higher than the risk of the group receiving Drug B.

With a continuousindependent factor, asin the output above with age, the interpreta-
tion is a bit harder. In that case, the hazard ratio represents the risk for each unit of
increase. Specifically from our example, the hazard ratio of 1.033 indicatesthat the risk
of dying is 3.3% greater for every 1 yr increase in age.

Often, a 1-unitincreasein theindependent factor may not be all that interesting—this
isespecially truewith age. In theclinic, thereis not alarge difference between a person
who is 62 and one who is 63. Thus we may want to interpret a larger increase in the
independent factor. With age, a5-yr or 10-yr increase often makesmore senseto eval uate.
Fortunately, cal culatingthehazardratiofor an aternativeunitincreaseisstraightforward
with the help of acalculator. The hazard ratio is equal to the exponentiated value of the
parameter estimate (found in the third column from the left in the previous example). In
formula, we would write it as:

HR = exp(parameter estimate)
If we wish to look at an increase different than 1 unit, the formula becomes:
HR = exp(number of units* parameter estimate)

Say that weareinterestedinthe hazardratiofor every 10-yr increasein agefor thedata
in the example above. We would calculate this as:
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HR = exp(10 * 0.03272) = 1.387

Thisindicatesthat weseea38.7% increaseintherisk of dying for every 10-yrincrease
in age.

The last important column from the output above is the rightmost column, which is
split into two numbers. This column is the 95% confidence interval around the hazard
ratio and indicatesthelevel of uncertainty inthe estimate of the hazard ratio derived from
our data. Specifically, this provides a lower and an upper value for a range that will
contain the true value of the hazard ratio with 95% probability. Generally, the more data
and less variahility contained in an analysis, the tighter this range will be. Thisinterval
will aso be in sync with the p value for the analysis. If the p value is greater than 0.05,
the 95% confidence interval will contain the value 1 (which indicates no differences
between the strata). If the p value is lower than 0.05, the interval will be entirely above
or entirely below 1.

The other type of Cox model isthe multivariable Cox model. These models areiden-
tical to simple Cox model s except that they have morethan oneindependent factor. Most
of the survival models reported in the literature are multivariable models. For example,
amultivariable Cox model may include both age and race as independent factors when
looking at overall survival. Or amodel looking at the effect of abiomarker on survival
may be age-adjusted. There are no equivalent log-rank tests for multivariable models
because multivariable models determine the independent effect of each of the factors
being considered. For example, say that we were using a Cox model for overall survival
that contained both age and race (African American vs Caucasian). A simple Cox model
containing only race as an independent factor would be looking at whether survival
differences existed between thetwo racial groups. However, the age-adjusted multivari-
ablemodel with ageand racewoul d belooking at whether therewasan independent effect
of race. Stated another way, the multivariable model would belooking for therace effect
if therewereno agedifferencesbetweentheracial groups. So, it determinestheraceeffect
independent of age.

In terms of the output, multivariable Cox models are nearly identical to simple Cox
model s—they merely have more rowsto account for each of theindependent factors. For
example, if we added an indicator for Group A (vsthe reference Group B) to the model
from our example above, the output would look like Table 3. The important columns of
the p value, hazard ratio, and 95% confidenceinterval remaininthe samelocationsof the
table.

Occasionally, when thereisastrong covariate effect in the Cox model, the Cox model
will reach adifferent conclusion about strata differences from what is shown in the KM
plot. This is especially problematic because KM plots are the only common way to
graphically illustrate survival dataand as such are the most user-friendly way of indicat-
ing stratadifferenceswith survival data. Inthissituation, sometimesKM plots stratified
by the influential covariates will accurately indicate the strata effect, whereas in other
situations, there are no clean or easy methods to graphically show the strata effect.

Cox modelsarevery powerful and flexible and can handle many more complex forms
of analysesthanthose shown earlier. Thesearebeyond the scope of thisbook, butinclude
the use of interactions (which model the situation where the effect of onefactor depends
on the value of another factor) and the use of time-dependent covariates (in which the
effect of afactor isdifferent at different points of follow-up).
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Table 3

Analysis of Maximum Likelihood Estimates

Analysis of Maximum Likelihood Estimates
95% Hazard
Ratio
Parameter | Standard Hazard | Confidence
Variable |DF | Estimate | Error Chi-Square |PR > ChiSq| Ratio | Limits
age 1 |0.03538 0.00802 |[19.4621 <.0001 1.036 1.020 | 1.052
Group A [1 [0.27239 0.08994 [9.1720 0.0025 1.313 1.101 | 1.566

Cox regression models allow usto determine the independent impact of a main vari-
able or several main variables on the timeit takesto reach adefined event, adjusting for
theimpact of one or more confounding factors. Because of thisadjustment, the results of
these models may be more accurate (and will be at least as accurate) as the results of a
log-rank test. In addition, Cox models can also properly analyze TTE datawhen theonly
covariate of interest is not a categorical variable, such as age. With many powerful
options, Cox regression models are a very important tool in the analysis of TTE data.

CONCLUSION

In summary, survival analysesare powerful methodsfor evaluating datawhereaTTE
isinvolved. These methods should not belimited to studiesinwhich the outcomeisalive
or dead per se. Infact, their application may bemoreinnovativewhen applied to abroader
range of condition specific outcomes. A clear understanding of the concepts behind
survival analysescoveredinthischapter will aidin demystifying theliteratureand allow
the investigator to increase his or her statistical armamentarium.
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Although surgery is primarily atherapeutic intervention, surgeons also play apivotal
roleintheinitial evaluation and diagnosis of surgical disease. Indeed, recent scientific
and technologic advances (e.g., molecular markers of disease) have considerably
expanded the catal og of diagnostictestsavailableto contemporary surgeons. At the same
time, many established (and widespread) screening programs (e.g., mammography,
colonoscopy, prostate-specific antigen [PSA]) are designed to detect conditionsthat are
treated primarily with surgical interventions. Moreover, given the substantial morbidity
that may accompany surgical intervention, it isimperativethat surgeonscritically assess
the value of adiagnostic test before using its results as the basis for intervention.

Inthiscontext, itisessential for surgeonsto understand fundamental conceptsrelated
to the evaluation of clinical test performance, and for surgical investigatorsto be skilled
in theinterpretation of measures of test validity. Whether thetest in questionisfrom the
patient history, physical examination, alaboratory test, or an imaging study, surgeons
must be able to answer the question: How useful is this test for distinguishing diseased
from disease-free individuals? (1).

In this chapter, we will cover basic concepts related to the assessment of clinical test
performance. We will introduce several statistical methods for assessing the validity of
diagnostictestsincluding sensitivity, specificity, positiveand negative predictiveval ues,
likelihood ratios and receiver operating characteristic curves (Appendix 1). To highlight
their appropriate clinical application, the various measures of validity will be covered
separately for tests with categorical (dichotomous) versus continuous results.
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In addition, this chapter will address some of the most salient issues related to the
sel ection, implementation, and eval uation of screening testsand programs. Therationale
for disease screening efforts, as well as various risks and benefits associated with such
programs, will be discussed. Finally, several sources of potential bias associated with
screening programs, including lead-time bias and length-bias sampling, will be covered
to provideacomprehensiveframework for assessing thevalueand validity of ascreening
program.

1. ASSESSING THE VALIDITY OF DIAGNOSTIC TESTS

1.1. Sensitivity, Specificity, and Accuracy

Thevalidity of atest refersto itsability to measurewhat it is purported to measure; in
most clinical situations, thisinvolvestheability of adiagnosti c test to di stingui sh between
individual swith and without aparticul ar disease. Two principal measuresof test validity
are sensitivity and specificity. In general terms, sensitivity may be characterized asthe
degree to which a particular test correctly identifies diseased individuals; in contrast,
specificity reflects the capacity of the test to distinguish individuals that are free of
disease (1). In statistics, sensitivity is defined as the proportion of diseased individuals
with apositivetest result; specificity, onthe other hand, isthe proportion of disease-free
individuals with a negative test result. A complementary measure of the validity of a
giventestisitsaccuracy, which can be defined asthe proportion of all testsresults (both
positive and negative) that are concordant with true health status.

An important caveat with regard to assessing the validity of a diagnostic is that, to
assessthe performance of aparticular test, there must be a® gold standard” test available
for comparison. In other words, a different and established test must be available that
reliably and precisely differentiatesindividual swith and without agiven disease. Inmany
casesthe gold standard may be the pathol ogic findings from an invasive procedure such
astissue biopsy or extirpative surgery. Alternatively, the gold standard may be based on
anaobjectiveor subjectiveset of clinical findings, suchastheNational I nstitutesof Health/
National Institute of Diabetes and Digestive and Kidney criteria for the diagnosis of
interstitial cystitis(2—4). Thus, to properly assessthevalidity (sensitivity and specificity)
of a diagnostic test, the investigator should identify and make use of an existing gold
standard. Without a widely accepted gold standard for comparison, evaluations of test
performance may be difficult.

1.2. How to Evaluate Tests With Categorical (Dichotomous) Results

A useful way to conceptualize the concepts of sensitivity and specificity isto start by
examining a2 x 2 tablefor ascenarioinvolving adichotomous disease state (i.e., disease
present or disease absent) and a dichotomous test outcome (i.e. test positive or test
negative) (Tablel). It should be mentioned that anideal test would have both asensitivity
and specificity of 100%. Examining Table 1, such atest would classify subjectsinto only
two outcome groups: individuals with the disease that have a positive test result (true
positives, the upper left cell [a]) and individual swithout the disease that have anegative
test result (truenegatives, thelower right cell [d]). Intheclinical setting, therearenotests
that perform at thisideal level. Infact, the outcomes of most testsinclude positiveresults
in disease-free individual s (fal se positives, the upper right cell [b]) and negative results
inpeoplewiththat actually havethedisease(fal senegatives, thelower left cell [c]). Based
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Standard Table for Comparison ofT ":Il‘lzlsi ;{esults With Actual Disease Status
Disease Present Disease Absent
Test Positive a (true positives) b (false positives) at+b
Test Negative c (false negatives) d (true negatives) c+d
at+c b+d at+b+c+d

Sensitivity = a/(a+c)

Specificity = d/(b+d)

Accuracy = a+c/(atb+c+d)

Positive predictive value (PPV) = a/(a+b)
Negative predictive value (NPV) = d/(c+d)

on these four possible outcomes, this standardized 2 x 2 table can be used to further
illustrate the calculation of sensitivity and specificity.

Recall that sensitivity is defined as the proportion of individuals with a disease that
have a positive test result. From Table 1, the total number of diseased individuals is
represented by the sum of cellsaand c; the number of positive test resultsfor this group
isrepresented in cell a. Thus, for this standard 2 x 2 table, sensitivity is defined as:

Sensitivity = a/(a+c) )

Similarly, specificity refers to the proportion of disease-free individuals (b+d) that
have a negative test result (d) and is, therefore, represented by the following formula:

Specificity = d/(b+d) @

It should also be noted that for atest with dichotomousresults, the accuracy of thetest
is calculated based on the following formula:

Accuracy = (atd) (at+bt+c+d) (©)]

In arecent publication, Staib and associates used these calculations to evaluate the
validity of a newly available diagnostic imaging modality. Specifically, the authors
examined the ability of 18F-fluorodeoxyglucose positron emission tomography (FDG-
PET) to detect recurrent colorectal cancer in patients who had previously undergone
surgical resection with curative intent. In this study, the diagnostic gold standard for
recurrent cancer was either histologic confirmation viatissue biopsy or clinical progres-
sion of the presumably malignant site identified by FDG-PET (5). The relevant results
fromthisstudy aresummarizedin Table2. Amongthe 58 patientswith recurrent col orectal
cancer, asdocumented by thegold standard described previously, 57 had increased tracer
uptake on an FDG-PET scan (interpreted as apositive result). Therefore, the sensitivity
of the FDG-PET scan was reported as 57/58 = 98.2%. In terms of specificity, negative
FDG-PET results were observed in 38/42 men without recurrent cancer, indicating a
specificity for this test of 90.5% (Table 2). The accuracy of FDG-PET imaging for
detecting a recurrence was (57+38)/(57+4+1+38) = 95%. Based on these results, the
authors concluded that FDG-PET had reasonabl e validity and may be auseful adjunct to
conventional imaging studies in patients with colorectal cancer (5).
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Table 2
Validity of 18F-Fluorodeoxyglucose Positron Emission Tomography (FDG-PET)
for Detecting Recurrent Colorectal Cancer

Recurrent No Recurrent
Colorectal Cancer Colorectal Cancer
FDG-PET positive 57 4 61
FDG-PET negative 1 38 39
58 42 100

Sensitivity = 57/58 = 98.2%

Specificity = 38/42 = 90.5%

Accuracy = (57+38)/(57+4+1+38) = 95%
PPV = 57/61 = 93.4%

NPV =38/39 = 97.4%

Datafrom Staib et a. (5).

1.2.1. PosiTive PrebpicTiVE VALUE AND NEGATIVE PREDICTIVE VALUE

Although sensitivity and specificity are useful measures for evaluating test validity,
they arelesshelpful fromaclinical standpoint where disease statusistypically unknown
and surgeons are faced with assessing the likelihood of disease given a particular test
result. It isin thisclinical context that understanding and applying the concepts of the
positive predictive value (PPV) and negative predictive value (NPV) of adiagnostic test
isessential. Ingeneral, the PPV (or NPV) helpscliniciansanswer thefollowing question:
“Given that this test is positive (or negative), what is the probability that this patient
actually has(or doesnot have) thedisease?’ Similar to sensitivity and specificity, anideal
test would have both aPPV and NPV of 100%; however, tests with such optimal perfor-
mance characteristics are exceedingly rarein clinical practice.

Turning our attention back to Table 1, the PPV of atest is defined as the proportion
of individuals with positive tests that actually have the disease:

PPV = al(at+b) (4)

Correspondingly, the NPV isdefined asthe proportion of individualswith anegative
test result that are actually disease-free:

NPV = d/(c+d) %)

In more general terms, the PPV is the probability that someone with a positive test
result actually has the disease. The NPV describes how likely it is that a patient with a
negative test result istruly unaffected. Based on these definitions, ageneral principleis
that the number of false-positive and fal se-negative tests will affect the PPV and NPV,
respectively. The study from Staib and colleagues (Table 2) can also serve as a useful
examplefor calculating PPV and NPV. Specifically, the PPV of FDG-PET for detecting
recurrent cancer was 57/61 = 93.4%; the corresponding NPV was 38/39 = 97.4% (5).

Animportant caveat with regard to PPV and NPV isthat the predictive value of atest
may vary based on severa factors, including disease prevalence in the community or
study sample and the specificity and sensitivity of aparticular test (1). An examplefrom
the literature is useful to illustrate this concept (6). Lachs and colleagues eval uated the
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Table 3
Urine Dipstick Example Illustrating the Relationship Between
Disease Prevalence and Predictive Value Data from Lachs et al. (6)

A: UTI Prevalence 7% (Low Prior Probability)

Urine Culture Positive Urine Culture Negative
Dipstick positive 10 53 63
Dipstick negative 8 188 196
18 241 259

Positive predictive value = 10/63 = 16%
Negative predictive value = 188/196 = 96%

B: UTI Prevalence 52% (High Prior Probability)

Urine Culture Positive Urine Culture Negative
Dipstick positive 49 29 78
Dipstick negative 4 21 25
53 50 103

PPV = 49/78 = 63%
NPV = 21/25 = 84%

performance of the rapid dipstick test for urinary tract infections (UTI) in two groups of
patientsthat differed intheir prior probability of UTI. Theinvestigators defined patients
at high-risk for UTI as those with a high proportion of symptoms (dysuria, urgency,
frequency, hematuria, fever) and signs (abdominal and costovertebral angle tenderness)
consistent with UTI. Conversely, the same signs and symptoms were significantly less
frequent among patients classified as having a low prior probability of infection. As
expected, the actual prevalence of UTI, based on urine culture as the diagnostic gold
standard, was different for the two groups, with 52% (53/103) of the high-risk patients
having a culture-proven UTI vs only 7% (18/259) of low-risk patients (6) (Table 3).
Based on Table 3, in the sample with a prevalence of 7%, 18 women are affected with a
UTI and 241 women are disease-free. However, 63 women in thissample have apositive
result on their urine dipstick test, and only 10 of these were true positives. Therefore, in
thislow preval ence sample, the PPV of aurinedipstick testisonly 10/(10+53) = 16% (6).

Using the same urine dipstick test in the sample of women with a higher prevalence
of UTI (52%) (Table 3), we seethat among the 78 women with positive dipstick tests, 49
are true positives and 29 are false positives; the resulting PPV is 49/78 = 63% (6).
Therefore, asthe prevalence of disease in the sample being tested increases, the PPV of
thetest increases aswell. Likewise, asthe prevalence of aparticular disease decreases,
the NPV increases (athough, given the rarity of many diseases, this tends to be less
dramatic than the association between prevalence and PPV). This correlation between
prevalence and predictive value is an important and consistent principle that should be
kept in mind when considering the potential applicationsfor aclinical test. Furthermore,
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Table 4
Urine Dipstick Example Illustrating the Relationship
Between Test Specificity and Predictive Value

A: UTI Prevalence 7%

Urine Culture Positive Urine Culture Negative
Dipstick positive 10 53 63
Dipstick negative 8 188 196
18 241 259

Sensitivity = 56%
Specificity = 78%
PPV = 10/63 = 16%
NPV = 188/196 = 96%
Datafrom Lachs et al (6).
B: UTI Prevalence 7%

Urine Culture Positive Urine Culture Negative
Dipstick positive 10 12 22
Dipstick negative 8 229 237
18 241 259

Sensitivity = 56%

Soecificity = 95%

PPV = 10/22 = 45%

NPV =229/237 = 97%

Data based on the results for a hypothetical urine dipstick test applied to the sample for A (see text) (6).

thisrelationship providestherational e for selectiveimplementation of screening testsin
populations that are at increased risk for a particular disease (1,4).

Independent of the effect of disease prevalence, changes in the specificity, and, to a
lesser degree, the sensitivity, of aparticular test will also affect itspredictivevalue. This
principleisillustrated with a hypothetical example based on the study from Lachs and
associates (Table 4). Suppose that a new rapid urine dipstick test was developed and
found to have an improved specificity (but identical sensitivity) when compared with
available tests. Suppose also that a subsequent study was undertaken to compare the
predictivevalueof thisnew urinedipstick withthe* conventional” dipstick test employed
by Lachset al. To control for the effect of disease prevalence on predictivevalue, thetwo
dipstick tests were applied only in low-risk sample of patients (UTI prevalence = 7%).
As determined by Lachs et al, the specificity of the “conventional” dipstick test in this
sampleis 78%; in contrast, the (hypothetical) specificity of the newly available dipstick
inthe same population is 95% (Table 4). The sengitivity of both testsis 56%. From Table 4,
we see that a change in the specificity from 78% to 95% substantially decreases the
number of false-positive test results (53 with the “conventional” dipstick vs 12 with the
“improved” dipstick). Consequent to thisimproved specificity, there is a simultaneous
improvement in the PPV of the rapid dipstick test from 16% to 45% (Table 4). The key
principleinthisexampleisthat changesin the specificity of adiagnostic test tend to have
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adramatic effect on the predictivevaluesof thetest, with increasesin specificity increas-
ing the PPV and vice versa. The PPV and NPV of atest will aso increase concurrently
with increasesin the sensitivity of a particular test; however, the effect of sensitivity on
predictive value is modest for low prevalence conditions.

Although their derivations are beyond the scope of this introductory chapter, the
previously described rel ationships between predictive value, preval ence, sensitivity and
specificity may also be summarized by thefoll owing equations (based on Bayestheorem):

tivit o
PPV = (sensitivity)(prevalence)

[(sensitivity)(prevalence) + (1 — specificity)(1 — prevalence)] (6)

itivit a
NPV = (sensitivity)(prevalence)

[(1— sensitivity)(prevalence) + (specificity)(1 — prevalence)] @)

Based on Equation 6, it is clear that as sensitivity, specificity or prevalence increase,
PPV will increase correspondingly. Similar to PPV, increases in NPV will occur in
concert withincreasesin specificity and sensitivity; however, increasesin disease preva-
lence will actually be associated with alower NPV (Table 4).

1.2.2. LikeLiHooD RATIOS

Another method for describing the performance of adiagnostic test is the likelihood
ratio (LR). Theuse of LRsisincreasingly common in the medical literature, and abasic
understanding of their derivation isuseful for clinical researchersin the surgical disci-
plines. In general, the LR indicates how much a particular test result raises (or lowers)
the pretest probability of the disease of interest and provides an alternative method for
determining the PPV and NPV. Furthermore, an important advantage of LRsisthat, to
determinethe PPV and NPV, aclinician must only remember one number for aparticul ar
test (theLR) rather than havingtorecall boththe sensitivity and specificity. Furthermore,
the availability of validated nomograms has greatly enhanced the clinical value and
application of this measure of test performance.

A positive LR is defined quantitatively as the probability of a positive test result in
patientswith the disease of interest divided by the probability of that test result in disease-
free individuals (7). Conversely, a negative LR is derived from the probability of a
negative test result among healthy individuals divided by the probability of the same
result among those affected with the disease of interest. To illustrate this point further,
consider the following equations.

LRfora _ Probability (+ test) among diseased individuals

positive test probability (+ test) among disease-free individuas (8)
LRfora _  Probability (—test) among disease-free individuals

negative test probability (— among di individual's 9

Recalling our definitionsof sensitivity and specificity, equivalent equationsfor theLR
of a positive and negative test, respectively, are:
LR fora =  Sensitivity (true-positive “rate”)
positive test 1 — specificity (false-positive “rate”) (10)
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LRfora =  Specificity (true-negative “rate”)
negative test 1 —sensitivity (false-negative “rate”) (11)

As previously mentioned, the clinical value of a LR is based on the fact that this
information can be combined with pre-test assessment of disease probability to calculate
the posttest probability of disease (PPVs or NPVs) (7). Indeed, the LR specifies how
much aparticular test result increases or decreases the pretest probability of the disease
of interest. In practice, the pretest probability of disease is typically estimated by the
clinician based on the patient’ s history and physical examination, as well as adjunctive
epidemiologic data and persona experience.

Ingeneral, LRsgreater than 1 indicatethat thetest result increasesthe probability that
apatient hasthe disease of interest. Conversely, LRslessthan 1 decrease the probability
of thetarget disorder (8). A LR equal to 1indicatesthat the pretest and posttest probabili-
ties of disease are equivalent. Some authorities define likelihood ratios >5 or <0.2 as
being associated with moderate to large shifts in pretest to posttest probability (and
therefore having a greater impact on clinical decision making).

In arecent article, McCormick and colleagues applied this concept to the diagnostic
evaluation of orthopedic trauma patients (9). In this study, the authors evaluated the
accuracy of four different physical exam maneuversfor diagnosing posterior pelvicring
injuriesin patients with traumatic pelvic fractures. For each physical examination mo-
dality, sensitivity and specificity for the detection of posterior ringinjury wasdetermined
based on comparison with computed tomography findings (considered the diagnostic
gold standard) (9). One of the examination modalities assessed was posterior pelvic
pal pation, which involves careful pal pation of the sacrum and bilateral sacroiliacjoints;
this diagnostic maneuver was considered positive when local tenderness was noted on
examination. When compared with computed tomography scan results, the sensitivity
and specificity of posterior pelvic pal pation were 98% and 94%, respectively (9). Based
on Equation 10, theauthorsdetermined that the positive L R for posterior pelvic pal pation
(for thediagnosisof posterior ringinjuries) was 16.3, indicating that this physical exami-
nationfindingis16timesmorelikely to be present inapatient with aposterior ringinjury
than one without such alesion. Based on these results, the authors concluded that the
positive findings on posterior palpation provide strong evidence in favor of a posterior
ring injury and that this test can, therefore, be used to refine and guide the subsequent
radiologic evaluation of patientswith traumatic pelvicinjuries(9). Indeed, applying this
concept further, aLR of 16.3 for pain on posterior pal pation means that even if the pre-
examination probability of a posterior ring fracture is fairly low (based, perhaps, on
patient history and mechanism of injury), the presence of this physical exam finding
generatesalarge, and potentially conclusive, changefrom pre-test to post-test probability
of aposterior ring injury (8, 9).

The mechanics by which LRs are used to translate from pretest to posttest disease
probability are fairly complex and require a brief review of the concept of the odds of a
disease. Statistically, the odds of an event (such as the presence of a disease) may be
defined asfollows:

Disease odds = disease probability/1 — disease probability (12)

After calculating the pretest odds, this statistic may be combined with the LR to
calculate the posttest odds of disease (which are much more useful to aclinician than the
pretest odds). For a positive test result, the following equation illustrates this point:
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Posttest disease odds = pretest disease odds * positive LR (13)
The posttest disease probability (PPV) may then be determined as follows:
. . _ _ posttest disease odds
Posttest disease probability (PPV) T+ posttest di odde (14)

It should also be noted that the posttest disease probability is mathematically equiva-
lent to the positive predictive value for the diagnostic test. Similar calculations can be
performed for negative test results, based on the corresponding negative L R. Recogni z-
ing the relative complexity and time requirements of such calculations, sophisticated
nomograms have been developed that allow clinicians to move rapidly from pretest
(based on clinical data and disease prevalence) to posttest disease probability, thereby
facilitating clinical decision making and broadening the applicability of this measure of
test performance (8, 10).

2. HOW TO EVALUATE TESTS WITH CONTINUOUS RESULTS

Until now, we have focused on tests with only two possible outcomes (positive or
negative). In surgical practice, however, clinicians frequently order and interpret diag-
nostictests(e.g., PSA, carcinoembryonic antigen) that have continuousoutcomes. Inthis
context, thereisno concrete positive or negativetest result; rather, athreshold level must
be established for the test such that values above this threshold are considered positive
and those bel ow thethreshold are considered negative. I ntruth, thechoiceof cutoff levels
can haveimportant implicationswith regard to the performance of testswith continuous
outcome values.

PSA, an important tumor marker for patients with prostate cancer, isan example of a
test with continuous outcomesthat iswidely used in clinical practice. Indeed, the appli-
cation of PSA asadiagnostic test for prostate cancer servesasauseful illustration of the
effects of changesin cutoff levels on the performance of adiagnostic test. Consider, for
example, the datain the attached PSA screening dataset, which summarizes serum PSA
levels and cancer status for 100 men undergoing screening for adenocarcinoma of the
prostate (Table 5). Overall, 40 men have biopsy-confirmed prostate cancer, whereas 60
patientshad no evidence of cancer intheir biopsy specimen. However, thereisno precise
PSA threshold that unequivocally separates men with and without prostate cancer; in-
stead, there is overlap of diseased and nondiseased individuals at most levels of PSA.
Nonetheless, inclinical practice, aPSA cutoff must be defined such that individualswith
values abovethislevel can bereferred for additional testing (i.e., transrectal ultrasound-
guided prostate biopsy), whereas those with PSA values below the threshold are spared
further workup.

The most widely accepted cutoff for anormal PSA level is4.0 ng/mL (11). Based on
thisthreshold, the PSA screening dataset (combined with Table 1 asareference) can be
used to estimate the sensitivity and specificity of PSA (as a diaghostic test for prostate
cancer). Inthisexample, the cal culated sensitivity is87.5% (35/40 cancers detected) and
thespecificity is25% (PSA <4.0for 15/60 men without prostate cancer). Someurol ogists
contend that a PSA cutoff of 4.0 has an unacceptably low sensitivity and, therefore,
application of this threshold fails to detect a significant number of men with important
prostate cancers(in other words, thiscutoff i sassociated with an unacceptably high false-
negative rate) (12, 13). As aresult, some authorities have advocated a lowering of the
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Table 5
Summary of Prostate-Specific Antigen Screening Dataset Format
Patient Prostate-Specific Cancer Satus
Number Antigen Level (mg/dL) (0 = No cancer, 1 = Cancer)
1 7.2 1
2 6.7 0
3 14 0
4 8.2 0
5 0.7 0
6 10 1
7 55 0
8 25 1
9 5.7 1
10 85 0
91 2 0
92 5.1 0
93 5.4 0
94 4.8 0
95 6.9 0
96 4.6 0
97 7.2 0
98 9.7 1
99 4.1 1
100 11.3 0

threshold for a positive result to 2.5 ng/mL (12). In the PSA screening dataset, lowering
the PSA threshold to 2.5 ng/mL would increase the sensitivity of this test to 95.0%;
however, the specificity would decrease to 21.7% because of an increased number of
false-positive test results. In this setting, we see that very few men with prostate cancer
would be undiagnosed (2/40); however, aconcurrent effect of changing thisthresholdis
that alarge number of men without prostate cancer (47/60) will now be, unnecessarily,
subjected to additional invasive diagnostic tests (i.e., a prostate biopsy).

In contrast, an inverse effect is seen when a higher threshold is applied. For instance,
if clinical practice was changed such that ahigher PSA cutoff level (i.e., 10 ng/mL) was
implemented, many men that actually have prostate cancer would not be referred for
additional workup, and their cancer would likely remain undiagnosed. At the sametime,
however, very few disease-free men would be subjected to needless additional testing.
In the PSA screening dataset, the net effect of choosing 10 ng/mL as the PSA cut point
is a decrease in the sensitivity of this test to 25.0% (10/40 cancers detected), with a
simultaneous increase in the specificity to 85.0% (PSA <10.0 for 51/60 men without
prostate cancer). In fact, sensitivity and specificity will always vary in an inverse fashion
when the“normal” threshold changesfor adiagnostic test with continuous results (Table 6).

Asillustrated by this example, the choice of cutoff levels can dramatically affect the
performance (sensitivity, specificity, and accuracy) of adiagnostic test with continuous
outcome values. In general, lowering the cut point will increase the sensitivity, while
simultaneously decreasing the specificity. Conversely, raising the cutoff level will gen-
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Table 6
Summary of the Effect of Different PSA Cut Points on Its Performance
as a Diagnostic Test for Prostate Cancer (Based on the PSA Screening Dataset)

Sensitivity 1 — Specificity
PSA Cut Point  (True-Positive (False-Positive # True # False
(ng/mL) “Rate”) Foecificity “ Rate”) Positives Positives
25 95.0% 21.7% 78.3% 38 47
4.0 87.5% 25.0% 75.0% 35 45
10.0 25.0% 85.0% 15.0% 10 9

eraly improve specificity at the expense of sensitivity (Table 6). Clinicaly, the most
salient effect of this principle is that changes in cutoff levels will result in a variable
number of fal se-negative or fal se-positivetest results (Table 6). Accordingly, the choice
of an optimal threshold depends on the relative balance between the adverse effects of
false positive versus fal se negative test results. In the case of PSA testing, regardless of
the specific threshold applied, two groups of patients of patients will be identified:
(1) thosewith “ positive” resultsthat will bereferred for biopsy and (2) thosewith “ nega-
tive” results that will be spared further testing. In this example, if alow PSA threshold
ischosen (resulting in excellent sensitivity but many false positives), then many menwill
be referred for additional testing that is not only expensive, but also carries arisk of
unnecessary morbidity. On the other hand, if ahigh threshold is chosen, many men that
actually have prostate cancer will be inappropriately reassured and their (potentially
curable) cancer may remain undetected. Ultimately, for continuoustests, the choice of a
clinical threshold depends on therel ative significance (e.g., morbidity, cost, availability
of effective treatment) of false-positive and false-negative results for the disease of
interest.

2.1. Optimizing the Diagnostic Threshold for Continuous Tests Using
Receiver Operating Characteristic Curves

Asdescribed in the previous section, when test val ues are measured on a continuum,
thesensitivity and specificity of atest will vary based ontheposition of the cutoff between
“positive” and “negative” values. An efficient method for displaying the effects of dif-
ferent cut points on test performanceisareceiver operating characteristic (ROC) curve.
ROC curveswerefirst developed and used in the engineering and communication fields;
currently, they are widely employed as a valid and reliable approach to assessing and
comparing the accuracy of various diagnostic tests (14).

Inthe most general sense, an ROC curveisaplot of thetrue-positiverate (sensitivity)
vsthefalse-positiverate (1-specificity) for arange of diagnostictest thresholds. The PSA
Screening Dataset used earlier in this chapter can be reformulated to determine the true
positive and false-positive rates for each of the previously mentioned cutoffs (Table 6).
Plottingthetrue-positiveratevsthefal se-positiverate (for each PSA threshol d) generates
an ROC curvefor PSA asadiagnostic test (Figure 1); this plot graphically demonstrates
the tradeoff between sensitivity and specificity that results from changing the cut point
of adiagnostic test. Specifically, asthe PSA cut point shiftsfrom 2.5 to 4 and then from
4t0 10, you can see the concurrent decrease in sensitivity and increase in specificity. It
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Figure 1: Receiver operating characteristic curve based on three prostate-specific antigen cut
points (2.5, 4.0, 10.0 ng/mL) (from PSA Screening Dataset).

isimportant to recognize, however, that only three PSA cut pointswere used to generate
the ROC curvein Figure 1; an idealized ROC curve for this example would be based on
aninfinite number of PSA thresholds and would have a(moretypical) smoother appear-
ance of the ROC curvein Figure 2.

Thereareseveral important caveatswith regard to theinterpretation of an ROC curve.
First, theaccuracy of diagnostic test can be assessed visually by examining the proximity
of theROC curvetotheupper |eft-hand corner of thegraph. AnROC curvefor a* perfect”
test would fill the entire area of the ROC space. Specifically, the closer the curvefollows
the upper left corner of the ROC space, the more accurate the test (7). This makes sense
because an ROC curve that approaches the upper left-hand corner of the graph reflects
atest that achieves a high true-positive rate (sensitivity) while maintaining alow false-
positive rate (1-specificity). Conversely, an ROC curve that approaches a45° diagonal
through the ROC spaceisapoorly performing test that doeslittleto distinguish individu-
als with and without the disease of interest. In addition to visual inspection of an ROC
curve, a more precise assessment of the accuracy of a test may be also obtained by
measuring the area under the ROC curve.

As previously mentioned, the accuracy of a diagnostic test reflects how well the test
distinguishesdiseased from disease-freeindividuals. Inthe case of ROC curves, themost
precise measurement of accuracy is the area under the curve; an area of 1 signifies a
perfect test, while an areaof 0.5 (represented by a45° diagonal through the ROC space)
indicates a poorly performing clinical test (e.g. the test performs no better than chance
aloneintermsof distinguishing between diseased and disease-freeindividual s). A useful
way to conceptualize the meaning of thisnumeric value (areaunder an ROC curve) isto
recognize that the area under the curve measures the discrimination of a particular test
(15). In other words, the area under the curve reflects the ability of atest to correctly
classify individuals with and without the disease of interest. Continuing with our PSA
example, consider asituation where the disease statusis known for two different groups
of men—one of the groups is comprised of men with prostate cancer (untreated) and the
other group includesonly men that are cancer-free. Suppose that one patient israndomly
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Figure 2: Idealized receiver operating characteristic curve—based PSA Screening Dataset.

selected from each group (e.g. one man with and one man without prostate cancer) and
aPSA level isdetermined for each patient. If PSA isauseful diagnostic test, we presume
that its value will be higher in the man with prostate cancer. Indeed, the area under the
ROC curve(for PSA) isanumerical description of the percentage of timesthat thisistrue;
more specifically, the areaunder the curve represents the percentage of randomly drawn
pairs (cancer/cancer-free) for which thetest of interest (i.e. PSA) correctly classifiesthe
disease status of the two individuals in the random pair (15).

Formal calculation of the area under an ROC curve is mathematically complex and
almost exclusively performed by computer software. A comprehensive explanation of
this methodol ogy is beyond the scope of this chapter; however, sufficeit to say that both
non-parametric (trapezoidal rule) and parametric (maximum likelihood technique) tech-
niques can be used to estimate both the area under the curve and its standard error (15,
16). The point estimates for the areaunder the curve provide the basisfor various statis-
tical tests that assess whether or not two ROC curves are significantly different (16).
Although a detailed description is beyond the scope of this chapter, a common method
for statistical comparison of ROC curvesisto first calcul ate the area under each curve;
the areas are then tested for statistically significant differences using a modification of
the Wilcoxon rank-sum test (7). A final caveat worth noting for ROC curvesisthat they
areafunction of disease prevalence like any other assessments of test performance such
that using an identical assay, one can develop vastly different ROC curvesinlow preva-
lence and high prevalence populations.

3. SCREENING TESTS

No discussion of diagnostic test validity would be complete without considering the
implications of test performance as they relate to the implementation and efficacy of
disease screening programs. Screening tests (such a PSA, mammography and colon-
oscopy) are used to identify asymptomatic individualswith early-stage, potentially cur-
able disease. In general, screening tests aim to classify individuals with regard to their
probability of disease, rather than establishing a definitive diagnosis. The ultimate goal
of screening isto alter the prognosis of a given condition by identifying patientsin an
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early phaseof thedisease, thereby allowing thetimely institution of effectivetherapy. For
ascreening programto beworthwhileand effective, the disease of interest (and screening
test) must fulfill a number of criteriaincluding: 1) the disease must be common and an
important heal th problem; 2) thenatural history of the disease should bewell-defined and
there should be an identifiable latent or presymptomatic stage; 3) if left untreated, the
disease must be accompanied by significant morbidity or mortality; 4) there must be an
accepted and effective treatment for patients with the disease and there must be some
benefit, in terms of morbidity and/or mortality, when the disease is treated in the
presymptomatic versus the symptomatic stage; 5) there must be a suitabl e screening test
that isgenerally acceptableto the popul ation; 6) the cost of screening (including diagno-
sisand treatment of diagnosed patients) must not be excessiverel ativetotheoverall costs
of medical care; and 7) screening must be a continuous process and not a “one-time”
event. For most widely available screening tests, including mammography, Pap smears
and PSA testing, most, but not all, of these criteria are fulfilled (1,4,17-25).

In cases where an available screening test fulfills most of the above criteria, there are
several potential benefits to screening programs. For instance, effective screening pro-
grams (coupled with appropriate follow-up testing and intervention) may improve the
prognosisfor treated cases. In addition, by detecting diseaseinits earliest (and presum-
ably most treatable) stage, thereis a potential for areduction in treatment-related mor-
bidity among screen-detected cases. Furthermore, assuming that an accurate test is
available, screening programs can provide reassuranceto individual swith anegativetest
result. Finally, when appropriately implemented, screening programs can serve asacost-
effective use of health resources (17,19-21,23,25,26).

However, therearealso several potential disadvantagesthat must be considered when
assessing therelative merits of ascreening test. First, screening effortsthat employ atest
with limited accuracy can result in unnecessary morbidity and anxiety for individuals
with false positive results, as well as false reassurance for diseased patients that test
negative (17,27). Furthermore, thereisoften concernthat screening programsareimple-
mented in the absence of data that supports their ability to alter disease prognosis (18).
Indeed, thetrueeffectivenessof ascreening test canonly beestablished by expensiveand
time-consuming randomized, controlled trials that are designed to eval uate meaningful
end points such as morbidity and mortality. In the absence of such data, interpretation of
the effectiveness of screening programs can be obscured by bias and confounding and,
infact, thequestion of whether or not current screening programs (including PSA testing)
have been successful in altering the natural history of the disease or improving outcomes
for patients remains controversial (18,24). Another potential limitation of screening
programs may be alack of consensus regarding the optimal treatment of patients diag-
nosedwith early disease of uncertain prognosis. Finally, therelative economicand human
resources devoted to screening programs may be excessive when considered in the con-
text of widespread population based screening efforts.

Asmentioned previously, assessmentsof therel ativeval ue of screening programsmay
belimited by several sourcesof biasthat frequently plague such evaluations. One source
of bias that must be considered is patient-selection bias. Specificaly, the results of
screening programs may be biased by the presence of systematic differences between
individuals that voluntarily participate in a screening test or program and those that
choose not to participate. Factorsthat may contributeto sel ection biasinclude significant
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differences (between participants and nonparticipants) in the following characteristics:
baseline health status and sociodemographic characteristics, history of screening, and
distribution of risk factorsthat predict futureincidence and mortality from the disease of
interest. Once again, systematic differences (between participants and nonparticipants)
in one or more of these areas may irreparably bias the interpretation of screening test
effectiveness.

Two other sources of hias that often occur in the context of screening programs are
lead-time bias and length-time bias. Lead time is defined as the period of time between
diagnosiswith ascreening test and the time when the disease woul d have been otherwise
diagnosed based on various signs and symptoms that prompt medical attention. For a
given disease and screening test, the duration of lead time depends on both the biology
of the disease and the ability of the screening test to truly detect early disease. L ead-time
bias occursif early diagnosis (screen-detection) results in patients living longer with a
disease without ultimately affecting mortality because of the disease. With lead-time
bias, the apparent improvement in survival occurs only because of a shift in the date of
diagnosis, and intervention produces no real prolongation of life. When evaluating a
screening program, avoidance of lead-time bias can be achieved by random assignment
of individual sto screening and control groups. Furthermore, rather than comparing sur-
vival rates from the time of diagnosis, the effects of lead-time bias can also be reduced
by comparing age- and disease-specific mortality rates among screened and control
individuals, which are independent of the time since detection.

Length-bias sampling (or length-time bias) refers to the tendency of screening pro-
grams to preferentially detect more slowly progressive disease. This occurs because
aggressive conditions (such as highly malignant tumors) typically produce symptoms
early in the course of the disease and are, therefore, primarily identified by routine
diagnostic procedures rather than screening tests. Length-time biasoccurswhen thereis
animpression of improved survival because of screening, based solely onthe preferential
detection of slowly progressive disease. Analogous to lead-time bias, length-time bias
may be reduced by repeated screening examinations as often occur in an randomized,
controlledtrials. Insum, itiscrucial to consider the potential for selection, lead-time, and
length-time bias when assessing the value of any screening program.

4. CONCLUSIONS

Thischapter describesthemost salient issuesrelating tothevalidity of diagnostictests
and their application to screening programs. It isimportant to recognize that sensitivity
and specificity are generally fixed for atest with a dichotomous outcome; in contrast,
sensitivity and specificity will vary based on different cutoff levelsfor testswith continu-
ousoutcomes. NPV and PPV arearguably the most useful measuresfor clinicians, given
that diseasestatusisgenerally unknown prior to performance of aparticular test. The PPV
and NPV of atest may vary based on disease prevalence in the sample being studied, as
well as changes in the specificity and sensitivity of a particular test. ROC curves are a
useful methodfor further assessingthevalidity of testswith continuousoutcomes. By and
large, these statisticsare determined by straightforward cal culationsand shoul d be estab-
lished for all diagnostictests. An appreciation of these measures of test performancewill
allow the surgeon to critically assess the value of both proposed and established disease
screening programs.
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Appendix 1

Equations for the Assessment of Clinical Test Performance

number true positive test results
number diseased individuals

Sensitivity =

Specificity = number false positive test results
Y = umber disease-free individuals

(number true positive test results + number true negative test results)

A =
cecuracy number disease-free individuals

number true positives
total number positive test results

Positive predictive value =

number true negatives
total number negative test results

Negative predictive value =

LRfora _  Probability (+ test) among diseased individuals
positive test probability (+ test) among disease-free individuals

or

LRfora .  Sensitivity (true-positive “rate”)
positive test 1 — specificity (false-positive “rate”)

LRfora _ Pprobability (—test) among disease-freeindividuals
negative test probability (— test) among diseased individuals

or

LRfora _  Specificity (true-negative “rate”)
negativetest 1 — specificity (false-negative “rate”)
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INTRODUCTION

One of the most efficient and commonly used approaches to investigate a variety of
clinical questionsis performed by analyzing data that have been previously collected.
Thisis known as secondary data analysis, and it has become a more common form of
study methodol ogy, in part because computerized datasetsof informationaremorepreva-
lent and the cost of data collection, storage, and dataretrieval has decreased. Itisalso a
popular method of research because the numerous databases available that have been
collected by awide variety of health and business organizations, research centers, hos-
pitals, governments, and international agencies; data from these varied sources allow
researchers to address a larger number of study questions. This chapter will discuss
common components of these datasets, how they can be used to investigate clinical
guestions, how to initiate research using these datasets, pitfalls to avoid, and specific
examples of datasets.

2. PRIMARY VS SECONDARY DATASETS

There are significant differences between primary and secondary datasets. Primary
datasets containinformation that has been prospectively collected for aspecific purpose,
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usually as part of arandomized clinical trial (1) or as part of prospective cohort studies
that follow groups of patients. Examples of the latter are the Northern New England
Cardiovascular Disease Study Group’ sdataset (2) and longitudinal epidemiologic stud-
ies, such as the Framingham heart study (3). The number of patients included in the
dataset, the variables evaluated, and the quality of data collection are determined by the
original investigators. Alternatively, secondary datasetsare used toinvestigate questions
that may be different from the purpose for which the original datawere collected. Typi-
cally, these secondary questions are investigated using existing data from a variety of
sources such as alarge medical center’s Acute Physiology and Chronic Health Evalua-
tion (APACHE) benchmarking and clinical information system (4,5) or state hospital
association encounter datasets (6). These databases are used primarily for risk-adjust-
ment, predicting mortality, or administrative purposes. However, because of the vast
amount of diagnostic, physiologic, procedural, and outcome data collected, they are
useful for thosewho wishto exploreclinical questions. A notable exampleof thiswasthe
Cleveland Health Quality Choice. This community-based outcomes assessment pro-
gram was coordinated by a consortium of business, hospital, and medical |eaders to
provide comparative public dataon hospital intensive care unit (I CU) performance (7).
The data from this study have been used for several secondary analyses of ICU
benchmarking and hospital quality (8-11). Similarly, the University HealthSystem
Consortium maintains extensive clinical performance datasets from 212 academic
medical centersthat is available to investigators from member institutions (12-16).

Secondary dataanalysis can aso be carried out by combining existing databases into
anew dataset. For example, datafrom a primary study can be combined with adminis-
trative data. An example of thisisastudy by Wennberg et a (17), who used the hospital
outcomes from centers that participated in alarge, multicenter randomized controlled
trials of carotid endarterectomy (the North American Symptomatic carotid Endarterec-
tomy Trial [NASCET] and Asymptomatic Carotid Atherosclerosis Study [ACAS] stud-
ies) (18,19) with utilizationand outcomesfromtheM edicare/Part A administrative dataset
(MedicareProvider Analysisand Review [MEDPAR]). By combining these datasets, the
investigatorswere ableto demonstratelower mortality ratesfor carotid endarterectomies
among hospitals that participated in aclinical trial as opposed to hospitals that did not
(1.4% vs 1.8% mortality, respectively) (20). More commonly, secondary data analysis
is performed with multiple clinical and administrative datasets that are combined, such
asthestudy of Birkmeyer and colleagueswho demonstrated reduced mortality ratesafter
hospital dischargefor pancreaticoduodenectomiesin high- vslow-volume centers (12%
vs 16%, respectively) (21). These investigators analyzed surgical utilization data to
determine the number of operations performed using the MEDPAR hospital discharge
abstract file and combined them with the long-term outcome data available from other
datasets. These datasetsincluded the National Death Index maintained by the National
Center for Health Statistics and the vital statusinformation available from the Medi-
care enrollment dataset (the denominator) (20). Another example of linking datasetsto
create a secondary research dataset with more clinically relevant information uses
merged Medicare claims dataand the National Cancer Institute’ s Surveillance, Epide-
miology, and End Results (SEER) files and the Pennsylvania Health Care Cost Con-
tainment Council for coronary bypasssurgery (22). Several studiesusing these merged
data have investigated the outcomes for patients with lung cancer based on insurance
status (23), complications of different cancer treatments (24), and factors influencing
the use of mammography (25).
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Table 1
Typical Information Sets in Administrative Vs Clinical Datasets

Demographics

« ldentifier codes; Social Security number sometimes available, often
these are removed

* Names, lat, first; often removed

* Age

» Gender

e Race

* Zip code, state

Administrative

e Admission and discharge date

» Admission source; emergency department, clinic, hospital transfer

» Admission type; emergency, scheduled,

* Provider; name, medical service UPIN (universal provider identi-
fication number)

« Discharge location; home, rehab, nursing home

* Insurance/payer information

 Tota/reimbursed charges

Diagnostic (case-mix)

» Diagnoses; free text, ICD-9-CM diagnosis codes
 Procedure; free text, ICD-9-CM Procedure codes

» Comorbidities; free text, ICD-9-CM diagnosis codes
e Other predictor variables

Outcomes

« Specific outcomes focused on by aclinical study
Complications; free text, ICD-9-CM diagnosis
ICU days

Hospital days

Discharge status; alive, dead

Examples are from a Medicare hospital discharge abstract and a clinical
registry for cardiac surgery for the Society of Thoracic Surgery Dataset.

ICD-0-CM, International Classificationof Diseases, NinthRevision, Clinical
Modification.

3. ORGANIZATION AND CONTENTS OF SECONDARY DATASETS

A typical secondary dataset used for clinical research will contain many variables
(Table1). It will often include identification and demographic information such as social
security numbers, registration numbers, the dates of specific events such as admission,
procedure, discharges, name, age, gender, and zip code. Diagnostic, procedural, and some
comorbidity informationaresuppliedwith freetext or using thel nternational Classification
of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) codes. Finally, specific
variables used to evaluate associations or predict outcomes may be listed.
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Table 2

Data Sources for Secondary Research

Database Type Example Details

Clinical Databases

Clinical Trials —NASCET Study Source of precise clinical datafor risk adjustment
—ACAS Study and outcomes. Limited by number and types of
patients, data selected for study
Prospective —APACHE Prospective data collection, clinically precise
Observationd —MPM data, limited by biases, variables not collected,
Cohorts correlation with underlying population
Registries —SEER Prospective collection of data of patients with
—UNOS specific conditions, rich clinical information,
—STS patient-specific or grouped data

Administrative Databases

Medical Record Hospital medical

(electronic) record departments
Departmental quality
assurance dataset
Enrollment —NMedicare Total number of eligible persons for medical
beneficiary file services.
—State medical Source of denominator for population-based rates
research file
Encounter —National Hospital Track utilization and resource consumption,
Discharge Survey describe clinical events with ICD-9-CM
—VA EDR (admissions, procedures), very large sample sizes.
—State Hospital May be linked to enrollment to determine rates.
Discharge Databases
Performance/ —HEDIS Encounter data enriched with specific clinical
survey —UHC variables, often used for benchmarking, dataset
—PHC4 CABG patient-centered information such as satisfaction/

quality of life.

NASCET, North American Symptomatic Carotid Endarterectomy Trial; ACAS, Asymptomatic Carotid
Atherosclerosis Study; APACHE, Acute Physiology and Chronic Health Evaluation; MPM, Mortality
Probability Models; VA EDR Veteran's Administration Event Driven Reporting; HEDIS, Health Plan
Employer Data and Information Set; UHC, University Health Systems Consortium; PHC4, Pennsylvania
Health Care Cost Containment Council; CABG, Coronary Artery Bypass Graft surgery; for other
abbreviations, see Figure 1, p. 185.

See text for description of dataset examples. Adapted from ref. 28.

The datasets used for secondary analysis can be categorized in a number of ways.
Perhaps the most fundamental is whether or not the data were collected primarily for
clinical research or for administrativeaimssuch asfor billing or claimspurposes(Table 2).
Clinical datasets generally contain more detailed physiologic, diagnostic, and disease
specific information than are found in administrative datasets. Also, the dataare usually
collected prospectively with morerigorous quality and accuracy standardsand are often
used for research where adjusting for case mix or evaluating risk factorsor other predic-
torsof outcomearerequired. For thisreason, they may influence outcomes moredirectly
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and are more appropriate for benchmark performance of an individual, a hospital, or a
medical center (20,26,27). In clinical datasets, theindividual patient isusually the unit
of observation. Alternatively, registries may organized by groups of patients with certain
diseaseconditions, or procedures. For exampl e, theUnited Network of Organ Sharingregistry
contains data describing patientsreceiving organ transpl antation, whereasthe SEER registry
contains both diagnostic and procedural information for many types of malignancies.

Administrative datasets, on the other hand, are frequently composed of a relatively
limited amount of clinical, and no physiologic, information. In fact, many researchers
feel that administrative data are too vague and define data too broadly. In response, a
recent consensus conference of the American Thoracic Society suggests using a more
accurate classification for secondary datasets based on their administrative purpose (28).
These authors propose describing administrative data as either encounter data, enroll-
ment data, registry data, performancedata, or survey data(Table2). Enrollment datasuch
asfound in the Medicare Beneficiary File or in the Blue Cross Blue Shield datasets, are
typically used to determine the number of patientsin apopulation that are either eligible
to receive amedical treatment or who are at risk of contracting a disease. When used in
thisway, enrollment databases supply the denominator used by researchersto calculate
population-based incidence and rates.

The other types of files found in administrative databases are those for specific
encounters or servicesfor example when apatient isadmitted to ahospital for an opera-
tion. Encounter databases are usually created by the payers of health care to keep track
of utilization, reimbursement, and other financial outcomes. Because these databases
include information on all admissions or procedures, they form the basisfor calculating
the numerator in population-based rates when used with enrollment data. Encounter
databases include the MEDPAR database, statewide hospital discharge databases, pri-
vate insurance claims (e.g., Blue Cross Blue Shield), and the Veteran's Affairs (VA)
Event Driven Record datasets (26). The Event Driven Record tracks all hospital admis-
sions, clinic visits, and surgical procedures performed in one of the hundreds of VA
centersintheUnited States. The mgjority of secondary dataanalysesfor surgical patients
involveencounter recordsbecausethey track specific servicesperformed such assurgical
procedures (29).

3.1. International Classification of Diseases, Ninth Revision,
Clinical Modification (ICD-9-CM)

Most administrative datasets follow the format of the Uniform Hospital Discharge
Data Set maintained by the National Center for Health Statistics (Table 3). A key feature
of these and other administrative datasets is the use of a five-digit inpatient hospital
services coding system known as |CD-9-CM (30). Thereisan enormous amount of data
available from ICD-9-CM codes. These codes achieve diagnostic and clinical detail by
using up to five digits, three for the primary event and two for severity modifiers. The
ICD-9-CM codes are used to indicate both primary diagnoses (e.g., 560.0 is intestinal
obstruction) and secondary diagnosesthat usually represent preexisting conditions such
asemphysemaor liver or renal insufficiency. The | CD-9-CM system al so contains code
modifiersin thelast two digitsto indicate additional severity of illness or complexity of
primary diagnosis (e.g., 569.6 is colostomy and enterostomy complications; 569.61 is
infection of colostomy or enterostomy cellulitis or abscess).

It should be noted that some administrative datasets use different coding systems for
procedures. For example, the American Medical Association’s Current Procedural
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Table 3
Contents of the Uniform Hospital Discharge Dataset
[tem Definition
1. Personal Identification Hospital assigned medical record number, Social
Security number not recommended
2. Date of birth More accurate than age
3. Gender
4. Race and ethnicity
5. Residence Zip code
6. Hospital identification Medicare provider
7. Admission and discharge dates
8. Attending physician identification Physician who is primarily responsible for the
patient
9. Operating physician identification Physician who is primarily responsible for the
principal procedure
10. Diagnoses 2 (five) The condition chiefly responsible for admission
and other diagnoses associated with current
hospitalization
11. Procedures @ and dates Principal procedure for definitive treatment or
diagnosis
12. Disposition of patient Home, short- or long-term rehabilitation, died

13. Expected principle source of payment  Medicare, Medicaid, private insurance, Blue Cross,
other government payor, self pay, no charge

2 Coded using ICD-9-CM.
Adapted from the National Committee on Vital and Health Statistics, US DHEW (1980).

Terminology (CPT) codes, which are used in the Medicare files, provide more clinical
detail, and are different than the ICD-9-CM procedure codes. For example, the|CD-9-CM
code for repair of areducible, incisional hernia (CPT 49560) or a strangulated incisional
hernia(CPT 49565) isthesame (53.51). Other clinical information collectedinICD-9-CM
codesinclude variables such as patient symptoms—for example, abdominal painis789.0,
physical exam findings such as abdominal rigidity is 789.4 or benign hypertrophy of the
prostatewith or without urinary obstructionis600.0/600.01, and variousbonefracturesare
also coded 800.00 to 829.00. Laboratory and other test results such as myoglobinuriais
791.3, bacteremiais 790.7, and abnormal electrolytes are 276.0-276.9.

Two other supplemental classifications, V and E codes, exist to describe factors or
eventsthat affect a person’ s health but are neither diseases nor therapeutic interventions
(30). V codesgenerally indicateavariety of factorsthat influence heal th status. Examples
include, long-term mechanical ventilator dependence is V 46.1, medication alergies
such as penicillin allergy isV14.0, personal socia circumstances such as homelessness
isV.60.0, and wound care interventions such as dressing changesisV58.3. The E clas-
sificationsgenerally are used for external causesof injury such asmotor vehicleaccident
(E812.0), assault with ahandgun (E965.0), and medical and surgical complicationssuch
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as accidental perforation during amedical procedure (E870.0) and foreign object left in
body (E871). The imprecision and vagaries of ICD-9-CM coding are exemplified by
these supplemental codes. For example, some medical complications such as anesthetic
overdose, 968.3, are found in the injury and poisoning section of the main ICD-9-CM
codes, but not in the E-codes that designate other poisonings.

Despitetherichness of detail provided by |CD-9-CM codes, several limitationsexist,
including alack of clinical detail, nonuniform standards used to define some conditions,
that codes may represent the interpretation of a medical chart by clerks, they may be
retrospective, and they may be biased by “DRG [diagnostic-related group]-CREEP”
(31). Further limitations may include undercoding of secondary comorbidities, and
restrictions of the numbers of categories available (26).

Because of advancesin diagnostic and medical/surgical procedures, aneed to update
the system arose. In 1994, under the auspices of the World Health Organization, many
countries, including England, France, Japan, and Canada, began reporting mortality data
using therevised ICD nomenclature, |CD-10. Thisupdated version of thel CD codeswas
vastly expanded from 5000 to 8000 categories but unlike the ICD-9-CM, the ICD-10
version did not contain procedure codes. Instead, an entirely new procedure nomencla-
turewill beintroduced using the | CD-10 procedure coding system (32). These new codes
are alphanumeric with 7 characters, which will includel6 possible types of basic proce-
dures, and others representing organ system, basic operation, body part, approach, tech-
nique or device used, and amodifier for the procedure. The US ICD-10 implementation
iswaiting updates based on studies performed by the American Hospital Associationand
the American Health Information Management Association (33).

Secondary datasets are generally composed of individualized data such as age, diag-
nosis, physiologic information, risk factors and outcomes, or aggregate data for groups
of patients such asdeath ratesfor women with breast cancer among different age groups.
Individualized data are usually found in datasets created for specific clinical trials, hos-
pital datasets, many administrative datasets, and even several well-known national reg-
istries such as the National Death Index. Usually knowing two of threeidentifiers such
aslast name, birth date, and social security number is sufficient to accesstheindividual
data from many national registries (20).

Aggregate datasets are less commonly used because the lack of individualized data
increases the risk of confounding bias because groups of patients can frequently differ
from each other in unpredictable ways. For example, the incidence of testicular cancer
appearsto be increased among subfertile men (34). But these studies do not account for
the confounding effect of increased testicular examinationsthat these men undergo by a
urologist compared with the general male population (35). The advantage of aggregate
dataisits availability and the ability to detect significant associations of arisk with an
outcome. These types of datasets should be used, primarily, to generate hypotheses to
better focus studies using individualized patient data.

A common source of datafor secondary analysisthat often contains both individual -
ized and group informationisfrom one of many health registries. Theseregistriescollect
information about the incidence, effect, and extent of disease, as well as the types of
treatment a patient with the disease may receive. These datamay be reported to acentral
registry such asthe SEER database that collectsinformation from variousmedical facili-
ties, hospitals, physicians' offices, therapeutic radiation facilities, freestanding surgical
centers, and pathol ogy laboratories. For example, UStumor registriesreport information
on approx 26% of the US population to the SEER registry.
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Data in registries are critical for programs focused on risk-related behaviors (e.g.,
tobacco use and exposureto the sun and their affect on cancer prevalence) or on environ-
mental risk factors (e.g., radiation and chemical exposures and their affect on cancer
prevalence). Such information is also essential for identifying when and where disease
screening effortsshoul d beenhanced and for monitoring thetreatment provided to patients
withthedisease. Inaddition, reliableregistry dataarefundamental to avariety of research
efforts, including those aimed at evaluating the effectiveness of disease prevention,
control, and treatment programs. There are comprehensive popul ation registries (SEER)
andtherearevoluntary registries such asthe Society of Thoracic Surgery cardiac surgery
database. Thelatter clinical datasets consists of information sent in by each participating
center performing cardiac surgery. There are many other registries of completed clinical
trialsthat may be explored to answer or study other health questions such asthose found
in the various institutes of the National Institutes of Health.

Finally, other datasets may contain collectionsof clinically relevant scientific articles
and images. The |atter types of data are usually stored in some form of text oriented or
natural language documents such as the National Library of Medicine's Medline and
PubM ed database of medical and scientific publications (36), the Cochrane Database of
Systematic Reviews(37), or theNational Clinical GuidelineClearinghouse (38) fromthe
Agency for Healthcare Research and Quality.

4. META-ANALYSIS

Some forms of secondary data analysis use the datareported in published manuscripts.
When aliteraturereview incorporatestransparent, uniform, and completecriteriafor locat-
ing all relevant literature on a subject, and the articles are filtered through appropriate
inclusion and exclusion criteria, such as a similar patient population that is exposed to
similar treatments or riskswithin alogical time period, theresult isknown as asystematic
review. Thesetypesof secondary dataanalysisarefrequently carriedout whenclinical trials
demonstrate negativeresultswhich areusually caused by small samplesizes. Occasionally,
meta-analyses are also performed when the existing studies were from single hospitals or
medical centers and thustheir generalizability may belimited. Systematically identifying
al relevant studiesfor aclinical problem and applying statistical analysisto the aggregate
pool of subjects can help clarify whether an association exists when previoudly individual
studieshave had too few patientsto demonstratean effect (36, 39). If theassociationisvery
strong, the meta-analysis may even support the causal relationship of atreatment or risk
factor to an outcome (40). Many datasets of medical literature including MEDLINE,
OLDMEDLINE, Current Contents, CANCERLIT, EMBASE, AIDSLINE, and The
Cochrane Registriesof Controlled Trialsand Systematic Reviewsarethe primary source
for finding these articles of smaller clinical trials (41,42). A major risk to validity for
meta-analysisis being certain that all relevant studies have been included. Publication
bias, in which articles with a positive outcome are published more often than negative
studies, isthe major risk to the validity of a meta-analysis (36).

To perform ameta-analysis, the appropriate studies are first culled from alarger list
of potential studies. The summary effect isessentially an average effect from each study
weighted by its sample size (43). When undertaking a meta-analysis, one must first
determine whether the studies are clinically different from each other in terms of popu-
|ations, treatments, and outcomes. If obviousclinical differences are not apparent, atest
of heterogeneity using a form of the chi-square test to determine whether the results of
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Table 4

Advantages and Disadvantages of Secondary Datasets
Advantages Disadvantages
Data exist; readily available Little control over content and quality of data
Large sample sizes Accuracy of procedure classification
Populations of patients “real-world” Accuracy of diagnosis classification
Ability to estimate population-based rates Accuracy of comorbidities
Screening tool for rare events (registries) Nonuniform disease modifier classification
Complete follow-up Risk adjustment
Linkage between clinical and financial data  Limited number of diagnosis fields leads to

“saturated” data

Undercoding survivors

one study differ from another is performed and isreported as a Q-statistic with ap value
(44). If thetest of heterogeneity suggeststhat the datawithin anindividual study differs
significantly from data between each of the studies, it is inappropriate to combine the
studies. Many medical journals now require authors to use a random effects model
becauseit isconsidered more conservative (i.e., random effectsmodelsarelesslikely to
yield a statistically significant result because when heterogeneity exists, they tend to
result in wider confidence intervals than fixed-effects models) (36,39). A morein depth
treatise for conducting a meta-analysis will be covered in Chapter 18.

5. ANCILLARY STUDIES

Occasionally, additional information is extremely useful when added to the existing
datain asecondary dataset. New questions can be better addressed when these additional
variablesare added to theexisting dataset (i.e., anancillary study). Ancillary studiesmay
be especially relevant to surgical patients if one pursues novel analyses of the stored
serum, tissue, and DNA samples that are increasingly obtained as part of clinical trials
(43). As an example, stored serum was used to investigate the role of inflammatory
cytokinesin response to mechanical ventilator changes for patients with Adult Respira-
tory Distress Syndrome (45). These samplesexist at the data coordination centers of the
primary study site and conceivably could be used to analyze novel molecular biologic
guestionsas newer methods of analysisemerge. Similarly, tissue samples such asbiopsy
from other studies may also be available to use in combination with existing clinic data.

6. ADVANTAGES AND PITFALLS

Using datathat have al ready been collected hasthe primary advantage of being imme-
diately available for analysis, avoiding the months to years required to collect data pro-
spectively (Table4). For example, Rosenberg and colleagues eval uated the predictors of
readmissions to the ICU by querying their institution’s clinical data center, which had
been collecting an enormousamount of clinical and diagnostic APACHE informationfor
each patient admitted to the | CU during each day of their I CU stay (46). Within2wk, data
for morethan 5000 consecutive admissionto an | CU over a4-yr period were obtained for
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datacleaning and analysis. Similarly, Rosenberg and colleagues have recently started to
obtain specific patient population data from thisinstitution’s perioperative information
system that contains all the physiologic data recorded during a patient’ s operation (47).
These data can be used to investigate anumber of clinical questionsrelated to anesthetic
technique and patient outcome.

Many existing secondary datasetsarelessexpensiveto obtain, or to access, compared
with performing aprospectiveclinical trial. The Healthcare Cost and Utilization Project,
which provides state inpatient discharge datasets (starting at $20 per year) and the Na-
tionwide Inpatient Sample ($200 per year), are very inexpensive. On the other hand, the
Medicarefilesor proprietary datasets, such asthe M ediQual datafiles, may be expensive
and difficult to obtain access and may require complex agreementsfor how the datawill
be used and presented. Finally, the complexity of Medicare and other large data files
usually requiresthat the investigator have additional funding for analysis or statistician/
programmer support.

Another advantage of secondary data analysis is the ability to investigate questions
such asthe associations of risk and outcomes, or patterns of disease, by using extremely
large patient populations. These datasets incorporate data from wide geographic ranges
such as the MEDPARS data, the National Death Index, or many state and national
datasetsbased on the Uniform Hospital Discharge Dataset. Using thesetypesof datasets,
studieswith large samplesizesfrom avariety of medical or health care centersoffer real-
world representative popul ations. Thusinvestigatorsavoid the problemsof single-center
studies, and the selection bias inherent when using data from only academic or referral
centers (20, 27). A large popul ation-based dataset increases the statistical power and the
generalizability of astudy. Thisis especially true with administrative datasets that can
often include several hundred thousand to several million patients. A recent example of
thisis a study of more than 750 million hospitalizations in the United States using the
National Hospital Discharge Survey (Figure 1; Section I11) to determine the causes and
outcomes of sepsis among 10.3 million patients with that disorder (48). Also large
datasets, especially registries such asthe SEER are excellent for studying rare conditions
that would otherwise be difficult for an investigator to collect sufficient numbers of
patients to analyze in asingle (or even multiple) medical center study.

Another unique advantage of secondary databases is the ability to use encounter and
enrollment datasets from the same popul ation to cal cul ate and analyze popul ati on-based
ratesof surgical utilizationand outcome (20). Trendsin both surgical procedureandvolume
over time and across geographic areas, known as small-areaanalysis, can al so be studied
with large population-based datasets. L ast, some secondary datasets are simpleto obtain
and use because they can be obtained less obtrusively and because the data are already
collected and deidentified, informed consent is usually waived and no patient contact is
required. An example of this is the Healthcare Cost and Utilization Project National
Hospital Discharge Survey (NHDS) discussed below.

6.1. Pitfalls of Analyzing Secondary Datasets Accuracy of
Classifying Procedure, Comorbidities, Diagnosis, Complications
Risk Adjustment—Saturated Diagnoses Fields

The primary disadvantage of using secondary datasetsis that the data available may
not contain the exact variablesthat would best answer a question. One does not have the
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same control over what data have been collected or are available. Moreover, there are
often missing or incorrect values, coding inaccuracies, and predictor variables or out-
comes that were not measured (20,43,49).

Perhapsthegreatest threat tothevalidity of aclinical study using datathat havealready
been collected isfrom theinfluence of biasand confounding (50). The primary weakness
of any nonrandomized prospective study is systematic errorsin the design or conduct of
a study, as well as the influence of unmeasured variables that are associated with the
outcomes (35). Common forms of biasin these studies include selection bias, measure-
ment bias, misclassification bias, lead-timebias, recall bias, and publication bias. Selec-
tion biasoccurswhen different criteriaare used to sel ect asample of patientsor variables
in creating a secondary dataset. For example, in a study of cognitive outcomes after
coronary bypasssurgery, it may beinappropriate to compare outcomesfrom asampl e of
patientswho were enrolled inaclinical study of cerebral protection after bypass surgery
to patients culled from anational institute on aging dataset. These two groups are likely
different in other significant waysthat may influence the incidence of antecedent cogni-
tivedecline. Similarly, if the methods to detect, measure, and classify cognitive decline
inthetwo groupsare significantly different, misclassification bias may also threaten the
validity of the study. Complete populations may not be available in some datasets.
MEDPARS, for example, only has information for inpatient admission. Thus patients
admitted after asurgery areincluded and ambulatory patients, who go home on the same
day of surgery, arenot included (20, 26). Also, studiesusing secondary datamay be more
susceptible to recall bias if new data are added retrospectively to the dataset. Thisis
especialy trueif the dataarefromindividual s surveyed after an event hasoccurred (51).
Other biases can result when the researchers must decide what variablesto use when the
outcomes are known.

These biases are especially prevalent with administrative datasets, especially when
ICD-9-CM codes are used (52). Not only are the codes entered by medical record clerks
who try to pick appropriate codes from nonstandardized and often confusing medical
records, but the numbers of codes allowed to describeaclinical situation arelimited and
may lead to bias if they are also picked in a nonstandardized fashion (53). Moreover,
Jencks et a (54) demonstrated that, by limiting the slots available for diagnostic codes
in the ICD-9-CM system, patients with more severe comorbidities listed among their
diagnoses had lower mortality rates. They found, paradoxically, that patients admitted
with diabetes, angina, ischemic heart disease, or hypertension had lower mortality for a
given primary diagnosesthan patientsadmitted with the same diagnosisbut none of these
comorbidities. Theseinvestigators found that patients who died had a higher likelihood
of having other, acute conditions listed on their ICD-9-CM codes. Thiswould have the
effect of making patient who died appear to have fewer chronic illnesses and
comorbidities. These findings led to the modern UB-92 coding form having nine diag-
nostic codes (one principle and eight other diagnoses) and six procedure codes. Because
there are only afixed number of diagnostic slots available, there may be some degree of
undercoding bias in these types of datasets (26) and the ability to develop comorbidity
scores or case-mix adjust using these datasets is limited (55,56).

Another potential source of error may occur when new codes are developed with
numbersthat are different from similar procedures or diagnoses. Coders and researchers
may then havedifficulty finding and combining similar codes such aslaparoscopy hernia
repair and laparoscopic lysis of adhesions. Another significant limitation of |CD-9-CM
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procedure codesisthat they often fail to describe what wasdonein sufficient detail (e.g.,
nephrectomy [|CD-9-CM 55.53] does not indicate whether it was an open laparotomy or
performed |aparoscopically) (26,30).

Another important risk of using secondary datasetsisproperly detecting and adjusting
for confounding. Confounding occurs when a differential distribution of unmeasured
variables exists among the samples of patients used to create asecondary dataset. Along
withtheknown, measured variabl es, these confounding variabl esareal so associated with
the outcome and are linked with the risk factor of interest. They can cause associations
to exist whenin reality there are none and vice versa. This problem is often encountered
in datasetswhere undercoding occurs. For example, inastudy of outcome after high-risk
operations such as pancreaticoduodenectomy, Birkmeyer and colleagues found that
hospitals with high surgical volumes had almost fourfold lower mortality rates (57).
However, itispossiblethat someof thedifferencein mortality may beattributed to sicker
patients having surgery at |low-volume hospitals. Asinthisstudy, multivariate statistical
model sare often used to adjust for confounding by any measured variables. But eventhe
most sophi sticated modeling, techniques cannot adjust for unmeasured variables, and the
likelihood of residual confounding exists.

Thevalidity of secondary data has been the source of much debate, which centerson
the accuracy of coding as compared to the gold standard of chart review (58) or prospec-
tively collected data from a clinical trial. Some authors have suggested that, because
encounter datasets are used for billing purposes, the financial incentives to code accu-
rately may improve the validity of these datasets (27,29). The Office of the Inspector
Genera of the US Department of Health and Human Services has conducted severa
studiesof theaccuracy of coding for DRG assignment by sampling M edicare admissions
dataand reabstracting DRG information from the medical records(26,59). Thesestudies
demonstrate coding errors, primarily from misclassifications, ranging from 21%in 1988
to 15% in 1992. An indication of how diagnostic information coded for DRGs may be
biased isthefinding that the M edi care case-mix indexes, which reflect the average effect
of DRGsassigned to hospitalized patients, coding volumeincreased 32% inthefirst year
after the case-mix indexes was introduced (26). Thisincrease in the use of more codes,
reflecting higher severity or complexity, has been referred to as either DRG-Creep or
“optimization.” The increase in the case-mix indexes therefore may reflect purposeful
financial manipulation of the coding or perhaps appropriate and accurate precision in
coding practices. Regardless, when analyzing secondary datasets, one must be aware of
differences and changes in coding practices over time, across geographic regions, and
between institutions.

Variables that require special training or equipment to be accurately collected and
measured may differ from site to site and therefore alarger registry may contain data of
different quality even though they purportedly measure the same thing. Similarly, data
that are subject to interpretation, or for which different descriptionsare possible, such as
diagnostic and procedural codes/descriptions, may be different between centers or geo-
graphicregionsor have changed over time. Poor documentation of the secondary dataset
isnot uncommon and requiresagreat deal of data“ cleaning.” Electronicformatsfor how
the dataare stored may beincompatiblewith other datathat onewould liketo mergeinto
asecondary dataset. Occasionally, the raw data are no longer available and the existing
datamay have been modified (such asaverage blood pressure or highest or worse physi-
ologicvaluesrecorded), limiting thesecondary analysis. Itisimportant that any variables
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that can identify a patient be removed from a dataset when it isready for analysis. This
isimportant for a secondary dataset researcher to ensurethat it is done. However, it can
causeaproblemif theinvestigator wishesto merge separate datasets. Finally, though the
regulatory hurdlesthat would otherwise increase the workload of the investigator using
secondary datasetsarelesswhen dealing with datathat have already been collected, there
are still costs that can be encountered and sometimes extensive documentation may be
required.

7. HOW TO GET STARTED

After an appropriate study question has been chosen, the researcher should identify
potential sources of data. Figure 1 shows a number of sources from which one can find
existing datasets that are readily available for research, and Table 5 provides Internet
addressesto accessthese or obtain moreinformation. The most commonly used datasets
include state hospital dischargedatasets, NHDS, MEDPAR, SEER, andthe VA’ spatient
treatment file (PTF) and National Surgical Quality Improvement Program (NSQIP).
Thereare other large consortiums of research groupsthat have, and are conducting, large
multicenter clinical trials that also may be good sources of data, especialy after the
primary studies have been published. A good starting point to determine what clinical
studiesare ongoing and may bethe source of futuredataisthrough the National I nstitutes
of Health’sclinical trials summary site located at www.Clinical Trials.gov. Perhaps the
most direct route isto collaborate with local investigators who have conducted research
intheareasof interest. Onecanalso searchthemedical literaturetofindinvestigatorswho
have published inthe areas of interest, contact them, and determineif they have datasets
that may be used in collaboration.

After adataset has been located, it may be obtained for free or for areasonable price.
One exception isthe data from private sources such as insurance firms and other payers
(Kaiser, Blue Cross Blue Shield, Aetna), which is not generally available unless an
investigator isworkingincollaborationwiththat group. Whenthedataareavailable, they
areoften provided on CD-ROMswith“ deidentified” datafor all admissionsto acutecare
hospitals for a specific year. Usually, the investigators must sign a data use agreement
stating that they will not attempt to identify individual patients using the data. Such
identification is generally not a problem unless studying avery rare medical condition.

Beforeusing thedata, one should obtain approval fromtheInstitutional Review Board
(IRB). Many times, with “deidentified” administrative datasets, the project may be ex-
empt from review or will be expedited by an IRB because there are no risks to patients.
But it is worth checking with the IRB and having a letter on file that documents the
exemption. Also, it isimportant to note that for some administrative datasets such asthe
Medicarefiles, which are not “deidentified,” the data use agreements limit how the data
can be used and the IRB must review and approve the project. This additional level of
approval is also necessary for many other secondary data sources.

7.1. Organizing and Analyzing the Data

Datacan becollected and storedinavariety of methods, but ultimately, secondary data
analysisrelies on electronic datathat are retrievable and in adigitized format. The data
on CD-ROM S will usually come as anumber of coded text filesthat may be difficult to
access. The datawill need to be imported, in part or in total, to a database management
or statistical software package. The mainstay of secondary dataanalysisisadata matrix
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Table 5
Selected Websites for Databases and Registries Listed in Figure 1

Section |. State or local clinical and disease-r elated databases

Acuity Index Method (AIM); lameter, Inc.: http://www.iameter.com/iameterProducts.htm

APACHE/IMPACT (Cerner Corporation): http://www.cerner.com/products/products_4a.
asp?d=2694

Duke Cardiovascular Databank: http://heartcenter.mc.duke.edu/

Maryland Hospital Association Quality Indicator Project: http://www.qiproject.org/

Mayo Clinic Patient Database: http://www.mayo.edu/

MediQual Dataset: http://www.mediqual.com/

Michigan Health and Hospital Association: http://www.mhaservicecorp.com/

Section |1. Registries and surveillance databases

Autologous Blood and Marrow Transplant Registry (ABMTR): http://www.ibmtr.org/

Cardiac Transplant Research Database (CTRD): http://www.ctrd.org/

European Thoracic Surgery Database: http://www.ests.org.uk/

International Agency for Research on Cancer (IARC): http://www.iarc.fr/

International Bone Marrow Transplant Registry (IBMTR): http://www.ibmtr.org/

International Society for Heart and Lung Transplantation: http://www.ishlt.org/registries/

Mechanical Circulatory Device Database: http://www.ishlt.org/registriessmcsdDatabase.asp

National Cancer Database (NCDB): http://www.facs.org/cancer/ncdb/index.html

National Marrow Donor Program: http://www.marrow.org/

National Program of Cancer Registries (NPCR): http://www.cdc.gov/cancer/npcr/

National Registry of Myocardia Infarction: http://www.nrmi.org/index.html

National Trauma Data Bank (NTDB): http://www.facs.org/trauma/ntdb.html

National TraumaRegistry for Children (NTRC): http://www.eapsa.org/outcomes/ntrc/index.htm

North American Association of Central Cancer Registries (NAACCR): http://www.naaccr.org/

Scientific Registry of Transplant Registrants: http://www.ustransplant.org/index.php

Society of Thoracic Surgeons National Database: http://search.ctsnet.org:8000/

Surveillance, Epidemiology, and End Results: http://seer.cancer.gov/

United Network for Organ Sharing: http://www.unos.org/data/

Web-based Injury Statistics Query and Reporting System (WISQARS): http://www.cdc.gov/
ncipc/wisgars/

Section |11. Population health-based statistics

ARDS Network: http://www.nhlbi.nih.gov/resources/deca/descriptions/ards.htm

Blue Cross Blue Shield of Michigan (BCBSM) Foundation: http://www.bcbsm.com/foundation/
gp_iip.shtml

CASS (Coronary Artery Surgery Study): http://www.nhlbi.nih.gov/resources/deca/descriptions/
cass.htm

Centers for Disease Control and Prevention CDC Wonder: http://wonder.cdc.gov/

Centers for Medicare and Medicaid Services (CMS): Medicaid http://www.cms.hhs.gov/
medicaid/

CHAMPUS (Civilian Health and Medical Program of the Unformed Services) Database: http:/
Iwww.tricare.osd.mil/training/tmart/index.cfm?fx=cmis

Diagnosis Codes: ICD-9 Classifications: http://www.cdc.gov/nchs/icd9.htm

Framingham Longitudinal Study: http://www.nhlbi.nih.gov/about/framingham/index.html

Healthcare Cost and Utilization Project: http://www.ahrg.gov/data/hcup/

Henry JKaiser Family Foundation: http://www.statehealthfacts.org/

(continued)
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Table 5 (Continued)

Medicare Provider Analysis and Review File (MEDPAR): http://www.cms.hhs.gov/data/
purchase/directory.asp#ntl

National Center for Health Statistics: http://www.cdc.gov/nchs/

National Death Index: http://www.cdc.gov/nchs/r& d/ndi/ndi.htm

National Health and Nutrition Examination Survey: http://www.cdc.gov/nchs/nhanes.htm

National Health Care Survey: http://www.cdc.gov/nchs/nhcs.htm

National Health Interview Survey: http://www.cdc.gov/nchs/nhis.htm

National Hospital Discharge Survey: http://www.cdc.gov/nchs/about/major/hdasd/nhdsdes.htm

National Surgical Quality Improvement Project: http://www.nsgjip.org/

National Survey of Ambulatory Surgery: http://www.cdc.gov/nchs/about/major/hdasd/
nsasdes.htm

National Vital Statistics System: http://www.cdc.gov/nchs/nvss.htm

NHLBI Limited Access Data Sets: http://www.nhlbi.nih.gov/resources/deca/default.htm

US Census Bureau: http://www.census.gov/

Uniform Ambulatory Care Data Set: http://mchneighborhood.ichp.edu/eds/901027902.html

Uniform Hospital Discharge Data Set: http://mchneighborhood.ichp.edu/eds/901027520.html

United Nations Countries Profiles Database: http://unstats.un.org/unsd/cdb/cdb_country
prof_select.asp

United Nations Statistical Databases: http://millenniumindicators.un.org/unsd/databases.htm

United Nations World Population Prospects Population Database: http://esa.un.org/unpp/

Veterans AffairsInformation Resource Center (VIReC): http://www.virec.research.med.va.gov/

World Health Organization European National Health Statistics: http://www.euro.who.int/
InformationSources/Data/20010827 1

World Health Organization Mortality Database: http://www.ciesin.org/| C/who/
MortalityDatabase.html

World Health Organization Statistical Information System: http://www3.who.int/whosis/
menu.cfm

of variableslisted in such away that statistical software such as STATA, SPSS, or SAS
can be used to “ clean” the data, summarize them, and ultimately do statistical analyses.
In some cases, the necessary code (directions for the computer) isincluded for the most
commonly used statistical and data management software. For example, the Healthcare
Cost and Utilization Project datasets are provided with the code necessary to import the
text filesinto two statistical programs, SAS and SPSS. These programs will import the
data, create variable names, and generate labels for the variables.

A common starting point is to select an appropriate study population. After you are
ableto query the database, the appropriate population should be selected. Inaclinical or
primary study dataset, the patients of interest are usually defined by variableswith diag-
noses or procedures. In an administrative datasets, patients are selected using ICD-9
diagnostic or procedure codes. To select patients who had an operation, the ICD-9 pro-
cedure codes should be determined. Because the codes chosen define the study popul a-
tion, it’ simportant to usetheright combination of codes. Itisaseasy to excludearelevant
codeasitistoincludeanirrelevant code. Oneapproachto aid codeselectionistoidentify
what codes were used in previous relevant publications, which have focused on similar
predictors and outcomes as for one’s own proposed study. Another valuable method to
ensurethe correct ICD-9-CM or CPT codes are being used from alarger dataquery isto
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refer to alocal hospital billing database for a sample of patients who are known to have
hadtheoperation of interest. Inany case, thefinal study samplesizethat isselected should
be consistent with known incidence and preval ence data regarding the condition or pro-
cedure of interest.

The variables are then organized into a statistical software program beginning
with identification and demographic variables, followed by other clinical or descrip-
tive variables and finally outcome variables (Table 1). It is advisable from the plan-
ning and initiation phases of astudy to have a statistician be part of the research team
to discuss and advise on how the data will be delivered, stored, and analyzed to be
sure that all variables are properly handled during data compiling, cleaning, and
analysis. If the primary researcher does not have significant statistical methodstrain-
ing, analysts or programmers are essential to the success of the study. Many of these
large administrative datasets will require alarge amount of computer storage capac-
ity and analytic time. It would not be unusual to commit an entire server to just one
of these datasets.

8. EXAMPLES OF SPECIFIC DATASETS

For purposes of organization, available clinical datasets have been divided into three
broad categories (Figure 1). Thefirst consists of specific health care databases (Figure 1,
Section I). These contain data from specific clinical trials or from individual physician
datasetsof patientsthey havecaredfor. Thiscategory alsoincludeshospital datasetsfrom
medical recordsdepartments, specific clinical departmental databases, and hospital clini-
cal benchmarking/quality datasets. An example of thistype of dataset isthe clinical and
case-mix (diagnosis, demographics) datacontainedinan | CU benchmarking systemsuch
asthe APACHE score (4) or the Mortality Prediction Model component of the IMPACT
ICU model (60). Another sourceof datasetsisthe multitude of registriesand surveillance
datasets established by medical societies such asthe American Thoracic Society’s car-
diac surgery database, or larger registries of multiple datasets such asthe SEER (Figure 1;
Section I1). Finally, there are numerous state and federal governmental and administra-
tive datasets that are often used in secondary analysis such as the MEDPARS, NHDS,
National Death Index, and NSQIP (Figure 1; Section I11).

8.1. Prospectively Acquired Clinical and Outcome Datasets

A good example of a secondary dataset that contains prospectively acquired clinical
and outcomedataisthetypefoundinaclinical information system such asthe APACHE
I CU risk-adjustment system. A hospital that hasthis, or arelated typeof system, will have
among the most clinically valid data and precise outcome measures available. These
datasets not only contain demographic and diagnostic information, they generally also
contain anumber of physiologic variables such asworst recorded valuesfor vital signs,
laboratory values, presence of vasopressor or inotropic support, fluid balances, and out-
comedata (4). Because of the precise collection of variablesin anintensive care unit, the
evaluation of predictors of outcomeismorelikely to bevalid. These datasetsare limited
to patients admitted to a particular area of the hospital such as the ICU where detailed
information is collected. Furthermore, ICUs that collect these kinds of data are usually
located in fairly large hospital s so that the information obtained may not be applicableto
smaller hospitals, outpatient surgical patients, and proceduresin which patients are usu-
ally not admitted to and ICU postoperatively.
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8.2. State Administrative Databases

Data collected by states have resulted in several influential surgical studies, but the
data have been limited by the inconsistenciesin how states collect clinical information.
For example, only 31 states report data on state Medicaid beneficiaries, and several
studies using these datasets have encountered significant inconsistencies in how popu-
lations are defined, how variables are coded, and limited diagnoses fields available
(26,61). Most notably, state data have provided insightsinto the volume-outcome effect
for high-risk proceduresand all owed the study of geographic variationsin the utilization
of new surgical technologies (6). Many statewide databases can be obtained, for alow
price, directly from state hospital associations. Alternatively, the Agency for Healthcare
Research and Quality makes available several state databases through its website.

Oneof themost highly cited studiesof thevolume-outcomeeffect was published using
the Maryland state administrative database (62,63). The investigators demonstrated a
largedifferencein mortality ratesbetween high- and low-volumehospital sfor pancreatic
resection. From 1988 to 1993, there were 502 patients who underwent Whipple proce-
dures, with amortality rate of 2.2% for the single high-volume provider compared with
13.5% at the 38 remaining Maryland hospitals. Several additional state and national
datasetshave confirmed thesefindings. Asaresult, thereare several groups, most visibly
the Leapfrog group, advocating for selective referral of patients requiring pancreatic
resection to high-volume providers (64).

Another useful attribute of state databases is the ability to study changesin hospital
referral patterns within an area. For instance, in asecond study in Maryland, the market
share of all pancreatic resectionsin the state was found to increase from 21% to 59% at
the only high-volume hospital over the study period. These studies highlight the ability
of administrative data to compare outcomes across a broad range of institutions (62).

Dissemination of new surgical technology can also beinvestigated using state admin-
istrative datasets. Often, less-invasive new technology can lower the threshold for inter-
vention and increase utilization rates for the procedures. With this in mind, a study
combining administrative datasets for Vermont, New Hampshire, and Massachusetts
looked at the rate of surgery for gastroesophageal reflux disease (65). The population-
based rate of antireflux surgery morethandoubled over 5yr (1993-1998) from4.8t011.7
per 100,000. During the same period, laparoscopic antireflux surgery was found to in-
crease more than sixfold (1.2—8.9 per 100,000). In addition to the change over time, the
rates of surgery varied across geographic regions. During the most recent 2 yr (1997—
1998), rates of antireflux surgery varied nearly fivefold (5.4—24.5 per 100,000) across
hospital referral regions.

The principal disadvantage of using state databases is the lack of external validity.
Statesmay haveuniquehospital referral patternsthat makeacomparisonwith other areas
difficult. For instance, in the above studies on pancreatic resection, Maryland had only
a single high-volume provider (63). Other factors may also make it hard to generalize
from one state to another. For instance, not every state has the same size population,
demographic composition, or rates of disease.

8.3. National Administrative Databases

Datasetsthat arerepresentativeof all UShospital sareadvantageouswhen aresearcher
wishes to generalize his or her findings to the broadest patient population possible.
However, there is no dataset that contains 100% of all patient discharges in the United
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States. The data that do exist are subsets of hospital data (e.g., Nationwide Inpatient
Sample) or patients (e.g., Medicare inpatient database for acute care hospitalizations.).
The datasets that are samples of hospitals are chosen so they represent all US hospitals
by containing discharge*weights’ that can be applied to their samplein order to extrapo-
late to the entire nation. For instance, the Nationwide Inpatient Sample (NIS) isastrati-
fied, random sample of 20% of US hospitals. For the NIS, hospital and discharge
“weights’ are calculated so they represent the universe of hospitals in the American
Hospital Associationsurvey. The“weight” isinversely proportional to the probability of
being selectedinthe sample. Itisimportant to usethese weightscorrectly when using the
NIS, or other hospital samples, when studying national trendsin utilization or outcomes.
Therearespecial “ survey” commandsthat must be used with statistical softwareto obtain
correct estimates of the standard error and other statistics when using datasets that are
stratified samples.

With the emergence of new surgical techniques there is potential for precipitous
changes in the utilization rates. For instance, recently, less-invasive | aparoscopic tech-
nology for obesity surgery has been introduced. Using the NIS database, the rate of
obesity surgery from 1990 to 1997 was found to more than double from 2.7 to 6.3 per
100,000 adults (66). As previously mentioned, evaluating specific operations using ad-
ministrative data can be limited by the use of ICD-9 codes. For instance, there is no
specific codefor the laparoscopic approach in obesity surgery (30). Thus changesinthe
approach to surgery cannot be directly tested. It isimportant to consider the limitations
of the ICD-9 coding system when interpreting the results of any study using this source
of data.

8.4. SEER

TheSEER Program of theNational Cancer I nstitute (24) (Figurel; Section|l) contains
cancer incidenceand survival ratesinthe United Statesfrom 14 popul ation-based cancer
registries and 3 supplemental registries covering approx 26% of the US population. The
SEER registry also includes information on more than 3 million in situ and invasive
cancers with approx 170,000 new cases added each year. The SEER program routinely
collects data on patient demographics, primary tumor site, morphology, cancer stage at
diagnosis, first course of treatment, and follow-up for vital status. The SEER programis
a comprehensive source of population-based information in the United States that in-
cludesstageof cancer at thetimeof diagnosisand alsoincludessurvival rateswithineach
stage. The mortality data reported by SEER are provided by the NCHS.

Reportablerecordsfor apatient are sent from pathol ogy laboratories, doctors' offices,
and hospitalsto the SEER where apatient set iseither created or modified. Variablesare
collected from three sources: Health Records, Supplemental Records, and other non-
health information sources. A health record contains medical information, such as an
autopsy, cytology, hematol ogy, oncol ogy, pathol ogy, radiol ogy, and radiotherapy reports.
Hospital dischargefilesand thediseaseindex, surgery logs, death certificates, obituaries,
and other similar sources are aso included. Supplemental records are those in which
related dataare contai ned but which contain no healthinformation. Supplemental dataare
used to verify personal data and follow-up information, and may include department of
motor vehicle records, insurance demographic data, Internal Revenue Service records,
state birth records, and voter registration information. Non-health information sources
are limited to census tract information and aname list for race and ethnicity. When the
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patient set is finalized, it is submitted to the SEER database at the National Cancer
Institute. The SEER databaseisupdated annually. Registry dataare submitted electroni-
cally without personal identifiers biannually.

SEER data are available for public use and are free of charge. The SEER 1973-2001
Public-Use data are available in the binary format required by the SEER* Stat software and
inan ASCI| text format which can beanalyzed withaninvestigator’ sown statistical software.
A signed SEER Public-Use Data Agreement isrequired to accessthe data. Any publications
resulting from the use of SEER datarequiresacitation for each database provided by SEER
and should include information about the data submission and rel ease date.

SEER data and SEER* Stat software are available using three methods. The most
common method for accessing the SEER Public-Use Data is to use the SEER* Stat to
accessthedatathroughtheinvestigator’ slnternet connection (SEER* Stat’ sclient-server
mode). Alternatively, an investigator may have CDs containing the dataand SEER* Stat
software shipped to them. These CDs include the binary and text versions of the data.
Finaly, investigators may download two compressed files containing the CD images.
SEER* Stat, the binary data, aswell asthetext data. The dataare constantly checked for
quality and completeness of data reported. Popul ations covered are comparable to the
general U.S. population with regard to measures of poverty and education. A disadvan-
tage of the SEER may be the lack of applicability to some settings since the SEER
populations tend to be somewhat more urban and have a higher proportion of foreign-
born persons than the general U.S. population.

Recent usesof the SEER registry datacan befound in articlesdiscussing thetreatment
of ductal carcinomain situ of the breast (67), valvular dysfunction and carotid, subcla-
vian, and coronary artery disease in survivors of Hodgkin's lymphoma treated with
radiation therapy (68), and morbidity after radical prostatectomy (69).

8.5. Medicare Provider Analysis and Review (MEDPAR)

Perhapsthe most frequently used secondary dataset in the surgical literature has been
the Medicare Provider Analysis and Review (MEDPAR) File (Figure 1, Section I11).
MEDPAR isalimited dataset (L DS) which containsinpatient hospital and skilled nurs-
ing facilities (SNF) records for services provided to Medicare beneficiaries admitted to
Medicare-certified hospitals and SNFs (70). National MEDPAR Data Base consists of
approx 14 million recordsrepresenting M edicare beneficiaries. About 12 millionrecords
are from hospitals and two million records are from SNF. There is also a subset of the
national MEDPAR LDS that has hospitals abstracted by the state of residence of the
Medicarebeneficiary (1). Dataareavailablein 500 character, fixed-length record format
for fiscal and calendar yearsfrom 1987 tothe present (1). MEDPAR fileshaveindividual
hospital stay records coded in ascending order by health insurance claim number, along
with the admission date, and provider number so that the beneficiaries’ records can be
linked to inpatient histories. Specificinformation for each recordincludesthe designated
health insurance claim number, aswell asthe provider number. Other information com-
prise beneficiary demographic characteristics (age, gender, race), admission data, diag-
nosisand surgery information, hospital or SNF resourcesused, detailed chargedata, days
of care, and entitlement data (Table 3) (1). The layout of a MEDPAR record including
coding dictionary can be found at http://www.cms.hhs.gov/data/purchase/M edpar.

The MEDPAR datasets are a valuable tool to health care researchers who require
beneficiary or facility-specific information. MEDPAR continues to be upgraded to per-
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mit anincreasing level of detail on claimssubmitted. MEDPAR includescritical dataon
accommodations, services, and costs associated with each inpatient and SFN stay. These
data allow researchers to follow patterns and outcomes of care provide to Medicare
beneficiaries (1). The collection of information on 14 million beneficiaries allows great
generalizability using the MEDPAR data. In MEDPAR, comorbidity information is
limited and other key determinants of outcomes, such as provider caseload, are not
available (26). Other limitationsinclude those of any administrative database which has
been previously discussed.

Accessto MEDPAR isrestricted becauseit contains patient identifiers. The Expanded
Modified MEDPAR-Hospital File(National) isavailableto personsqualifying under the
terms of the Routine Use Act as outlined in the December 24, 1984, Federal Register and
amended by the July 2, 1985. Thisfile consists of approximately seven 3490E cartridges
and the cost to eligible investigators is $3,655 per year. The Expanded Modified
MEDPAR-Hospital File (State), abstracted by provider state or beneficiary state of resi-
dence, consists of one 3940E cartridge and the cost to eligibleinvestigatorsis $1,080 per
year (1). Recent articles in which the MEDPAR File has been used include studies of
outcomes of surgeon volume and operative mortality rate,[70] coronary stent outcomes
in a Medicare population (71), and hospital cost of endovascular repair compared with
open repair of aortic aneurysms (72).

8.6. The National Hospital Discharge Survey (NHDS)

The National Hospital Discharge Survey (NHDS) (Figure 1, Section Il) isan annual
survey developed by theNational Center for Health Statistics(NCHS) in 1965. It samples
hospital and discharge records for medical and demographic data. In particular, institu-
tions from which the records are sampled are non-federal short-stay hospitals that have
averagelengthsof stay lessthan 30 dfor all patients. The NHDS containsapprox 270,000
inpatient recordstaken from aUS sample of approx 500 hospitals. The NHDSisused for
calculating statistics on hospital utilization and on the nature and treatment of illness
among the hospitalized population (72). “ The database uses a national, stratified multi-
stage probability samplein which patient records are sel ected at random and weighted to
represent more than 30,000,000 hospitalizations that occur annually” (73). NHDS data
comprise age, sex, race, ethnicity, marital status, and expected sources of payment.
Admission and discharge dates and discharge status are al so collected. Coding using the
ICD-9 classification permits collection of patient diagnoses and procedures (72).

The system for data collection by NHDS began in 1965. It was redesigned in 1985 to
improve efficiency and analytic capabilities of the survey by adding discharge data
availablein electronicformsand linking the NHD Sto the design of theNCHS sNational
Health Interview Survey (74). NHDS data are available in publications, on public use
datatapes, datadiskettes, CD-ROMs, and filesthat can be downloaded from theinternet.
Individual year public use data files can be downloaded directly from the NCHS at http:/
www.cdc.gov/nchs/about/major/hdasd/nhds.htm. Multiyear data files for analysis of
trendsmay be obtained on CD-ROM at acurrent cost between $305 and $454, depending
on the year. These and other products are available at the NCHS Data Dissemination
Branch at 301-458-INFO or by e-mail at NCHSquery@cdc.gov.

Recent uses of the NHDS can be found in articles discussing rates of lower extremity
amputation and arterial reconstruction (75), health economic benefits in supplemental
calciumfor the prevention of hipfractures(76), trendsin prostatectomy among black and
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white men (77), abdominal aortic aneurysm repair (72), and patterns of inpatient surger-
iesfor cancers of the lung, female breast, prostate, and the colon and rectum (78).

8.7. National Surgical Quality | mprovement Program

In 1986, the US Congress passed alaw requiring VA hospitalsto track the outcomes
of surgical patients. The NSQIP (Figure 1; Section I11) isanational, validated, outcome-
based, risk-adjusted program for the measurement and enhancement of the quality of
surgical care. TheNSQIPincorporates128 VeteransAffairsMedical Centersand 10 beta
sitesin the private sector. The program compares the quality of surgical care among all
132 VA hospitalsin the United States (79). Based on the results of the National Virginia
Risk Study (NVASRS) andtheV A ContinuousI mprovementin Cardiac Surgery Program
(CICSP), the VA established the NSQIP in 1994 in all the medical centers performing
major surgery (80). In addition to reporting results, the National Virginia Surgical Risk
Study (NSQIP) wasdesignedto providefeedback totheindividual institutionsfor quality
improvement. Sincethe NSQIP began collecting data, there hasbeen a27% reductionin
the 30-d mortaity rate and a45% reduction in the 30-d morbidity ratein VA hospitals(81).

Besides providing reportson hospital performance and feedback for quality improve-
ment, the NSQIP provides arich resource for secondary data analysis. Unlike adminis-
trative databases, the NSQIP has detailed clinical data. Information on preoperative
patient characteristics, intraoperative variables, and postoperative complications are
available for each patient. To further ensure the quality of data collection, each center
receives an audit with repeated data abstraction and estimates of interrater reliability.

Withthelargenumber of patientsandrichclinical detail, many investigatorshaveused
this data source for research purposes (82—85). Several published studies have focused on
the validity of the NSQIP methods (86, 87), whereas other reports have been focused on
therisk of adverseoutcomesfor particular procedures(88). For example, onerecent study
investigated thefrequency of strokeafter noncarotid vascular surgery (89). Giventhelow
stroke rate (<0.6%), single institution studies would not provide meaningful findings.
However, using the NSQIP, there were 2551 abdominal aneurysm repairs, 2616
aortobifemoral bypassoperations, 6866 |ower extremity bypasses, and 7442 major lower
extremity amputations(79). Using thislarge dataset, theauthorswereableto demonstrate
several risk factorsfor stroke (i.e., mechanical ventilation, previous stroke, and return to
the operating room). Other recent uses of the NSQIP can befound in articles discussing
ademonstration project of NSQIPin non-V A hospitals (64), surgeon volume and opera-
tive mortality, outcomes in transthoracic versus transhiatal esophagectomy patients,
pancreaticoduodenectomy for periampullary cancer (64), and appendicitis (80,81).

Despite the clear advantages of the NSQIP compared with administrative databases,
therearesomeproblemswithit. First, theexternal validity isquestionable. Patientsin VA
hospitals tend to be older males and do not represent the entire US population. Second,
the data are not universally available to the public. The database may only be accessed
by VA investigatorsandtheir institutional partners, such asnon-federal academic centers
(e.g., Emory University, the University of Kentucky, and the University of Michigan) as
well asarecent private sector initiativewith the American College of Surgeonsinvolving
11 additional university hospitals (90). The NSQIP provides an infrastructure for VA
investigatorsto query the database and produce scientific presentationsand publications.
The NSQIP executive board must approve the use of the data through aformal review
process. Forms can be requested from the NSQI P and a standard proposal is submitted.
Both university and VA hospital IRB approval isalso required for the release of datato
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investigators. Recently, the NSQI P approach has been expanded into the private sector,
with data from more than 50,000 operations from more than a dozen hospitals now
available (90, 91). This additional datawill be an added resource that may help to over-
come the problems with external validity. So far, however, most of the medical centers
arelargeacademic centersand thedataarethereforenot yet applicabletoall UShospitals.

9. CONCLUSIONS

Secondary dataanalysisisacommonly used study methodology inthe surgical litera-
ture. Because of the expanding use and number of clinical and administrative datasets,
itislikely that more research pertaining to surgical patientswill be donein this manner.
The strengths of largerel atively easy to obtain datasets must be tempered by the limited
clinical and diagnostic precision found in many of them. In the future, merging admin-
istrative data with more clinically granular data will likely improve prognostication,
quality improvement efforts (such as the NSQIP is already accomplishing), and cost-
effective analyses. It isalso possible that in the future regulatory agencies and payers of
health carewill demand these kinds of datato support continued patient referralsor care.
Medicare populations and patients belonging to a managed care organizations may be
among the first to require these data.
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ADictionary of Epidemiology by John M. L ast definesoutcomesresearch as* research
on outcomes of interventions.” Outcomes research defined in this manner comprises
much of the effort of clinical epidemiologists. However, the Institute of Medicine elabo-
rates on this definition of outcomes research to include the “...inquiry, both basic and
applied, that examinestheuse, costs, quality, accessibility, delivery, organi zation, financ-
ing, and outcomes of health care servicesto increase the knowledge and understanding”
of the structure, processes, and effects of health servicesfor individual s and populations
(). As this description entails, the field of outcomes research has certainly extended
beyond clinical epidemiologists and it has become increasingly important to define,
examine, and evaluate the definition, use, and val ue of outcome measurementsfor all of
thosewho participatein thistypeof research. In particular, surgical disciplineshavelong
been interested in the outcomes of treatment to determine whether that treatment was, in
fact, effective. The most commonly used types of outcomesinthe surgical disciplineare
those that measure the disease process. mortality and morbidity. This is primarily a
function of the notion that surgery is often directed toward ameliorating abnormalities of
structure or function (2). In this chapter, we discuss the traditional measures of outcomes
such asmortality and morbidity asend points, specific typesof theseindicators, sources of
these types of information, and the strengths and limitations associated with using them.

1. MORTALITY AS AN END POINT

Theterm mortality means* death” or describesdeath or related i ssues, andinformation
on mortality isacentral facet of vital statistics, epidemiology, and demographic data. In
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Figure 1: Example of a standard certificate of death for the state of Michigan.

fact, the accounting of deathsis one of the most highly developed reporting systemsin
the country. By 1933, the US Bureau of Census’ Death Registration covered the entire
United States (3). Death certificates, originally considered legal documents, arethe most
widely used source of mortality data, and are considered the most representative of the
general population (Figure 1). When a death occurs, the name, date, and place of death
of the deceased are recorded, and cause of death certified by a physician, medical exam-



Chapter 12 / Traditional Outcome Measures 205

Table 1
Total Mortality, Crude Mortality Rates, and Age-Adjusted Mortality Rates
for the 15 Leading Causes of Death for the Total Population of the United States in 2000*

Total Crude  Age-Adjusted
Mortality Mortality Mortality

Rank  Cause of Death (n) Rate Rate

All causes 2,403,351 873.1 872.0

1 Diseases of the heart 710,760 258.2 257.9

2 Malignant neoplasms 553,091 200.9 201.0

3 Cerebrovascular diseases 167,661 60.9 60.8

4 Chronic lower respiratory diseases 122,009 44.3 44.3

5 Accidents (unintentional injuries) 97,900 35.6 355

6 Diabetes mellitus 69,301 25.2 25.2

7 Influenza and pneumonia 65,313 23.7 23.7

8 Alzheimer’s disease 49,558 18.0 18.0

9 Nephritis, nephritic syndrome,

and nephrosis 37,251 135 135

10 Septicemia 31,224 11.3 114

11 Intentional self-harm (suicide) 29,350 10.7 10.6

12 Chronic liver disease and cirrhosis 26,552 9.6 9.6
13 Essential (primary) hypertension and

hypertensive renal disease 18,073 6.6 6.6

14 Assault (homicide) 16,765 6.1 6.1

15 Pneumonitis from solids and liquids 16,636 6.0 6.0

All other causes 391,904 142.4 —

*Mortality ratescal culated onannual basi sper 100,000 persons; age-adjusted mortality ratesstandardized
to the year 2000 US popul ation (46).

iner, or coroner. If an autopsy is performed, the results are also recorded. A funeral
director isresponsiblefor obtaining personal information about the decedent, compl etes
the death certificate, and files the certificate with the local health department or state
office of vital statistics.

Death certificatesprovideval uableinformation not only onthetotal number of deaths,
but al so useful demographicinformation and important facts about the deceased, such as
date of birth and death, cause of death, place or residence, sex, occupation, and marital
status. The main cause of death and any underlying causes of death in the United States
and much of theindustrialized world are classified using the World Health Organi zation—
derived International Classification of Disease coding (4, 5). Theinformationfrom death
certificates is ultimately sent to the National Center for Health Statistics (NCHS). The
NCHS publishes reports annually on the actual number of deaths and death ratesin the
United States by age, sex, race, geographic area, occupation, cause of death, and other
demographic variables (Table 1). International comparisons of mortality rates are pos-
siblein part because of the requirement of certification of death and the use of standard
death certificates and International Classification of Disease coding for causes of death
in many countries (4, 6). Additional sources of mortality datainclude: financial records
(insurance, pension), hospital records, Medicare/Medicaid records, and occupational
records (7).
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To accurately interpret mortality data, it isimportant to understand how mortality
can be calculated. Mortality can be expressed as either a count, ratio, proportion, or
rate. A count of mortality issimply ameasure of the total number of deaths and can be
limited to a specific time period, population, or cause. For example, there were 1424
deaths from coronary bypass surgery intheyears 1994 to 1996 in New Y ork state (8).
A primary limitation of count measuresis that there is no reference denominator. For
example, 10 deaths from prostate cancer would be interpreted very differently if they
occurred among 15 men vs 1500 men. A ratio, on the other hand, includes both a
numerator and a denominator. A ratio is used to compare two similar constructs, and
is the value obtained by dividing one quantity by another quantity. A ratio can be
expressed asafraction. For example: thereweretwo malesto every femalein the study,
or the ratio of males to females was 2/1. In aratio, the numerator is not necessarily
included in the denominator. A proportionisatype of ratio in which the numerator is
included in the denominator and is the result of one part being divided by awhole. A
proportion can and is often expressed as a percentage. For example, if there are 50
femalesin a study containing 200 people, than the proportion of femalesin the study
is 50/200, or 25%.

Oftenasimple proportion doesnot provide adequate information for clinical meaning
or comparison. Consider anews report that states that 25% of patientsin arecent study
who underwent open-heart surgery died from heart failure. Thereader cannot glean much
import from this statement because we are not told what the numbers are being compared
with: “25% of how many people?’ The interpretation of these results would be quite
different if there were 4 people in the study or 40,000. A small study population might
suggest results are not representative of the entire population, whereas a large study
populationwouldindicateagreat number of peopleareat risk. Furthermore, theinclusion
of information regarding timein the datawould provide even greater significanceto the
statistics: 25% of the 40,000 men dying within 1 mo would have very different risk
implications to both patients and physicians than if 25% of the 40,000 men dying
within 10 yr.

Knowing the number of people with an outcome, the study population size, and the
study time period allows for the calculation of arate. A rate defined as “a measure of
frequency or occurrence of a phenomenon” is specifically, the number or frequency of
an outcome per unit of population, in aspecified period (9). The use of rates rather than
raw numbersisessential for the comparison of experience between popul ationsat differ-
ent times, different places, or among different populations. A rate formula includes a
numerator (the number of disease events or individuals affected), a denominator (the
midpoint popul ation of the study), and aspecified timeperiod (seeformula) (5). Notethat
because the population changes over time, often the number of personsin the population
at the midpoint of the specified period is generally used as an approximation of the total
population in the denominator. Furthermore, the results are usually multiplied by a con-
stant (1000; 10,000; 100,000) to enable a standardized unit of population for interpreta-
tion. Time periods are standardized aswell (i.e., 1 yr). For example, in 1998, there were
153 inpatient surgical proceduresin the United States per 1000 of the population (10).
The numerator of arateis confined to a specific set of characteristics such as age, sex,
race, occupation, or any variablewewishto evaluate(i.e., thosewho underwent i npati ent
surgery in the United States). The denominator is limited to the population of the study
group (i.e., US population). The rate formula must be balanced. For example, if the US
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Figure 2: Crude mortality rates (per 100,000 persons) for all causesin the United States1950—
2000 (15).

populationisthe study group, then the numerator must be restricted to inpatient surgical
proceduresin the United States. The denominator restrictsthe rate formulaby determin-
ing the population at risk for an outcome, and the numerator includes only those affected
by the outcome (5).

Rate _ Number of eventsin a specified time period

= x 1000
(Per 1000 population)  Total population at midpoint of specified period

2. MEASURES OF MORTALITY

2.1. Mortality Rates

A mortality rate is a measure of the frequency of occurrence of death in a defined
population during a specified interval of time. There are several measures of mortality
which can be defined as crude, adjusted, or specific. Crude mortality rates are based on
the number of eventsthat occur in atotal populationin acertain period. Although crude
mortality ratesrelay vital eventinformation and are useful for comparison of one country
to another, they are only a summary rates derived from limited information. Crude
mortality rates do not take into account the unique characteristics or behaviors of a
population. Furthermore, they fail to show differencesin and between population sub-
groups, becausethey do not takeinto account, for example, age, race, sex, socioeconomic
status, or any other factor that could affect the probability of death (Figure 2). Adjusted
mortality rates, therefore, represent mortality ratesthat are mathematically transformed
to allow for comparisons among and between populations that differ in traits that may
affect risk of death (5). Using age-adjusted mortality rates, for example, we can more
accurately compare prostate cancer mortality among various countriesfor the year 2000
(Figure 3) (11). Finally, specific mortality rates provide detailed information, and ex-
presstherate of death for specific groupsin the population defined, for example, by age,
race, sex, marital status, religion, occupation, geography, or cause of death (4). Specific
measures of crude, adjusted, and specific mortality ratesand their calculationsand inter-
pretations are discussed further in the next section.
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Figure 3: Age-adjusted mortality rates (per 100,000 person-years) for prostate cancer in selected
countries for the year 2000. Mortality rates standardized to the year 2000 world population (47).

2.2. Crude Mortality Rates

The most basic measure of mortality isacrude mortality rate, which measures death
from all causes for a population during a specified time period. Crude death rate is
calculated by the formulabelow (5, 7).

Crude mortality rate  _ Total number of deaths during specified period 100.000
(per 100,000 population)  Total population at midpoint of specified period ’

A common measure of a crude mortality rate is an annual mortality rate, simply
defined asthetotal number of deathsthat occurred during aspecific 12-mo period divided
by the total population during that same 12-mo period (Figure 2) (5, 7).

Annual mortality rate - Total number of deaths during a specific 12-mo period % 100.000
(per 100,000 popul ation) Total population at midpoint of the 12-mo period ’

2.3. Specific Mortality Rates

Specific mortality rates are often generated from demographic components such as
age, race, sex, or occupation, or to select for specific groups or subgroups within the
population. A specific mortality rate selects for a particular component of the crude
mortality rate and enables a more detailed view of a specific subgroup, providing more
meaningful information than a crude mortality rate. A specific mortality rate is defined
in the same manner as a crude mortality rate, except the numerator and the denominator
arelimited to aspecific group (5). For example, the age-specific mortality ratefor adults
ages 25-34 would be calculated as:

Number of deathsin persons

Age-specific mortality rate  _  ges25-34 in aspecified period | 145 oo
(per 100,000 popul ation) Total persons ages 25-34 at
midpoint of specified period
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Specific mortality rates for any other variable (i.e., sex) or subgroup are determined
inthe samefashion. The age- and sex-specific mortality ratesfor the United Statesinthe
year 2001 are shown in Figure 4.

2.4. Adjusted Mortality Rates

Oftenit is of interest to compare mortality between two different groups or popula-
tions. However, when comparisons are made between different groups or populations
that inherently differ intheir risks of death from factorsor characteristicsthat are present
inthe two populations, an adjustment of the dataisrequired. Adjustment or standardiza-
tion of mortality rates allows for the comparison of mortality rates among groups that
differ in risk from various factors, by controlling for differences in these select factors
withinthepopulations. For example, because agestructuresoften elicit thegreatest effect
on death and morbidity ratesin apopulation, age is the most common variable rates are
adjusted for (Figure 5). Thus to compare risks of two or more popul ations at one point
intimeor one popul ation at two or pointsintime, researcherstypically useage-standard-
ized/age-adjusted rates. An age-adjusted mortality rate is a summary measure of
the mortality rate that a population would have if it had a standard age structure. Age
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Figure 5: Age-adjusted Surveillance, Epidemiology and End Results program (SEER)
average annual incidence rates (per 100,000 persons) of prostate cancer, United States
1992-1998, according to age. Incidence rates standardized to the year 2000 US popul a-
tion (48).

adjustment eliminates the influence of different age distributions on the mortality
rates of two populations being compared (4,5). Age-adjusted rates are primarily
useful for comparisons with other age-adjusted rates that are standardized to the
same population only as their absolute value depends on the age distribution of
the standard population chosen (Table 2). Adjustments can be made for many
variables such as race, sex, or marital status. Using age as an example, mortality
rates can be age adjusted in two ways: the direct method and the indirect method.
Both methods are similar in that they consist of taking aweighted average of age-
specific mortality rates. The difference between the two lies simply in the source
of weights and rates.

2.4.1. DIRECT METHOD

Inthedirect method, theage-specific mortality ratesof thetwo or moregroupsthat one
wishesto compare are applied to a popul ation with aknown age distribution, referred to
as a standard population (i.e., US population). This eliminates differences in observed
rates that result from age differences in population composition. The formula for age-
adjusted mortality rate is shown below. In summary, multiplication of the age-specific
rates by the standard population number within each age group generates the expected
number of deaths that would have occurred in the standard population had the age-
specificratesexisted for that population (5). The expected numbersof deathsfor each age
group in the respective populations are then summed, yielding the total number of
expected deathsin each population. Thetotal expected numbersof deathsdivided by the
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Table 2
Age-Adjusted Mortality Rates* by Race and Sex, United States 2000
Race Deaths per 100,000
Male Female

White 1029.4 715.3
Black or African American 1403.5 927.6
American Indian or Alaskan Native 841.5 604.5
Asian or Pacific Islander 624.2 416.8
Hispanic or Latino 818.1 546.0

*Mortality rates (per 100,000 persons) standardized to the year 2000 US popu-
lation (15).

Table 3
Calculation of Age-Adjusted Cancer Mortality Rates Using the Direct Method*
2000 Cancer
2000 Population Mortality Rates Expected Deaths
(in Thousands) per 100,000 in 2000
Age (yr) (@) (b) (a*h)
<1 3795 24 91.08
14 15,192 2.7 410.18
5-14 39,977 25 999.43
15-24 38,077 4.4 16,75.39
25-34 37,233 9.8 36,48.83
3544 44,659 36.6 16,345.19
45-54 37,030 1275 47,213.25
55-64 23,961 366.7 87,864.99
65-74 18,136 816.3 148,044.17
75-84 12,315 1335.6 164,479.14
75-84 4259 1819.4 77,488.26
Total 274,634 548,259.90
Age adjusted cancer mortality rate = 548,259.90 = 199.6/10°

274,634,000

*Mortality rates (per 100,000 persons) standardized to the year 2000 US popul ation (15).

total standard population produces age-standardized mortality rates for the individual
populations that can then be compared (Table 3).
Age standardized rate (direct method) = Z (r; X p)) .;nl

T

wherer; = rate in age group i in the population of interest
p; = standard population in age group i
n = total number of age groups in the population of interest
P = thetotal standard population
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2.4.2. INDIRECT METHOD

The indirect method of age-adjustment is more frequently used, because it is prefer-
ential if thereare small numbersof peoplein specific age groups. Becausethe death rates
used arefrom the standard popul ation, they tend to bemoreaccurate (5). To comparetwo
populations with differing age distributions using the indirect method, we first need to
establish the expected number of deathsin the populations. Death rates from a standard
population are used to cal cul ate the number of deaths that would have been expected in
the study populations had people died at the same rate as the standard population. The
expected numbers of deaths in each age stratum of the study popul ations are cal cul ated
by multiplying the age-specific rates of a standard population by the age-specific popu-
lation number of the study groups. The total number of expected deaths for each study
population is then calculated by summing the expected number of deaths for all age
groups (12). Aswith the direct method, the total expected numbers of deaths divided by
thetotal standard population produces age-standardized ratesfor theindividual popula-
tions that can then be compared (Table 4).

Age standardized rate (indirect method) =% (R x p) i

1

-Ul”:)

where R = ratein age group i in the standard population
p; = population of interest in age group i
n = total number of age groups in the standard popul ation
P = thetotal standard population

2.5. Standardized Mortality Ratio

In retrospective cohort or other studies measuring mortality, we often obtain informa-
tion regarding the number of the number of deaths from a disease or condition that have
been observed among the study popul ation. To determine whether the number of deaths
that have been observed among astudy population are more or lessthan one might expect
in the general population based on the age structure of the population, a standardized
mortality ratio (SMR) is calculated. Rates from a standard popul ation are used to cal cu-
late the number of casesthat would have been expected in thisgroup had they devel oped
disease at the same rate as the general population. The indirect method is used to deter-
mine the expected numbers of deathsfor cal culating the SMR (5). The expected number
of deathsin each stratum (i.e., age) of the study population is calculated by multiplying
the stratum-specific rates in the standard population by the number of person-yearsin
each category. The sum of the expected number of deathsin each stratum yieldsthetotal
number of expected deaths. The SMR, as shown in the formulabelow, isthen cal cul ated
astheratio of observed numbers of deathsin a selected group divided by the number of
expected deathsin the same group, and multiplied by 100toyield arate. Table 4 presents
hypothetical datafrom aretrospective cohort study of benzene plant workersfrom 1965
t01975. Amongtheseworkers, 86 cancer deathswereobserved. To cal cul atetheexpected
number of cancer deaths, we multiply the number of person-yearsin each age-specific
cohort of the study population by the category specific mortality rate among US white
mal es during each study timeinterval (standard population). Adding the expected num-
ber of cancer deathsfor each age-time stratum yieldsthetotal number of expected cancer
deaths in the cohort. In the example provided in Table 4, the total number of expected
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Table 4
Calculation of Age-Adjusted Cancer Mortality Rates Using the
Indirect Method and Standardized Mortality Ratios (SMR)*

Person-Years 2000 Cancer Mortality Expected Cancer
in Cohort Rates US White Males Deaths
Age Group (@ (per 100,000) (b) (a*b)
25-34 1446 929 1.34
35-44 1332 30.9 0.41
45-54 1228 1235 152
55-64 1252 401.9 5.03
65-74 1169 984.3 20.29
75-84 889 1736.0 15.43
85+ 742 2693.7 19.99
Total 8058 64.01
Age adjusted cancer mortality rate = 64.01 = 794.4/10° person-years
8058

Example. In ahypothetical retrospective cohort study of benzene plant workers conducted from
1965 to 1975, 86 cancer deaths were observed.

Expected cancer deaths = 64.01

SMR = observed/expected x 100%
86/64.01 x 100%
134%

Thusthe benzene plant workershad arisk of cancer mortality approx 34% greater than white men
in the general population.

*Mortality rates (per 100,000 persons) standardized to the year 2000 US popul ation.

cancer deaths was 64. The SMR is calculated as: 86/64 = 134%. Thisratio can be inter-
preted in the following manner: the benzene plant workers had arisk of cancer mortality
approx 34% greater than white men in the general population (12). Thus the SMR indi-
cates the excess risk of death due to a specified cause among a study population.

Standardized Mortality Ratio = Observed deaths x 100
Expected deaths

2.6. Proportionate Mortality Ratio

To examinetheimpact of death from a specific cause on apopulation, the proportion-
atemortality ratio (PMR) isused. A PMR isauseful measure when one hasinformation
on the numbers and causes of death among an exposed group in a study population, but
not the structure of the population from which the study group arose. The PMR isdefined
astheproportion of total deaths dueto aspecific causein agiven period per unit of deaths
that occur in the same period and represents the proportion of deaths attributed to a
specified cause among a study population. To determine the PMR, the proportion of
deaths from a specified cause relative to all deaths among a study population is divided
by the corresponding proportioninacomparison population, and multiplied by aconstant
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Table 5
Calculation of the Proportional Mortality Ratio (PMR)

Example. In astudy of mortality among a cohort of male herbicide plant workers between 1970
and 1997, atotal of 76 deaths were observed, 19 of which were attributable to cancer.

The proportional mortality for cancer among this cohort:
= 19/76 x 100%
= 25.0%

The proportional mortality for cancer in the general population of US males of comparable
age in 1980 was 21.0%.

Expected cancer deaths = (76) x (0.210)

16.0

PMR = -0bserved number of deaths from specified cause y 1009,
expected number of deaths from specified cause

19/16.0 x 100%

1.19 x 100%
119%

Thus the proportion of deaths attributable to cancer was almost 1.2-fold as great among the
herbicide plant workers as among the US population.

*Datafrom MacLennan et al 2003 (49).

unit of death (i.e., 100), as shown in Formula 1 (12). The number of deaths among
veteransfrom prostatectomy within 30 d of surgery, divided by thetotal number of deaths
from all surgery inthe Veterans Administration (VA) hospitalsin that time period, isan
exampleof aPMR. Alternatively, the PMR canbecal culated aswiththe SMR by dividing
the observed deathsfrom aspecific cause by theexpected number of deathsfromthesame
cause, and multiplied by 100, as shown in Formula 2. The expected number of deathsis
the number that would have occurred if the proportion of deaths from a specified cause
relativeto all deathsin the study population were the same as the corresponding propor-
tioninthe general population. Again, the expected number of deaths can be determined
by either the direct or indirect method. The PMR can be useful in determining the extent
to which a specific cause of death contributesto the overall mortality within a subgroup
or population (5). In addition, the PMR is often a more useful measure than the SMR,
because the SMR requires knowledge of the age-specific death rates for a population,
whereas the PMR only requires knowledge of the proportion of cause-specific deaths
observed in each age stratum. Consequently, the PMR can be used when only death
certificates are available. A limitation of the PMR isthat underlying differencesin lead
causes of death among popul ations may make comparisons misleading (12).

Table 5 presents data from a study of mortality among a cohort of nuclear shipyard
workers. Between 1959 and 1977, 146 deaths were observed among the workers, 56 of
which were attributable to cancer. The proportional mortality for cancer among the
cohort is calculated as 56/146, or 38.4%. Among the general population of US white
malesin 1970, the proportional mortality for cancer was 21.5%. The expected number
of deaths can then be cal culated as the product of the total number of deaths observed in
the cohort and the proportionate morality among the standard population. In the example
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provided in Table 5, the expected number of cancer deathswas 31.4. Thusthe PMR can
be calculated as: PMR = 56/31.4 = 178% and interpreted in the following manner: the
shipyard workers had a risk of cancer mortality approx 78% greater than men in the
general population (12).

Proportional Mortality = Proportion of deaths from specified cause (exposed)

Ratio (1) Proportion of deaths from specified cause
(comparison popul ation)

x 100

Proportional Mortality _ Observed deaths from specified cause
Ratio (2) Expected deaths from specified cause

x 100

2.7. Case Fatality Rate

The casefatality rateistherate or proportion of personsdying from acertain disease/
event within the same period, as shown in the formulabelow (5). Thisrate is most often
used in the setting of infectious disease to measure pathogenicity, severity, or virulence
of an outbreak. However, the case fatality rate can be used to measure acute deaths
elicited by other causes such as injury. In the context of a surgical procedure, a case
fatality rate can be defined as the number of patients who undergo a specific surgical
procedure and die, divided by the number of patients who undergo that surgery, and
multiplied by 100.

Case Fatality Rate = Number of deaths by a certain disease in a specified period % 100

Number of cases of disease in the specified time period

For example, inaNational Surgical Quality Improvement Program (NSQIP) study of
mortality among 16,994 patients after lower extremity amputation, 1318 postoperative
deaths occurred within 30 d of amputation. This represents a case-fatality rate of 1318/
16,994 =.078 or 7.8% (Figure 6) (13). Becausethe casefatality rateisdimensionless (no
units), itislimited in theinformation that it provides. Clinical medicine requiresatime
unit for fair comparison (4, 14). A more useful measure is the cause-specific mortality
rate, which measures the risk of death from a specific condition.

2.8. Cause-Specific Mortality Rate

The cause-specific mortality rate specifies the rate of death from a specific cause or
source. Defined as the number of deaths from a cause in ayear divided by the average
population, and multiplied by a population constant (i.e., 100,000), the cause-specific
mortality rate is often cited as the most important epidemiologic index available (7).
Mortality ratesfor any specific surgery or disease can be presented for the popul ation or
any subgroup specified by age, sex race or other variable (Table 1). Using a subgroup,
the numerator of the cause-specific mortality rateincludes deathsfrom acertain disease/
surgery for the subgroup in a certain time period. The denominator isthetotal subgroup
population for the same period, and the entire expression is multiplied by aconstant unit
of population (i.e., 100,000). Age-adjusted rates are often used in the calculation of
cause-specific mortality rates, because age patterns of deaths from diseases such as
cancer show distinct changes from one age category to the next (5). The age-adjusted
prostate cancer-specific mortality ratesfor various countriesin the year 2000 are shown
in Figure 3.
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Figure 6: Case fatality rate among lower extremity amputation patients according to renal func-
tion. (Postoperative deaths within 30 d of amputation) (13).

Cause-specific mortality rate _ Number of deaths from a specific cause in ayear
(per 100,000 population) Total persons at midpoint of year

x 100,000

2.9. Life Expectancy

Age is the most clear-cut predictor of differences in death or disease rates between
various populations. Life expectancy, defined as the average number of years an indi-
vidual of agivenageisexpectedtoliveif current mortality ratespersist, isabasic measure
of thehealth status of apopul ation and can be used to comparedifferent racesor countries
(4,5). Shiftsinlife expectancy are often used to describe trendsin mortality becauselife
expectancy at birth is heavily influenced by infant and child mortality, whereas life
expectancy later in lifereflects death rates at or above agiven age and isindependent of
the effect of mortality at younger ages (Table 6) (15).

2.10. Years of Potential Life Lost

Another important measure of health status based on mortality data that has been
increasingly used over recent yearsisyearsof potential lifelost (YPLL). Y PLL takesinto
account the value of human life and the economic implications of the loss of human
productivity. Y PPL isameasure used to distinguish theimplications of deathsthat occur
early inlifeascompared with deathsthat occur later inlife. When death occursat ayoung
age, thereis a greater loss to society in terms of cost of training, labor, tax dollars, and
productivity than when death occurs at an older age.

The YPLL rate represents years of potential life lost per 1000 persons, assuming a
healthy productive work life based on aretirement age of 65. YPLL for anindividual is
cal culated by subtracting theageat death froman end point age (e.g., 65). Thetotal YPLL
for apopulation is calculated by summing the individual YPLLs. The YPLL rateisthe
total YPLL, divided by the popul ation under theend point age, and multiplied by constant
population unit (i.e., 1000) (Figure 7) (5).

Total years of potential life lost
Total population under end point age

YPLL rate = x 1000
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Table 6
Life Expectancy (yr) at Birth for Selected Countries According to Sex: 1980-1998.

Male Female

Country 1980 1990 1995 1997 1998 1980 1990 1995 1997 1998

Australia 710 739 750 756 759 781 801 808 813 815

Canada 717 744 751 758 76.0 789 808 811 813 815
Cuba 722 746 754 757 758 — 769 777 780 782
France 702 727 739 746 748 784 810 819 823 824
Greece 722 746 750 756 755 76.8 795 803 808 80.6
HongKong 716 746 760 772 774 779 803 815 832 830
Israel 722 751 755 761 762 758 785 795 804 806
Italy 711 738 750 759 759 777 805 816 821 822
Japan 734 759 764 712 712 788 819 829 838 840
Norway 723 734 748 754 755 792 798 808 810 813
Spain 725 732 743 749 748 786 804 815 819 822

Sweden 728 748 759 767 769 788 804 813 818 819
Switzerland 728 740 753 763 76.3 796 807 817 821 824
United States 70.0 71.8 725 736 738 774 788 789 794 795

Source: Fried et a 2003 (15).
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Figure 7: Years of potential life lost (YPLL) before age 65: United States 1998 (50).

2.11. Survival Rate

When chronic diseases or eventsthat take along timeto occur are evaluated, survival
isoften apreferred measure rather than the mortality rate. In clinical studies, the rates of
development of unwanted outcomesincluding death are frequently measured in terms of
survival or the proportion of the study group remaining free of outcome astime passes(16).
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Figure 8: Five-year relative survival rates for prostate cancer, according to race: United States
1974-1998 (48).

A survival rateisthecumulative probability of surviving aspecifiedtimeperiod (5). The
survival rate, or the probability of surviving within a specific period after diagnosis, is of
clinical and patient importance (7). To calculate surviva rates, data describing the time
from entry into the study until death or withdrawal from the study are collected for each
patient or subject. The period of referenceis specified by the investigator. For example, a
5-yr survival rate enumerates the number of patients alive after 5 yr divided by the total
number who underwent a particular treatment (Figure 8). Survival rates allow for the
comparison of different populations even when the populations are observed for different
lengths of time and can be used in any study that measures time to a particular event (4).

3. SOURCES OF MORTALITY DATA

Vital statistics or events, refers to the process of “ collecting, recording, and statisti-
cally analyzing data on morbidity, mortality, life expectancy, births, deaths, marriages,
divorces, demographics, and census data”’ (5). Data from local and state agencies are
reported to national centers such as the US Public Health Service, Centers for Disease
Control and Prevention, and NCHS that compile and distribute health data.

3.1. NCHS

Thenation’ sprincipal health statisticsagency, the NCHS, collects and publishes data
on births, deaths, marriages, divorces, and other events in the United States (17). The
NCHS collects these data from birth and death certificates, medical records, interview
surveys, and through direct physical exams and laboratory testing. Since 1985, all 50
states have participated in computerized reporting of vital statisticstothe NCHS. A total
of 99.3% of al births in the United States are registered, and it is widely assumed
reporting of deathsis as complete (5). Provisional deaths rates by cause, age, race, and
sex are estimated from the Current Mortality Sample. The Current Mortality Sampleis
a10% systematic sampling of death certificatesreceived each monthinthevital statistics
officein the states, territories, and New Y ork City.

Overall, the NCHS functions to document the health status of the population and
important subgroups, identify disparitiesin health status and use of health care by race,
ethnicity, socioeconomic status (SES), region, and other popul ation gradientsto describe
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experienceswith the health care system, and to monitor trendsin health statusand health
caredelivery. NCHSpublicationsincludetheNational Vital StatisticsReportsand Health,
United Sates, an annual report on national trends in health statistics.

3.2. Health Insurance and Health Maintenance Organizations

Health insurance companies, health maintenance organizations, and medical clinics
are other sources of vital eventsdata. The usefulness of health insurance dataislimited,
in that the data represent only the clientele of the insurance company or health mainte-
nance organization, and not the general population, so may be subject to selection bias(5).

3.3. Surveillance, Epidemiology, and End Results Program

The Surveillance, Epidemiology, and End Results Program (SEER) in the National
Cancer Ingtitute collects and publishes cancer incidence and survival datafrom 11 popu-
| ati on-based regi striesand 4 suppl emental/expansi on regi striescovering approx 26% of the
US population (18). The SEER registries routinely collect data on patient demographics,
diagnosis/primary tumor site, morphology, stageat diagnosis, first course of treatment, and
follow-up for survival status. The SEER Program is the only comprehensive source of
population-based information in the United States that includes stage of cancer at thetime
of diagnosis and survival rates within each stage. Population estimates used to calculate
incidence rates are obtained from the US Bureau of the Census, and mortality and life
expectancy datais obtained from the National Center for Health Statistics (Figure 5).

3.4. The National Institute for Occupational Safety and Health

The National Institute for Occupational Safety and Health, created by the Occupa
tional Safety and Health Act of 1970, is auseful source of data on injuries sustained at
work, deaths from injuries at work, and deaths from work-related diseasesin the United
States (19).

4. STRENGTHS AND LIMITATIONS OF MORTALITY DATA

Mortality ratesarevital statisticsthat allow for understanding of how much adisease
or medical eventisregularly occurring inthe population, and provide useful information
ontheoverall effect of adiseasein population (5). Mortality rates present data/statistics
in an easily understandable manner, and are comparable from one population group to
another. Many studies of health outcomeslook primarily at mortality, becauseitiseasily
defined, readily measured, widely available, and is avaluable measure to patients (20).
Despiteitsusefulness, the mortality rateisasummary rate devel oped from minimal data
and limited information and reflects only one aspect of health (5). Researchers may find
it preferable to use survival rates rather than mortality rates to measure a particular
outcome becausetrendsin mortality datamay beartifactual : reflecting changesin coding
practices(International Classification of Diseaserevisions, training of physicians); diag-
nostic capabilities (new tests, procedures for assigning diagnosis); or the denominator
population (changing geographic coverage or census inaccuracies). Furthermore, mor-
tality rates tend to be more appropriate for short-term risks (i.e., when outcomes [mor-
tality] occurs within relatively short periods). Survival rates are preferred for cases of
chronic diseases when outcomes (mortality) may take longer to occur (6).

However, several limitationsexist intheuse of survival ratesaswell. In most survival
curves, the earlier follow-up periods usually include results from more patients than the
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later periods, and are therefore more precise. The study time interval must also be long
enough to capture clinically meaningful events. In addition, results can be affected if too
many people drop out of a study, and survival analysis can be subject to bias from
competing risksor causesof death. If thestudy follow-up periodislong, thenthesurvival
ratewill reflect not only deaths from a specific cause, but also those from general causes
of mortality inthe population. Additionally, lead-timebiascan occur if study patientsare
not all enrolled at similar, well-defined points in the course of their disease, and results
in differences in outcome over time that may merely reflect differences in duration of
illness. Lead time biasis an apparent increase in survival from earlier detection without
any alteration in the natural history of disease.

Finally, the limitation of mortality datafound in reports published by the government
or other organizations is that the data may vary in their source, method of collection,
definitions, method of reporting, and time period. Often, military personnel, institution-
alized persons, or peopleliving in nursing homes are excluded from studies, which may
lead to under- or overreporting of a health condition. Furthermore, records may be inac-
curate or incomplete, data collection systems are subject to error, and studies may be
limited to only certain members of the population (5). Selection bias occurswhen differ-
ent criteria are used to select study and control subjects and is often encountered when
aselective or convenience sampl erather than atruerandom sampleisused. Furthermore,
heal th maintenance organi zations or other health insurance databases may have been set
up for administrative purposes, thuslimiting their clinical usefulness. Vital statisticshave
to be collected, compiled, and distributed in a standardized manner for correct interpre-
tation and comparison.

5. MORBIDITY AS AN END POINT

Morbidity is defined as a measure of the amount of illness, disability, or injury in a
defined population. Up to this point, we have described how mortality is defined, how
information regarding mortality is gathered, and how mortality statistics are used as
health indicators. Morbidity isalso animportant health indicator and morbidity datacan
be helpful in clarifying reasons for particular trends in mortality (4). Morbidity can be
expressed in terms of incidence, defined as the probability or risk of devel oping disease
during a certain period, or prevalence, defined as the number of cases that are present
during a certain period (5).

5.1. Measures of Morbidity
5.1.1. PREVALENCE

Prevalence is defined as “the number of events, e.g. instances of a given disease or
other condition, in agiven population at adesignated time” (5) and is often used when
oneisinterested in the absolute number of cases present in a population at any given
point in time. Prevalence measures are useful in determining the extent of disease or
diseaseburden, projecting community health needs, and for monitoring disease control
programs (7).

There are two general measures of prevalence: point prevalence and period preva-
lence. Specifically, point prevalenceisdefined as*“the number of personswith adisease
or attribute at aspecified pointintime” (9) and can be cal culated using theformulabel ow
(Table 7).
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Table 7
Prevalence of Select Current Medical Conditions
in a Cross-Sectional Study of 708 African-American Men

Number With Point Prevalence
Medical Condition Medical Condition per 100 Population
Hypertension 407 407/708 = 54.1
Heart disease 77 771708 = 759.4
Diabetes mellitus 139 139/708 = 16.4

Data from Joseph et al 2003 (51).
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Figure 9: Age-adjusted prevalence of overweight among persons 20 yr of age and older,
according to sex and race: United States 1999-2000. Mortality rates standardized to the year
2000 US population (48).

Number of existing cases of disease at a specified point in time
Total population at specified point in time

x 1000

Point Prevalence =

Period prevalence is defined as “the total number of persons known to have had the
disease or attribute at any time during aspecified period” (Figure 9) (9). Thismeasureis
more complex than the point prevalence measure in that it includes all personswith the
disease that have carried over from the previous time period (existing cases) as used in
point prevalence, but also new cases occurring within the period of interest (incidence)
(5). The formulafor period prevalenceis asfollows:

Number of existing cases of disease within a specified period
Total population at midpoint of specified period

Period Prevalence= x 1000
An average or midpoint population isused in the denominator to minimize the effects
of in-migration of healthy peopleor out-migration of cases, and viceversa. Period preva-
lenceisoften used when ascertaining disease burden in alarge popul ation. For example,
it would be very difficult to survey an entire city’ s population on agiven day or specific
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Table 8
Examples of Point and Period Prevalence and Cumulative Incidence
in Interview Studies of Lower Urinary Tract Symptoms (LUTS)

Interview Question Type of Measure

“Do you currently have LUTS 7 Point prevalence

“Have you had LUTS during the last (n) years?’ Period prevalence

“Have you ever had LUTS? Cumulative or lifetime incidence

time point. Rather the enumeration of disease would take much longer and therefore
period prevalence measures are more suitable. If the word prevalenceis used without a
specificreferencetowhichtype, it generally isassumed to mean point prevalence; for the
remainder of the chapter, we will use the term prevalence to mean point prevalence.

5.1.2. INCIDENCE

Incidence is defined as the number of new cases of disease which develop within a
certain period in a specific population at risk for developing the disease. The critical
element in the definition of incidence that setsit apart from prevalenceisthat incidence
measures new cases of disease while prevalence measures existing cases of disease.
Table 8 presentsexamples of survey questions used to delineate between prevalence and
incidence measures. There are two types of incidence measures: cumulative incidence
and incidence rate.

5.1.3. CUMULATIVE | NCIDENCE

Cumulativeincidence (Cl) isaless strict measure of the occurrence of disease over a
long period and is used to study agroup of personsfollowed over the same period. The
Cl is defined as the number of people who get a disease during a specified period and
divided by the at risk population at the beginning of the period, as shown in the formula
below. The CI requires knowledge of the population size at the start of the study and is
interpreted as the cumulative risk of individuals devel oping disease in a specified time
period.

Number of new cases of disease within a specified period

Cumulative Incidence =
Total population at risk at the beginning of specified period

For example, a prospective study was undertaken to compare therisk of repeat pros-
tatectomy for benign prostatic hyperplasiain a population-based cohort of 19,598 men
in Western Australiatreated by transurethral resection of the prostate or open prostate-
ctomy from 1980 to 1995 (21). During the 16-yr follow-up period, 1095 repeat prostate-
ctomies occurred, which results in a cumulative incidence of repeat prostatectomies
among men treated with surgery for benign prostatic hyperplasia of 1095 per 19,598 or
5.59% during this 16-yr period. In a second example, a cohort of 208 patients who
underwent surgical resection for primary gastric cancer were followed for 5 yr, and the
cumulative incidence of cancer recurrence was calculated (Figure 10) (22). During the
5-yr study interval, 109/208 patients devel oped a recurrence of gastric cancer, yielding
aCl of 52.4%. Additionally, 28/208 patients developed liver metastases, yielding a Cl
of 13.5%.
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Figure 10: Five-year cumulative incidence of cancer recurrence after surgical resection for pri-
mary gastric cancer (22).

5.1.4. AtTtack RATE

A specific type of cumulative incidence is an attack rate. Calculation of an attack rate
isusually appropriate when the period of a disease under study is of only ashort duration
(5). An attack rate measures the occurrence of a disease among a particular population at
risk, whichisobserved for alimited period, often because of avery specific exposure (12).
Thisrateiscalculated asthe number of newly ill personswithin the period, divided by the
number of persons at risk within the period, and multiplied by constant unit of population
(i.e., 100) asshownintheformulabel ow. For example, in May 2000 ascout campwasheld
on an agricultural show ground in New Deer, Aberdeenshire, in the United Kingdom (23).
Therewere 337 campers at the event, of which 20 becameill between May 28 and June 3,
and were confirmed as having Escherichia coli O157 infection, most likely from an envi-
ronmental exposure at the camp. Thisresultsin an attack rate of 20/337 or 5.93%.

Attack _ Number of new cases of disease within a specified period
Rate Tota population at risk at beginning of specified period

x 100 (per 100 population)

5.1.5. INcIDENCE RATE

By comparing incidence rates of a disease among population groups that vary in one
or more identified variables, researchers can determine if a factor affects the risk of
acquiring the disease and by what magnitude (7). Theincidence rate (IR) is defined as
the number of new cases of adiseasewithin apopulationin agiven period divided by the
number of persons exposed or at risk of developing the disease in the same period.
Incidenceratesare often expressed as cases per unit of population, sotheRismultiplied
by aconstant (i.e., 1000) (Figure 3) (5). Astime passes, the number of peopleat risk in
apopulation changes as peopl e both enter and leave the population. There are two meth-
ods in calculating incidence rates that capture this dynamic including: incidence rates
based on aggregate vsindividual data (24).

Incidenceratesbased on aggregate data are those typically cal culated for geographic
locations where the denominator includes the average population at risk (see formula
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Jan  July Jan  July Jan July Jan July Jan July Jan Total
1976 1976 1977 1977 1978 1978 1979 1979 1980 1980 1981 time
at

risk
Subject A Koo 2.0
Subject B Sy R X 3.0
Subject C T 3.5
Subject D 3 e e 4.5
Subject E K X 3.0
Total years at risk 16.0

* Initiation of follow-up

-- = Time followed
x = Development of disease

ID = 4 cases/ 16.0 person-years
= 25.0 / 100 person-years of observation

Figure 11: Calculation of person-years for incidence density.

below). To accurately represent the average population at risk, the population at the
midpoint of the specified time period is often used. The calculation of incidence based
on aggregate dataistypically used to estimate mortality based on vital statisticsinforma-
tion or incidence of newly diagnosed disease based on popul ation-based registries. For
example, when incidence needs to be estimated for an aggregate of individuals, defined
by their residenceinagiven geographicareaover someperiod asdepicted by theexamples
of the various mortality rates described earlier in the chapter.

Incidenceratebased _  Number of new cases of disease within a specified period
on aggregate data Total population at midpoint of specified period

Whenrelatively preciseinformation on thetiming of eventsor lossesare availablefor
individuals from adefine cohort, incidence rates based on individual data can be calcu-
lated. These types of incidence rates are frequently calculated using the unit “person-
years’ asthedenominator, rather thanthe population, and areoftenreferred to asincidence
density (Figure 11). Theunit person-year enables amore accurate method of cal culating
an IR, becauseit takesinto account members of the study population that do not remain
in the study for the entire period, either because of disease development, lossto follow-
up, or entering or exiting the population. Each person in the study population contributes
one person-year to the denominator for each year of observationthe personisatrisk (i.e.,
disease-free). Consequently, only the actual and complete period of time or cumulative
years that the person was active in the study are used in the denominator (5). Three
conditions/assumptions must exist for theuse of person-yearsto bevalid. The probability
of disease must be constant throughout the entire study period, those who drop out will
have the samelevel of pathology asthose who complete the study, and the disease may
be so severe and advance so rapidly that some individuals are observed for less than the
full period. When it is not possible to precisely measure disease-free periods, asin large
population studies, person-years can be approximated by multiplying the average size of
thestudy population by thelength of the study. Other rates, including mortality rates, can
also expressrisk in person-years.

x 1000
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Incidence Recovery
Increased survival \ /
with condition \ /v Death

Prevalence
If incidence increases —> Prevalence increases
If number of deaths increase —> Prevalence decreases
If number of cures increase —> Prevalence decreases
If duration of condition —> Prevalence increases

increases

Figure 12: Factors influencing prevalence.

For example, in 1980, a prospective study of 85,118 femal e nurseswas undertaken to
examinetherelation between vitamin Cintake and risk of coronary heart disease (CHD)
(25). Thewomen were followed from 1980 to 1994 and monitored for the development
of incident CHD (nonfatal myocardial infarction and fatal CHD). During 16 yr of follow-
up (1,240,566 person-years), 1356 incident cases of CHD were identified. Thusthe IR
can be calculated as 1356/1,240,566 person-years=0.001093 or 109.3 casesof CHD per
100,000 person-years of follow-up.

Incidenceratebased on _  Number of new cases of disease during specified period

individual data Total person time

5.2. The Relationship Between Prevalence and I ncidence

Prevalence measures can be influenced by many factorsincluding the following: the
severity of ilIness, theduration of illness, and thenumber of new cases. Morespecifically,
if many people who develop the disease die quickly, its prevalence decreases, and if
people live longer with the disease, prevalence at any given point in time increases.
Additionally, if many people develop disease (increased incidence) its prevalence
increases morethan if few people devel op disease (Figure 12; Table 9). Astheexamplein
Table 9 points out, prevalence is related to incidence and can be estimated using the
formula below (5).

Prevalence = Incidence x Duration of disease

5.3. Morbidity Data Sources

Data on morbidity are less easily obtained than data on mortality. Morbidity dataare
often derived from sources such as: communicable disease reports, clinical and hospital
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Table 9
Hypothetical Example of Tuberculin Testing: Prevalence, Incidence, and Duration
Screened Point Prevalence Incidence
Population per 1,000 (Occurrences per Year) Duration (yr)
Hospital A 125 5 25
Hospital B 80 16 5

Prevalence = Incidence x Duration.

medical records, institutional and industrial records, health and disease surveys, disease
control programs, and special research programs (5).

5.3.1. CommuNIcABLE Disease REPORTS AND SOURCES oF DATA

Reports published by local and state public health departments, as well as federal
agencies, are the main sources of communicable disease data (5). The Morbidity and
Mortality Weekly Report (MMWR), published by the Centers for Disease Control and
Prevention, is the most widely disseminated source of morbidity information in the
United States. The Centers for Disease Control and Prevention also maintains a list of
notifiable diseases, those that are of particular public health concern or may become
epidemic, and are legally required to be reported by physicians to local public health
departments. Notifiable disease reports are received by the Centers for Disease Control
and Prevention from 52 areas in the United States and 5 territories. Completeness of
reporting varies because not all casesreceive medical care and not all treated conditions
are reported. Advance Data, published by the National Center for Health Statistics,
regularly reports chronic and acute disease data (5).

5.3.2. DiseasE REGISTRY

A diseaseregistry containsinformation on all casesof anidentified diagnosed disease
in the population. The registry collects and registers health-related data. Cancer and
tumor registriesare the most common, although several different diseaseregistriesexist.
Registries contain demographic and identifying data, disease diagnosis, frequency of
occurrence, survival, follow-up or treatment, and other important information unique to
aconditionor disease (5). Registriesareavailableat thehospital , state, and national level,
and vary in both accuracy and compl eteness.

5.3.3. CLiNicAaL AND HospiTAL MEDICAL RECORDS

Clinical and hospital medical records, although readily available, are often biased by
medical payment systems based on diagnosis or health insurance policy limitations (5).
Furthermore, morbidity data from hospitals may not reflect the level of disease in the
community. Large or specialty hospitals can draw patients from large distances, and
health insurance coverage issues can affect the reporting process. In addition, not all
people who are experiencing a disease seek treatment, and treatments received in phy-
sician officesmay not bereported or recorded in hospital records. However, hospitalsdo
provide a defined set of study cases and a defined population in which to monitor the
development of disease rates.
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5.3.4. M aNAGED CARE

Managed care organizations are also agood source of disease rate data; however, they
may not represent the entire community and may be subject to selection or referral biases
(5). Health mai ntenance organizations have contractswith large employersand the partici-
pants generally reflect amiddle class population, rather than a cross-section of society.

5.3.5. CENTERS FOR M EDICARE AND MEDICAID SERVICES

Formerly known asthe Health Care Financing Administration, the Centersfor Medi-
careand Medicaid Services (Current Mortality Sample) contains demographicinforma-
tion on participants, information on providers, types of services used, amounts paid for
care, and diagnoses (26). Although administrative data often lack clinical detail, Medi-
care/Medicaid dataareuseful for popul ation studiesbecausethey arelessproneto patient
sel ection bias, incompletefollow-up, and generalizability difficultiesthan managed care
or clinical and hospital records. In 2003, 41.0 million peoplewere projected to be covered
by Medicare and 41.4 million by Medicaid (27).

5.3.6. SURVEYS

Surveys of specific diseases are often a better way to obtain acomprehensive view of
health and factors that affect health in a population. The National Health Survey, estab-
lished by the US Congress in 1956 and controlled by the NCHS, provides data on the
heath status of the country by collecting morbidity information (5, 28). Several national
surveys providing morbidity data are conducted on a continuing basis.

TheNational Health Interview Survey, conducted annually since 1969, isanationwide
survey of about 36,000 householdsin the United States and a principal source of infor-
mation on the health of the civilian noninstitutionalized population (29). The National
Health Interview Survey providesinformation on personal and demographic character-
istics, illnesses, injuries, chronic conditions, disabilities, health behaviors, and health
care access and utilization through continuous sampling and interviewing and by using
core surveys and supplemental datasets.

TheNational Hospital Discharge Survey, conducted annually since 1965, isanational
probability survey of non-federal short-stay hospitalsin the United States, and reports
patient information and data on all inpatient hospital discharges, excluding newborns
(30). TheNational Hospital Discharge Survey collectsdataincluding primary diagnoses,
age, sex, and date of discharge, from a sample of approx 270,000 inpatient records
acquired from anational sample of roughly 500 hospitals. Only hospitalswith an average
length of stay of lessthan 30 d for all patients, general hospitals, or children’s general
hospitalsareincludedinthesurvey. Federal, military, and Department of V eteransAffairs
hospitals, hospital units of institutions such as prisons, and hospitalswith fewer than six
beds staffed for patient use are excluded.

The National Survey of Ambulatory Surgery, initiated by the National Center for
Health Statistics in 1994, is a national survey providing information about the use of
surgical and nonsurgical procedures performed onan outpatient basisinahospital setting
(31). Conducted annually from 1994 through 1996, the National Survey of Ambulatory
Surgery includes data on approx 120,000 sampled visits per year in about 500 facilities.
Dataare avail able on patient characteristicsincluding age and sex, administrativeinfor-
mation including sources of payment and geographic region, and medical information
including diagnoses and procedures performed.
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The National Nursing Home Survey isacontinuing series of national sample surveys
of nursing homes, their residents, and their staff (32). TheNational Nursing Home Survey
collectsand reports data on demographic characteristics, health status, medical services,
and discharge information on patients, as well as size, certification, occupancy rate,
number of days of care provided, and facility expenses, from asampling of nursing and
personal care homesand geriatric hospitals. Survey dataare obtained throughinterviews
with administrators and staff in a sample of approx 1500 facilities. The most recent
National Nursing Home Survey was conducted in 1999.

The National Ambulatory Medical Care Survey isacontinuing national probability
sample survey of ambulatory care medical experiences conducted annually since 1989
(33). The National Ambulatory Medical Care Survey is part of the ambulatory care
component of the National Health Care Survey and measures health care utilization
across various types of providers. Sample surveys are obtained from non-federally
employed office-based physiciansengaged in direct patient care, excluding physicians
in the specialties of anesthesiology, pathology, and radiology. Data are obtained on
patients’ symptoms, physicians' diagnoses, and medications ordered or provided. The
survey also provides statistics on the demographic characteristics of patients and ser-
vices provided, including information on diagnostic procedures, patient management,
and planned treatment.

TheNational Healthand Nutrition Examination Survey i sacontinuing survey designed
to collect information about the health and diet of people in the United States (34).
National Health and Nutrition Examination Survey provides current statistical data on
the amount, distribution, and effects of illnessand disability in the United Statesand has
carried out national examination studies in the United States since 1960. The current
National Health and Nutrition Examination Survey is the eighth in this series.

5.3.7. SURGERY VITAL STATISTICS

Clinicians and researchers are placing increasing emphasis on the use of outcome
information to assessthe effectivenessand quality of health care. Surgeonshaverecently
moved to the forefront of thiseffort, involved in both regional and nationwide effortsto
monitor and report patient outcomesand improvethequality of surgical care. Thelargest
of theseto effortsto date has been undertaken by the V eterans Health Administration, the
largest single health care provider in the United States, and has already resulted in im-
proved morbidity and mortality rates for surgical patients.

5.3.7.1. National Surgical Quality mprovement Program

In 1986, Congress passed alaw mandating the VA report its surgical outcomes annu-
ally. Toassessthequality of surgical careinthe VA, the Department of Veterans Affairs
conducted thefirst National VA Surgical Risk Study between 1991 and 1993 in 44 VA
medical centers(35-43) (Chapter 7). Thisstudy was used to devel op and validatemodels
for 30-d morbidity and 30-d mortality after major surgery in eight noncardiac surgical
specialties, adjusted for preoperative patient risk factors. Patients were evaluated post-
operatively for mortality asaresult of any causeinsideor outside of thehospital occurring
within 30 d of the surgical procedure and morbidity from 21 selected surgical complica
tions within 30 d of the surgical procedure. Surgical risk study nurses at each medical
center facilitated the collection of data and their electronic transmission for analysis at
data coordination centers (40, 41). Similar models have been developed for cardiac
surgery by the VA’s Continuous Improvement in Cardiac Surgery Program (44, 45).
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Based on the results of the National VA Surgical Risk Study, the VA established the
NSQIP in 1994 to measure and enhance of the quality of surgical care in al the VA
medi cal centersperforming major surgery. The NSQI P maintainsrecordson over 600,000
noncardiac surgical operationsfrom 128 Veterans AffairsMedical Centersand 10 sites
in the private sector (37). The NSQIP program is validated (36, 40), reliable (40), out-
come-based (40, 41), risk-adjusted (35, 39, 40), peer-controlled (40), and aimed at achiev-
ing continuous quality improvement by furnishing feedback to both providers and
managers. Quality improvement is measured by changes in outcome rates over time.
Sincetheinception of the NSQI P, 30-d postoperative mortality after major surgery inthe
VA has decreased by 27% and 30-d morbidity by 45% (41).

The NSQIP database accrues prospectively collected presurgical patient risk factors,
surgical processinformation, 30-d mortality and morbidity data, and length of hospital
stay for approx 100,000 major surgeries annually. Veterans Health Administration sur-
geonsand researchers can gain accessto the database for research by submitting research
proposals to the executive committee for peer review. Despite its clinical value, the
NSQIPislimited in its generalizability to all population groups, because veterans tend
to be an older and medically and socioeconomically disadvantaged population of men
(40). However, theeventual inclusion of non-V A institutionsshoul d minimizethisconcern.

6. SUMMARY

Measures of mortality and morbidity are important end pointsin outcomes research.
Researchers must choose which measure most accurately reflects the data. Web-based
databasesfor vital eventsinformation have greatly increased the access and usability of
these data for research purposes. However, the strengths, limitations, and biases of sur-
veys and databases must be recognized when interpreting results. Increasing concerns
over the quality of health care will further the demand for national studies attempting to
monitor and report patient outcomesand improvethequality of surgical careintheUnited
States.
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APPENDIX

Thefollowing dataarefromahypothetical study of mortality amongacohort of 27,400
femal e plastic factory workers from 1990 to 2000 (all participants survived to midpoint
of study or longer).

Table 1
Expected Breast Cancer Deaths for 25-34 Year Olds
Column 1 Column 2 Column 3 Column 4
2000 US Sandard Age-Specific Breast Expected
Population Cancer Mortality Number Breast
of Women Rates in Study Cancer Deaths
(in Thousands) (per 100,000) (in Thousands)
Age (yr) (a) (b) (a*h)
25-34 19,771 0.0014 27.68
3544 22,701 0.0058 131.67
45-54 19,181 0.0076 145.78
55-64 12,629 0.0091 114.92
65-74 10,088 0.0062 62.55
75-84 7482 0.0066 49.38
85+ 3013 0.0043 12.96
Total 94,865 544.94
Table 2

Breast Cancer Mortality Rates for 25-34 Year Olds

Column  Column  Column  Column  Column  Column Column Column

1 2 3 4 5 6 7 8
U.S 2000
N Breast cancer
N Deaths N Mortality  Expected
Age N N Cases of From Overall Rates (per  Deaths
in Persons Person-Yrs Breast Breast Cancer 100,000) (py)
Years @ (py) Cancer Cancer Beaths (b (a*b)
25-34 5000 46100 10 7 25 2.3 1.06
35-44 3250 31625 28 19 39 12.4 3.92
45-54 4200 29800 45 32 65 33.0 9.83
55-64 3750 26500 52 34 78 59.3 15.71
65-74 4700 33500 39 29 82 88.3 29.58
75-84 3500 20500 26 23 105 128.9 26.42
85+ 3000 19400 18 13 132 205.7 39.91

Total 27,400 207,425 218 157 526 126.43
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Table 3
YPLL From Breast Cancer for 25-34 Yr Olds (Based on End Point Age of 65)
Column 1 Column 2 Column 3
N Deaths YPLL (From Age 65) Age at Death
31 1 34
32 0 0
33 2 64
34 0 0
35 4 120
36 4 116
37 3 84
38 5 135
39 6 156
Total 25 709

Calculations

Crude cancer mortality rate=  Total number of deaths during specified time period x 100,000
(per 100,000 population) Total population at midpoint of specified time period

= 526  (Table 2, column 6) = 1919.71 per 100,000 women in the
27400 (Table 2, column 2) population per 10 yr study period

Annual cancer mortality rate= total number of deaths per 12-month time period x 100,00

(per 100,000 population) total population at midpoint of 12-month time period
= 526/ 10 years = 191.97 per 100,000 women in the population per yr
= 27400
Age-specific cancer mortality rate= Number of deaths in specified time period x 100,000
for 25-34 year olds = Total persons aged 25-34 at midpoint of time period
(per 100,000 population)
= 25 (Table 2, column 6) = 500 per 100,000 women in the
5000 (Table 2, column 2) population per 10 yr study period
Age standardized mortality rate= Total expected number of deaths (Table 1, column 4}
{direct method) Total 2000 U.S. population of women (Table 1, column 2)
(breast cancer)
= 544.94 =574.44 per 100,000 women
94865
Age standardized mortality rate= Total expected number of deaths (py) (Table 2, column 8)
(indirect method) Total person-years in cohort (Table 2, column 3)
(breast cancer)
= 126.43 =60.95 per 100,000 person-years
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Standardized Mortality Ratio= Observed Deaths (Table 2, column 5) x 100

(breast cancer) Expected Deaths (Table 2, column 8)
= 157 =124%
126.43

Thus, plastic factory workers had a risk of breast cancer mortality ~ 24% greater than women in the
general population.

Proportional Mortality Ratio
Proportional mortality for breast cancer among this cohort:

157 (Table 2, column 5) =29.8%
526 (Table 2, column 6)

Proportional morality for breast cancer among U.S. population = 16.0%
Expected number of breast cancer deaths = 526 x 0.160 = 84.16

PMR = Observed Deaths from specified cause x 100
Expected Deaths from specified cause

= 157 = 186.5%

Thus, the proportion of cancer deaths attributable to breast cancer was 1.87 fold as great among this
cohort of plastic factory workers as among the general U.S. population.

Case Fatality Rate= Number of deaths from disease in a specified time period x 100
(breast cancer) Number of cases of disease in the specified time period
= 157 (Table 2, column 5) =72.0%

218 (Table 2, column 4)

Cause-specific mortality rate= Number of deaths due to specific cause in time period x 100,000
(breast cancer) Total persons at midpoint of time period
(per 100,000 population)

= 157 (Table 2, column 5) = 573.0 per 100,000 women for
27,400 (Table 2, column 2) the 10-yr study period
YPLL rate (among 25-34 yr olds)= Total years of potential life lost x 1000
(breast cancer) Total population under endpoint age

= 709 (Table 3, column 4) = 141.8 per 1000 women
5000 (Table 2, column 2)

Point Prevalence= Number of existing cases of disease at a specified point in time x 100
(breast cancer) Total population at specified point in time

Suppose at year 5 of the study, 124 breast cancers had developed.
Point Prevalence at year 5 of the study= 124 = 4.53 per 1000 women
27400

Cumulative Incidence= Number of new cases of disease within a specified time period x100
(breast cancer) Total population at risk at the beginning of specified time period

= 218 (Table 2, column 4) = 79.6% during the 10-yr study period
27,400 (Table 2, column 4)
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Attack Rate=
(per 100 population)

Number of new cases of disease within specified time period x 100
Total population at risk at beginning of specified time period

Suppose during the first months of the study, 2500 women developed influenza.

Attack rate =

Incidence Rate =
(breast cancer)

N

500
27,400

=9.12%

Number of new cases of disease during specified time period
Total person time

218 (Table2, column 4) =105.1 per 100,000 person-years

207,425 py (Table2, column 3)







13 Health-Related Quality of Life

Mark S. Litwin, MD, MPH

CONTENTS

Derining HRQOL

GoaLs oF QUALITY oF LIFE RESEARCH
MEeasuriNg HRQOL

VALIDATED HRQOL INSTRUMENTS
PracTicaL GUIDELINES

REFERENCES

Traditionally, the primary end points in evaluations of medical therapies have in-
cluded improvement in clinical outcomes, cure, and survival; however, the advent of the
medical outcomes movement and the worldwide effort to contain therising costs of care
have underscored the importance of patient-centered outcomes, such as health-related
quality of life (HRQOL). Thistrend is especially relevant for individuals with chronic,
nonfatal conditionswholivefor many yearsafter diagnosis. If survival timeislong, even
modest changesin HRQOL may have aprofound impact on the patient. Hence, in many
cases, HRQOL may be just as important as survival, and treatment choices at various
pointsinthe chronic diseasetraj ectory must constantly balancethedual goal sof optimiz-
ing both quantity and quality of life. In light of evidence that survival and clinical out-
comesmay besimilar acrosstreatmentsfor many conditions, quality of lifeconsiderations
may be the critical factor in medical decision making for some.

HRQOL issues are even relevant for individuals with malignancies, particularly
tumors known to behave in an indolent fashion. The impact of HRQOL on thera-
peutic decision making in oncology is now considered so important that some inves-
tigators consider a clinical cancer trial incomplete without HRQOL assessment (1,2).
HRQOL guestionnaires may be successfully incorporated into large multicenter trials
(3-5) if sufficient resources are available.

1. DEFINING HRQOL

HRQOL isoneof several variablescommonly studiedinthefiel d of medical outcomes
research. It encompasses awide range of human experience, including functioning and
subjectiveresponsestoillness(6, 7). Contemporary interpretations of HRQOL are based
on the World Health Organization’ s definition of health as a state of complete physical,
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WoRrLD HEALTH ORGANIZATION
Definition of Health

Health is not merely the absence of disease,
but a state of complete physical, mental, and social well-being.

mental, and social well-being and not merely the absence of disease (8). Because surgery
can affect many aspects of quality of life, a wide spectrum of the components of well-
being must be addressed when ng outcomesin surgical patients, asshownin Table 1.

In broad terms, HRQOL may be conceived astheratio of anindividual’ sactual status
over expected status. For example, to the degree that a prostate cancer patient’ s erectile
dysfunction is expected, not bothersome, and not intrusive into hislife or self-image, it
does not affect hisHRQOL . Conversely, a patient who is more focused on his expecta-
tions of good erectile function after therapy may perceive even the slightest decrement
as having a potent effect on his quality of life (9).

Unlike morbidity, which applies to the specific complications or consequences of an
illness, HRQOL studiescast abroader net toincludethe bother associated with particul ar
dysfunctions, any impact on normal functions or social roles, and a composite of other
psychosocial domains. HRQOL is multidimensional and incorporates the impact of
dysfunctions on the individual. This requires multidisciplinary research teams to mea-
sure and analyze the full effect of HRQOL disturbances (10).

2. GOALS OF QUALITY OF LIFE RESEARCH

The ultimate goal of quality of life research must be to improve medical care and
inform medical decision making. Individual patients who incorporate quality of life
considerationsinto their decisionsgenerally feel better about their treatment choices, are
moresatisfied overall withtheir care, and arelesslikely to experienceregret (11). Hence,
patient education provides a strong impetus for studying and reporting quality of life.
Through better education on the potential outcomes, quality of life research supports
improved medical decision making for current and future patients. With accurate mea-
surement of HRQOL outcomes, patients, clinicians, and researchers can better assess
whether the goals of therapy have been met. This allows individuals and the public to
balancethe competing health careprioritiesof optimizing medical outcomesandresource
utilization. Furthermore, the evaluation of quality of life, as perceived by the patient,
allows for the assessment of subjective morbidity that, although not always life-threat-
ening, may cause considerabledistress. Such minor morbidity isoften overlooked during
the busy routines of clinical care. Finally, international HRQOL studies allow cross-
cultural comparisons of the effects of the disease and its treatments (Table 1).

3. MEASURING HRQOL

During the past two decades, widespread interest in studying patient-centered out-
comeshasledtothedevel opment of arigorous set of methodsfor HRQOL measurement.
The unambiguouslesson from thiswork isthat researchersand clinicians must ask about
general and specific impairments in a standard manner. HRQOL outcomes are often
complex, qualitative variables that are not easily simplified. For example, body image
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Table 1
Quality of Life Research Objectives

» To assess overall treatment efficacy, including subjective morbidity

To help determine whether the goals of treatment have been met

 To educate patients and clinicians about the full spectrum of treatment outcomes
To facilitate medical decision making

» To provide the defining issue if treatments are otherwise equivalent

e To compare outcomes across treatments and popul ations

after open or laparoscopic surgery encompasses a wide range of feelings and activities
that makesit difficult to dichotomize subjects for analysis.

3.1. Psychometric Test Theory

Although quantity of lifeisrelatively easy to assess as overall or cause-specific sur-
vival, the measurement of quality of life presents more challenges, primarily because it
islessfamiliar to most clinicians. To quantify these subjective phenomena, the principles
of psychometric test theory are applied. Thisdiscipline provides the theoretical founda-
tion for the field of survey research (12-17). Data are collected with HRQOL surveys,
called instruments. Instruments typically contain questions, or items, that are organized
into scales. Each scale measuresadifferent aspect, or domain, of HRQOL . For example,
items of a particular instrument may address a patient’s ability to have an erection and
his satisfaction with gjaculation, both of which might be included in a sexual domain.
Some scales comprise many items, whereas others may include only one or two items.
Each item contains a stem (which may be a question or a statement) and a response set.
Most response sets are one of the following types: (1) Likert scale, in which the respon-
dent selectsfrom alist of degreesof agreement or disagreement with thestem; (2) Likert-
typescale, inwhich therespondent choosesfrom alist of text responses; (3) visual analog
scale, in which the respondent marks a point on aline that is anchored on both ends by
descriptors; or (4) numerical rating scale, in which the respondent chooses a number,
usually between 0 and 10. Other response sets and approaches have been devel oped for
children, people of low literacy, and various other populations (18-20).

It is axiomatic that HRQOL assessments capture patients own perceptions of their
healthand ability tofunctioninlife. Instrumentsare best when they are self-administered
by thepatient, butif interviewer assistanceisrequired, it must befromaneutral third party
in a standardized fashion. As an example, some studies have demonstrated that physi-
cians typically underestimate the symptom burden experienced by prostate cancer
patients, perhaps because their queries are not sensitive enough or because patientstend
to understate their problemswhen speaking directly with the primary caregiver (21-23).
Other studies, however, suggest that physicians tend to overestimate the impact of the
disease and its treatment on patients' psychosocial functioning and sense of well-being
(24—-26). Conversely, spouses may overstate some domains and understate others when
compared with patient assessments (27). Kornblith (28) presented results from alarge
sample of patients and spouses, both administered several validated HRQOL measures.
Spousesreported greater psychol ogic distress, but fewer sexual problemsthandid patients
themselves. Inastudy of perspectiveson HRQOL during antihypertensivetherapy, Testa
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(29) demonstrated that physicianswereless sensitiveto theimpact of side effects, report-
ing less than 15% of the symptoms reported by patients. Spousal reports were more
sensitive than patient self-assessments, particularly in the area of sexual functioning.

3.2. Comparison Groups

Prospective, longitudinal data collection is always best, because this approach may
reveal time-dependent evolution of HRQOL domains (30,31). Patientsmay then serve as
their own controls. Assessing HRQOL at baseline before trestment allowsfor theinclu-
sion of baseline age-related changes that should not be attributed to treatments. This
approach facilitates the stratification of discriminants from determinants of HRQOL.

However, investigators often use methodol ogiesin which HRQOL is assessed cross-
sectionally, rather than longitudinally. In cross-sectional surveys, patients cannot serve
as their own temporal controls, because it is well-established that patients’ recall of
pretreatment HRQOL is inaccurate (32,33). Hence, studies must rely on appropriate
comparison groups. Selecting the best normal comparison group is a critical step in
conducting a meaningful analysis of HRQOL outcomes. If normal is defined as the
absence of any dysfunction, then treatment groups may be held to too high astandard. I
normal is determined by assessing age-matched subjects without the disease of interest,
then HRQOL outcomes after treatment may beinterpretedinamorevalid context. Other
factors, such as socioeconomic status, may also influence the care-seeking decisions of
patients, and this may in turn affect how they perceive their HRQOL. In comparisons of
treatment efficacy on HRQOL, longitudinal studieswith concurrent controlsprovidethe
most valid results.

3.3. Reliability, Validity, and Responsiveness

The development and validation of new instruments and scalesisalong and arduous
process. It should not be undertaken lightly. Simply drawing up alist of questions that
seems appropriateisfraught with potential trapsand pitfalls. For thisreason, itisalways
preferableto select instrumentsthat have been validated and published. HRQOL instru-
ments must be shown to have the fundamental properties of reliability, validity, and
responsiveness (34-36).

Reliability refersto how reproduciblethe scaleis. Test—retest reliability isameasure
of response stability over time. It is assessed by administering scales to subjects at two
time points, with the time interval short enough to preclude the possibility that the do-
mains being assessed will have been affected by the disease or its treatment during the
intervening period. Correlation coefficients between the two scores reflect the stability
of responses. Internal consistency reliability measures the similarity of an individual’s
responses across several items, indicating the homogeneity of ascale. The statistic used
to quantify theinternal consistency, or unidimensionality, of ascaleiscalled Cronbach’s
coefficient apha(37). Generally accepted standardsdictate that, for group comparisons,
reliability statistics measured by these two methods should exceed 0.70 (38). When used
at the level of individual patients (e.g., monitoring HRQOL over time), a reliability
coefficient of at least 0.90ispreferred. Although somescalesmay functionwell assingle-
item measures, in general, a health concept is better measured by a set of questionsthan
by a single question. Multi-item measures are thus more reliable.

Validity refersto how well the scale or instrument measuresthe attributeit isintended
to measure. Content validity, sometimesreferred to asfacevalidity, involvesqualitative
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assessment of the scope, compl eteness, and relevance of aproposed scale (39). Criterion
validity is a more quantitative approach to assessing the performance of scales and
instruments. It requires the correlation of a scal€’ s score with other measurable health
outcomes (predictive validity) and with results from established tests (concurrent valid-
ity). Generally accepted standards also dictate that validity statistics should exceed 0.70
(38). Construct validity, perhapsthe most val uabl e assessment of asurvey instrument, is
ameasure of how meaningful the scale or survey instrument performsin a multitude of
settings and popul ations over anumber of years. Construct validity comprisestwo other
forms of validity: convergent and divergent. Convergent validity implies that several
different methods for obtaining the same information about a given trait or concept
produce similar results. Divergent validity means that the scale does not correlate too
closely with similar but distinct concepts or traits. Because instruments are not simply
valid or invalid, the task of validating them is always ongoing.

Responsiveness of a HRQOL instrument refers to how sensitive the scales are to
changeover time. That is, asurvey may bereliable and valid when used at asingle point
in time, but in some circumstances it must also be able to detect meaningful improve-
ments or decrementsin quality of life during longitudinal studies. The instrument must
“react” in atime frame that is relevant for patients over time. Because HRQOL may
change over time, longitudinal measurement of these outcomes is important (40,41).
Different domainsmay becomemoreor lessprominent over timeasthe course of disease
andrecovery evolves. Althoughtheir perception of curewaxesand waneswithtimesince
treatment or thelatest prostate specific antigenlevel, patientsmay feel moreor lessaffected
by their HRQOL impairments. In addition, patients may experience what is known as a
response shift as they learn to adapt to the chronicity of HRQOL alterations (42).

3.4. Interpreting HRQOL Scoresin the
Context of Clinically Meaningful Differences

Most, though not all, contemporary HRQOL instrument domains are scored with a
range of 0—100, with higher values representing better outcomes. To make useful infer-
ences regarding absolute scores or change scores over time, it isimportant to determine
what meaning different numerical valueshave (43). When no such thresholds have been
established, one can roughly approximate the smallest differencethat isimportant to the
patient as one-third to one-half of a standard deviation (44,45). A more quantitative
approach involves calculating an effect size, or Guyatt statistic, typically expressed as
the ratio of the raw change in score among those who change to the standard deviation
of the change among those who did not change (46,47).

3.5. General Vs Disease-Specific HRQOL Assessment

HRQOL instruments may be general or disease—specific. General HRQOL domains
address the components of overall well-being, whereas disease—specific domains focus
on the impact of particular organic dysfunctions that affect HRQOL (6,48). General
HRQOL instrumentstypically addressgeneral health perceptions, sense of overall well—
being, and function in the physical, emotional, and social domains. Disease—specific
HRQOL instruments focus on more directly relevant domains, such as anxiety about
cancer recurrence; urinary, sexual, and bowel impairment; and any bother caused by
these dysfunctions. Disease-specific and general HRQOL domains often impact each
other, leading to important interactions that must be considered in the interpretation of
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HRQOL data (49). Further research is needed in many disciplinesto explore how much
of the variation in overall HRQOL is explained by variation in the disease-specific
domains.

In some conditions, such as cirrhosis with ascites, advanced renal failure, and stroke,
general HRQOL may be so profoundly affected that disease-specific HRQOL assess-
ment is unnecessary. In many indolent conditions, however, the treatments may alter
bodily functionsthat are not be fully appreciated by ng only the broader domains
of general HRQOL. Conversely, in patients with advanced cancer, HRQOL may be
affected predominantly by pain, fatigue, and other constitutional symptomsthat arewell
captured by general HRQOL instruments.

3.6. Instrument Length and Translations

Investigators must be parsimonious when selecting HRQOL instruments. Although
longer instruments may provide richer datasets, researchers must recognize that fatigue
may limit the ability of patientsto provide useful information. Thisphenomenon, known
as response burden, must be considered when assessing HRQOL in clinical or research
settings.

Cultural issues must be taken into account when administering HRQOL instruments.
Although an instrument may have been linguistically translated into a new language, it
may not have the same meaning in that culture (50). Thisis particularly relevant when
studying quality of life, socia attitudes, and health behaviors in different countries or
cultures. Different nationsand culturesmay havevery different conceptsof health, well-
being, illness, and disease. Therefore, awell-devel oped concept in one group of people
may not even exist in another. Even with aninstrument that iswell-validated in English,
various English-speaking populations across the world may not approach the concept
withthesameideas(51). Specific methodol ogies have been devel oped for cross-validat-
ing HRQOL instruments in other languages (52, 53). In addition, one must distinguish
between measures that have been devel oped for use in one culture or language and then
trand ated into another from those which have been developed from the outset in with a
cross-cultural perspective. Failing to be attentive to multicultural issues may result in
significant bias when collecting and interpreting data. New instrument development
should always be undertaken with an eye toward eventual international translation and
cultural adaptation.

Inadditionto varying cultural perspectiveson disease and health, international differ-
encesin health systemsmay also have asubstantial impact ontheway patientsview their
quality of life. For example, in countries where patients are required to pay al or most
of the treatment costs, spending alot of money for marginally better survival rates may
have alarger effect on quality of life than the disease or its treatments. Furthermore, in
cultureswherethepatient’ srelativesare compelled to absorb the costs of care, thequality
of life of the entire family unit should also be considered.

4. VALIDATED HRQOL INSTRUMENTS

When studying quality of lifefor clinical or research purposes, it is preferable to use
published instruments that have been previously validated in the relevant population. In
general, one should avoid extracting singleitems or scales from different instrumentsto
construct a new one unless they have been independently psychometrically validated.
Thedevelopment and validation of anew HRQOL instrument isan arduoustask. Hence,
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investigators should first examine existing instruments to determine if they adequately
capture the domains of interest before developing a new instrument. Although thereis
often little empirical basis to choose one instrument over another (54), a variety of
validated instruments is available for use in research and clinical settings. Most of the
available instruments can be self-administered.

4.1. General HRQOL Instruments

Genera quality of life instruments have been extensively studied and validated in
many types of patients, sick and well. Examplesinclude the RAND Medical Outcomes
Study 36-Item Health Survey, also known as the SF-36 (55-57); the Quality of Well-
Being scale (QWB) (58-63); the Sickness Impact Profile (64, 65); and the Nottingham
Health Profile (66—68). Each assesses various components of HRQOL , including physi-
cal and emotional functioning, social functioning, and symptoms. Each has been thor-
oughly validated and tested.

The SF-36 is one of the most commonly used instruments and isregarded by some as
a“gold standard” measure of general HRQOL. It isa 36-item, self-administered instru-
ment that takeslessthan 10 min to complete and quantifiesHRQOL in multi-item scales
that address eight different health concepts—physical function, role limitation because
of physical problems, bodily pain, general health perceptions, social function, emotional
well-being, role limitation because of emotional problems, and energy/fatigue. The
SF-36 may also be scored in two summary domains—physical and mental. Recently, a
shorter 12-itemversion, the SF-12, hasbeen devel opedfor usein studiesrequiring greater
efficiency. It provides a somewhat narrower view of overall health status and is scored
only in the two summary domains (69-71).

The QWB summarizesthree aspects of health status—mobility, physical activity, and
social activity—interms of quality—adjusted life-years, quantifying HRQOL asasingle
number that may range from death to complete well-being. The original QWB contains
only 18items, but it requiresatrainedinterviewer. A newer self-administered version of
the QWB is now available and has been shown to produce scores which are equivalent
to the interviewer-administered version and stable over time (60).

TheSicknessImpact Profilemeasuresheal th status by assessing theimpact of sickness
on changing daily activitiesand behavior. It is self—administered but contains 136 items
and can take 30 min or longer to complete. Test-retest reliability is consistently high
(0.88-0.92) in validation populations.

The Nottingham Health Profil e coverssix types of experiencethat may be affected by
illness: pain, physical mobility, sleep, emational reactions, energy, and social isolation
by using aseries of weighted yesor noitems. It contains 38 self—administered itemsand
can be completed fairly quickly.

Mental health is often measured with the Profile of Mood States (72—75), a 65-item,
self-administered instrument that measures dimensions of affect or mood in six domains
including anxiety, depression, anger, vigor, fatigue, and confusion. A validated short
formisalso available (76). A list of important domains that are measured using general
HRQOL instrumentsis shown in Table 2.

4.2. Cancer-Specific HRQOL I nstruments

Because of the well-documented impact of malignancies and their treatment on
HRQOL, cancer—specific quality of lifealso hasbeeninvestigated extensively. Numerous
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Table 2
Domains Included in General Health-Related Quality of Life Instruments

SF-36 Independent categories
Physical function Sleep and rest
Role limitations from physical Eating

problems Work
Bodily pain Home management
Energy/fatigue Recreation and pastimes
Mental health Nottingham Health Profile
Role limitations from emotional Pain
problems Physical mobility

General health perceptions Sleep

SF-12 Emotional reactions
Physical component summary Energy
Mental component summary Social isolation

Quality of Well-Being Scale Profile of Mood States
Mobility Tension-anxiety
Physical activity Depression-dejection
Socia activity Anger-hostility

Sickness Impact Profile Vigor-activity
Physical Fatigue-inertia
Ambulation Confusion-bewilderment
Mobility
Body care and movement
Psychosocial

Social interaction
Alertness behavior
Emotional behavior
Communication

instruments have been developed and tested that measure the special impact of cancer
(regardlessof primary site) on patients' routine activities. Theseinstrumentsare particu-
larly relevant to surgeons because surgery is often a cornerstone of treatment for many
malignancies. Examples of cancer-specific instrumentsinclude the European Organi za-
tion for the Research and Treatment of Cancer Quality of Life Questionnaire (EORTC
QLQ-C30) (77), the Functional Assessment of Cancer Therapy (FACT) (78), and the
Cancer Rehabilitation Evaluation System (CARES) and its short form (CARES-SF)
(79-81). Each has been validated and tested in patients with various types of cancer.
Readersaredirected to the Quality of Lifelnstruments Database (http://www.qolid.org)
for guidance when selecting an instrument for quality of life measurement in studies of
prostate or other cancers.

The EORTC QL Q-C30 was designed to measure cancer-specific HRQOL in patients
withavariety of malignancies. Its30itemsaddressdomainsthat arecommontoall cancer
patients. The questionnaire includes five functional scales (physical, role, emotional,
cognitive functioning, and social functioning), a global health scale, three symptom
scales (fatigue, nausea/vomiting, and pain), and six single items concerning dyspnea,
insomnia, appetite |oss, constipation, diarrhea, and financial difficulties because of dis-
ease. The EORTC QL Q-C30 does not include domains specific to prostate cancer, but it
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Table 3
Domains Included in Cancer-Specific Health-Related Quality of Life Instruments

European Organization for the Research and Treatment Quality of Life Questionnaire QLQ-C30
Physical
Role
Emotional
Cognitive
Socia functioning
Functional Assessment of Cancer Therapy — General
Physical
Social/family
Relationship with doctor
Emotional
Functional

Cancer Rehabilitation Evaluation System — Short Form
Physical, psychosocial
Medical interaction
Marital interaction
Sexual function

Rotterdam Symptom Checklist
Psychosocial distress
Physical distress

has performed well in this popul ation (82). Disease-specific modules for cancers of the
breast (83), lung (84), prostate (85), and head and neck (86) have been devel oped accord-
ing to methodologically rigorous techniques. Other disease-specific modules are under
development.

The FACT isusually applied asatwo—part instrument that includes ageneral item set
pertainingtoall cancer patients (FACT-G) and oneof several item setscontai ning special
guestions for patients with specific tumors. Each item is a statement that a patient may
agree or disagree with across a five—point range. The FACT—G domainsinclude well—
beinginfivemainareas. physical, social/family, rel ationship with doctor, emotional, and
functional. The FACT—G includes 28 items and is easily self-administered. Disease-
specific modules are available for colorectal (87), breast (88), prostate (89), ovary (90),
and other cancers and for issues specific to bone marrow transplantation (91), anemia,
and fatigue (92, 93).

The CARES Short Form (CARES-SF) isa59-item, sel f—administeredinstrument that
measures cancer—related quality of life with five multi-item scales: physical, psychoso-
cial, medical interaction, marital interaction, and sexual function. A large and valuable
database of patients with many different tumors, including urologic tumors, has been
collected by the instrument’ s authors (80). These data are helpful when comparing the
experience of prostate cancer patients with that of patients with other types of cancer.

The Rotterdam Symptom Checklist contains 27 itemsthat are scored in two domains
(psychosocial and physical distress), aswell as several miscellaneous items relevant to
cancer patients. Its two dimensions are reliable across popul ations (94).

The UCLA Prostate Cancer Index hasbeen popularized asareliable, valid instrument
to measure disease-targeted HRQOL in men treated for early-stage prostate cancer (95),
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Table 4

Recommendations

For clinicians

» When reading the literature, integrate findings of health-related quality of life (HRQOL)
studies into the overall assessment of treatment outcomes

For clinical investigators
* Usevalidated instruments to measure HRQOL

e Select instruments based on study focus—some instruments may be better than others,
depending on the clinical question to be addressed

» Obtain multidisciplinary expertise on HRQOL measurement early (i.e., during the design
phase of studies)

»  When possible, assess HRQOL longitudinally, beginning at baseline

*  When possible, use controls in studies of therapeutic effectiveness including HRQOL
measurements

For methodologists

» Develop, translate, and validate a core set of prostate cancer—specific HRQOL questions to
facilitate comparisons of study outcomes from different countries and cultures

e Conduct studies to determine the clinical meaning of absolute HRQOL scores and HRQOL
score changes

e Conduct studies to calibrate HRQOL instrument scores against each other in various
populations

 Establish the optimal frequency and timing of HRQOL measurement for longitudinal studies

» Develop situation-specific patient education methods to inform and facilitate medical
decision making

Itisaself-administered, 20-item questionnaire that quantifies disease-specific HRQOL
in the six domains of urinary, sexual, and bowel function and bother. Cross-cultural
tranglations of the Prostate Cancer Index are available in Spanish (96), French (97),
Japanese (98), and Dutch (99). Table 3 providesalist of domainscommonly included in
cancer-specific instruments.

5. PRACTICAL GUIDELINES

Investigators considering measuring HRWOL in aclinical study involving patients
withacute or chronic diseases should obtain early consultation (inthedesign phase) from
an expert in this area. The choice of an instrument (or instruments) for the study will
depend on the particular popul ation being studied and the clinical questionsbeing asked.
Using previously validatedinstruments, to the extent they are applicableand appropriate,
obviates the need for an arduous process of instrument development and validation. A
general and a disease-specific module in combination will be suitable for most studies.
However, if aparticular domain (e.g., pain) isthe focus of the study, specific, expanded
guestionnaires should be sought focusing on the area of interest. Respondent burden
needsto be considered, particularly for longitudinal studiesin which subjectswill com-
plete the same instruments multiple times. Pretesting instruments that will be used in
clinical studiesis always advisable.
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5.1. Clinical Applications of HRQOL Research

Theincreased popularity of HRQOL measurementinclinical trialshasledtoimprove-
ments in the quality of patient care. When physicians are attuned to the quality of life
concernsof their patients, careismore comprehensiveat thebedsideand intheclinic. As
HRQOL studiesare extended to the screening environment, we may learn that quality of
lifeis affected by anxiety in the prediagnosis phase. This factor must be considered in
assessments of the value of screening programs.

Beyond the descriptive analysis, HRQOL outcomes must be compared in patients
undergoing different modes of therapy. General and disease-specific HRQOL must be
measured to facilitate comparison with patients treated for other common chronic con-
ditions. Quality of life outcomes must al so be controlled for variationsin comorbidity or
in sociodemographic variables such as age, race, education, income, insurance status,
geographicregion, and accessto health care. In thiscontext, HRQOL may belinked with
many factors other the traditional medical ones. Research initiatives must rely on estab-
lished, reliable, valid HRQOL instruments administered by objectivethird parties. Qual-
ity of life can have many different definitions and interpretations, but its measurement
must adhereto the strict application of psychometric science. A list of recommendations
regarding HRQOL research is provided in Table 4.

With better information on quality of life, in addition to clinical outcomes, we will
develop a rich database that encompasses the entire spectrum of clinical disease out-
comes. We will then improve our ability to evaluate new treatment modalities, educate
our patients, and counsel them individually on what to do and expect from medical care.
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The past three decades have seen an evolution in the eval uation of cancer care. Supply
has made a determined effort to catch up with the demand for a more comprehensive
assessment of factors that ascertain quality of care, striving to provide better service to
aconsumer-driven society. Thisismainly the result of patients becoming more knowl-
edgeableand savvy tothetypeof careand treatment optionsthey may receive, health care
servicesstrivingtoattain higher standardsof careto competefor consumers, andincreased
interestin health servicesresearch (1). Thequality of carehasbeen defined as“ the degree
to which health servicesfor individual or populations increase the likelihood of desired
health outcomes and are consistent with current professional knowledge” (2,3).

Cancer care quality can be characterized from the patient perspective, or from the
provider perspective (Figure 1). In domains where they are nonoverlapping, these two
perspectives (that of the patient and the care providers) can reflect distinct and comple-
mentary viewsof carequality (light shaded areaof Figure1): thepatient and provider may
havedifferent perspectivesregardingtheseverity of cancer treatment sideeffects, wherein
these separate perspectivesmay reflect distinct componentsof thequality of carereceived.
For example, the provider may understand how a patient’s lack of bleeding requiring
transfusion reflects quality, whereas the patient may not recogni ze the benefit of averted
transfusion, but instead may recognizethefull impact of erectiledysfunctioninwaysnot
immediately evident in the provider perspective.
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Figure1: Quality of health care can be divided into the domains of patient perspective and provide
perspective. Patient perspectiveiscomposed of the patient’ shealth state at thetime of evaluation,
health-related quality of life, and sati sfaction with careand outcome. The provider perspectivecan
be assessed via physician-reported, payer/provider-reported, or third party—reported outcomes.
Each domain/subdomain interacts with the others and hence hasits own valuein judging quality
care and predicting patient satisfaction with cancer care services.

On the other hand, the most robust components of care quality may be represented by
domains wherein the perspective of the patient and provider converge or overlap (dark
shaded area of Figure 1). For example, the patient and provider may share similar per-
spectiveregarding whether acancer isinremission or hasrecurred after treatment. Other
componentsof cancer care quality may remain elusive and not readily determined by the
patient or provider (unshaded region of the Cancer Care Quality rectanglein Figure 1).
This“unmeasurable” component of cancer care quality can be exemplified by bonefide
uncertaintiesin cancer care, such aslack of knowledge about whether anovel treatment
being evaluated in aclinical trial represents a superior or inferior treatment alternative.

The patient perspective is pivotal to measuring satisfaction with care received and is
in turn determined by the patient’ s quality of life and current health state. The provider
perspective or, more broadly, the perspective of the health care system, is determined by
the assortment of individuals and factors that avail or impart health care servicesto the
patient. Patient-reported outcomes and provider-reported outcomes are the measure-
ments used to gauge satisfaction with care and can be in the form of a questionnaire,
medical records, or even datacollected from cancer registries. Acquiring, measuring, and
comparing patient and provider reported outcomes are inval uable stepsin evaluating the
quality of care. The contributing factors of both perspectives intersect with each other,
creating a complete picture of the quality of cancer care (Figure 1).

1. THE BROADER CONTEXT OF SATISFACTION ASSESSMENT:
PATIENT AND PROVIDER PERSPECTIVE IN
EVALUATING QUALITY OF CARE

Patient and provider perspectives can be integrated to contribute complementary
insight regarding structure, process, and outcome in the classic model of health care
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evaluation devel oped by Donabedian. In thismodel, “ structure” refersto theinstitution
delivering care or provider, “process’ refersto the activities associated with providing
care, and “outcome” refers to the change in the patient’s health status from medical
intervention (4, 5). Each domain has its own value in judging the quality of care, and
predicting patient satisfaction with cancer care services.

Treatment involves interaction within the various arms of health care asisthe nature
of oncology care, with patients interacting with health care professionals of varying
specialties such as primary care physicians, surgeons, radiologists, chemotherapy staff,
nurses, administrators, and other care givers meaning that care-provider perspectives
cannot beclustered together. Inactuality, each perspective contributesto the care provid-
ers’ evaluation of the patients' quality of care. In contrast, though the patient perspective
isalso multifaceted in character, the patient perspective comprises quality of life, health
state, and satisfaction—facets that are patient centered. Hence, satisfaction is a compo-
nent of quality of care that interrelates with quality of life and health state, with each
domain contributing to the other (Figure 1).

1.1. Provider Perspective

The health care system perspective’s contribution to quality of care is composed of
those who directly and indirectly interact with the patient in the care setting. Cancer
patientsreceive carefrom health professionalsin multiple specialities, and each provider
perspective can be used in satisfaction assessment. Physician-reported outcomes have
the advantage of being a first-hand evaluation of the patient’s care, coming from an
individual that is knowledgeable about the issues that affect both the patient and the
health care system. The physician’ sview also gives an in-depth report of each patient’s
care from an integral part of the health care service. The disadvantage of considering
physician-reported outcomes is that they are unintentionally biased views, which may
differ from patient opinion (6). Additionally, physicians can only report on a limited
number of cases, meaning that a lesser proportion of the community is represented.
Payer-reported outcomes are those derived from managed care datasets and payer-
protected databases, which may provideabounty of information on careservices, but are
often inaccessible for evaluation purposes. Third-party reported outcomes also play a
lesser rolein health care quality evaluation. Datareported by external care servicessuch
as Medicare and external reporting such asthe National Cancer Institute’ s Surveillance,
Epidemiology, and End Results program and other cancer registries, thoughrelevant, are
more closely related to the domain of provider perspective than patient perspective in
which satisfactionlies. Such datasetscan beusedto assessthequality of careby providing
survival outcomedata (7). Unfortunately, gapsin datamakeit difficult to like and evalu-
ateinformation and only monitoring survival ratesfalls short of comprehending the vast
spectrum of factors that contribute to quality care assessment.

1.2. Patient Per spective/Patient-Reported Outcomes

Numerous ways of appraising satisfaction with care have been employed, but the
benchmark to sati sfaction eval uation hasbeen the use of patient-reported outcomes. Self-
reported outcomes have been previously used with satisfaction of adequate care provi-
sion. Patient-reported outcomesmakeavailableauniqueand essential ly pertinent outl ook
on satisfaction with care, because when patient perspectiveisnot taken into account, the
evaluation of servicesisbiased toward the provider’ s perspective. Health careis depen-
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dent on physician-patient communication. The quality of doctor-patient interactions
must be evaluated with respect to patient preference and as a result the patient’s own
evaluation of such componentsisindispensable (1). Traditional methods used asindica-
tors of quality of oncology care, such as survival outcomes and processes of care or
adherenceof treatment guidelines, areinadequateto measurethe multidimensional nature
of satisfaction with care provision (2). Patients often will have different viewsin terms
of expectation of care and outcome, satisfaction, and quality of care, highlighting the
critical need for assessment of satisfaction based on patient opinion. Patient-reported
measures also provide insight in the relative value of various risks and benefits of care
that should be assigned. Patient-reported outcomes in terms of health care assessment
demonstrate more concrete treatment factors such as side effects, pain symptoms, dis-
comfort, and functional status. This same approach must be used in assessing satisfaction
with care so that focusismaintained on the patient’ sexperiencewithillnessand experience
with care given. Patient reported outcomes are scientific measuresthat evaluate changein
health outcomes (2, 8). This means that self-reported measures must be customized to
operate within the specific framework it is being used (i.e., satisfaction) and by using
reliable and validated measures (9). Ideally, assessment of satisfaction with cancer care
should be tailored to the disease-specific measures influencing care, because receiving
outcomes from individual patientsis an inherently subjective process. But broader mea-
sures impart amore comprehensive view of the impact of satisfaction with treatment.

Patient-reported outcomes can be thought of in three components listed in Figure 1.
The first and most pivotal domain of the patient perspective is the health state. For
example, the cancer-related health state can be considered as symptoms and well-being
or lack thereof from cancer or its treatment. Knowing and understanding the patient’s
health state alows one to understand the position from which the patient is coming,
because it will affect health-related quality of life and overall satisfaction with care.

One aspect of patient-reported outcomes influenced by health state but also affected
by other factors is the patient-reported health-related quality of life. An abundance of
research hasbeen doneinrelation to quality of lifein cancer patients, with someresearch
addressingitsinterconnected rel ationship with sati sfaction. Asonewoul d expect, abetter
quality of life or asuperior health state is accompanied by greater satisfaction with care.
For example, higher global satisfaction scoresfor quality of life on the European Orga-
nizationfor Research and Treatment of Cancer (EORTC)-QL Q30, a30-item, self-assess-
ment of various areas of functioning, symptoms, and global quality of life, predicted
higher satisfaction with all aspects of care. Additional research has demonstrated that
physical function and psychologic distress are also significantly associated with global
satisfaction with treatment outcome (10, 11).

Satisfactionisthefinal subdomain of the patient perspective and isjointly influenced
by health-related quality of life and health state. Patient-reported satisfaction with care
servicesistheultimatevalidator of quality care, anditsquantificationisthusacrucial step
in assessing the health care system (12). However, satisfaction with cancer care is a
subjective topic because of acombination of each patient’ sdiffering personality, expec-
tations, and care outcome. Patient-reported satisfaction provides asystem of checksand
balances against the biased provider perspective.

2. COMPONENTS AND DETERMINANTS OF SATISFACTION

Patient satisfaction can be influenced by avariety of external and internal influences,
and in turn satisfaction with care itself can be thought of as comprising two distinct
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components: satisfaction with the care process and satisfaction with care outcome. The
components of the care process may include waiting time, provision of information,
accessto care, adequacy of care environment, and speed of treatment, each of which can
befurther broken down to demonstrate the multifaceted nature of satisfaction. The other
major element of the satisfaction domain is satisfaction with care outcome. Individuals
whose outcomes are either below their own perception of expectation or who experience
adverse treatment effects may be less satisfied with the care they have been provided.

Patient satisfactionisdirectly correlated with outcomeof care, andit hasbeenrevealed
that thisrelationshipisstronger for absol ute outcomesthanfor relativeones(13, 14). The
factorsthat influence satisfaction with care in relation to cancer include cancer control,
health-related quality of life, side effectsof treatment, recovery, financial outcomes, and
quality of death, demonstrating the multidimensionality of satisfactionwith cancer care.
Physical function, ahility to perform daily activities, psychologic well-being, and other
influences are often different and of greater concern for the cancer patient. Side effects
of treatment contain both symptoms (pain, fatigue, shortness of breath) and toxicities,
which themselves may require specific treatment strategies and would inevitably com-
pound and complicate the patient’s satisfaction with outcome of care (13). Recovery,
financial outcomes, and quality of death have particular significanceinthecancer patient,
because their needs and outcomes are often much different. The psychologic well-being
of cancer patients needs to be taken into consideration because of the ramifications of
disease and itsimpact not only on the patient, but also the family and even community.

Satisfaction has an essential role in that patients’ opinion represents an end point in
quality of care evaluation. Satisfaction contributesto patients' quality of life, providing
additional evidencetoitsvalue. Theroleof satisfaction within the context of cancer care
means farther reaching consegquences exist that are unique or more relevant to cancer
patients and that can impact the quality of care. Thustherole of satisfaction can provide
beneficial insight in terms of assessing the unmet needs of cancer patients.

3. STRUCTURE AND COMPONENTS OF
INSTRUMENTS/QUESTIONNAIRES MEASURING
PATIENT SATISFACTION WITH HEALTH CARE QUALITY

Satisfaction has been described asthe intervening variabl e between service provision
and its ultimate outcome (15). It isa construct that can be evaluated using either quali-
tative or quantitative techniques. Qualitative measures allow the patient to respond to
open-ended questions, which are then used to determine the unmet needs of the patient.
Examples of qualitative measurements may include management observation, employ-
ment feedback programs, use of work teams and quality circles and focus groups—each
with specific advantages and disadvantages (9). Quantitative evaluation has been most
prominent and several patient satisfaction surveys have been produced over the past two
decades to evaluate the satisfaction with health care, and to a lesser extent satisfaction
with cancer care. Quantitative surveys of satisfaction provides patients with the oppor-
tunity to giveapersonal account of their careand give afar more accurate measure of the
patients’ service experience. Examples of quantitative management techniquesfor mea-
suring patient satisfaction with care includes comment cards, mail surveys, onsite per-
sonal interviews, and telephone interviews. The typical quantitative questionnaire will
provide the patient with multiple items and give responses that may be rated on ascale.
The scale may vary from questionnaire to questionnaire, but each questionisassigned a
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score according to the response provided and factor analysis is completed to give a
quantitative value of apatient’ s satisfaction with various aspectsof health care. Notably,
however, even the most biometrically robust quantitative assessment of patient satisfac-
tion can be skewed by factors such as a patient’ s personality, expectations, age, educa-
tion, and soci opsychol ogic phenomena(16). Among quantitativeinstruments, satisfaction
with care can beexpressed aseither asinglemeasure of global satisfaction, whereinitems
regarding conceptually distinct care components are combined, or as multidimensional
subscales that quantify conceptually discrete components of care satisfaction. Global
satisfaction scales have had limited valuein terms of quality of care assessment because
of the various domains of satisfaction, but essential to the evaluation of overall satisfac-
tion. Multidimensional patient satisfaction assessment allows improved response vari-
ability and contrast of satisfaction ratings between different aspects of care.

Themajority of studies has either devel oped new instruments to eval uate satisfaction
or has modified an existing instrument, demonstrating the need for a standardized and
specific survey of satisfaction with care (16). Selection of items for evaluation of satis-
factionwith cancer caremust be determined using diverseapproaches. Wiggerset al have
demonstrated that item selection can be completed with a three-pronged approach.
Requesting apanel of cancer careprovidersto giveitsviewsof what isrelevant to cancer
care, requesting the same of patients in terms of what is most important to them, and
finally an extensiveliterature review indicating the aspects of care considered important
to cancer patientsmust beintegrated and refined for item selection. Theseitemsarethose
that directly or indirectly influence patient satisfaction with care. Technical competence,
communication skills, interpersonal skills, accessibility of care, continuity of care, hos-
pital and clinic care nonmedical care, finances, family care, psychologic well-being,
information provision, care organization, and quality of life are items that have been
previously outlined (17, 18).

The method of administration of such surveys also varies and the applicability of its
measurements is determined by rate of response, time, and various other methodologic
concerns. It has been shown that computer administration of questionnairesis simple,
time-effective, and acceptabl emeansof improving pati ent-provider communication (19).
These methodologic concerns may also be specific to the disease, because different
situationswould require assessment with different parameters (20). Questionnaires may
be administered viapersonal interview, telephoneinterview, and, most commonly, mail
survey. The route of administration must be chosen according to the boundaries of the
study, so that it may be tailored with the best specifications for the project, because
different methods are useful for different purposes. A study comparing postal vsinter-
viewer administration of aquestionnai remeasuring satisfactionwith careservicesshowed
that though response rate did not differ significantly between these groups, postal ques-
tionnaireshad significantly more missing data(21). The concernslisted previously carry
much weight when assessing the quality of datathat are taken in, because they represent
factors that may unintentionally distort data.

4. INSTRUMENTS/QUESTIONNAIRES USED TO MEASURE
GENERAL SATISFACTION WITH CARE

M easurement of satisfaction of health care quality has often been broad, administering
routinely a core of items assessing common factors, and thus allowing cross-setting
comparability (15). Table 1 provides a summary of a few of the general satisfaction
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instrumentsthat areavail ableandtheir potential strengthsand weaknesses(6, 15, 22—-31).
The University of California San Francisco client satisfaction scale, the Client Satisfac-
tion Questionnaire brought forth by Attkisson and Greenfield isa direct measure of the
individual’s personal experience with a specific service (such a health care) and has
shown successin multipleareasof serviceeval uation. Though comprehensive, the Client
Sati sfaction Questionnaire may betoo general in measuring specific health care services,
and its global assessment of satisfaction may not always be sufficient (Table 1). The
Consumer Assessment of Health Care Plans Study 2.0 adult core survey is an example
of ageneral satisfaction questionnaire that is visit-specific. The Consumer Assessment
of Health Care Plans Study strongly eval uates global satisfaction and provides detailson
background factors that may influence responses. The strength of thisinstrument isits
ahility to evaluate satisfaction with care process, but seemsto be incomplete with an evalu-
ation of satisfaction with care outcome a pivotal component of satisfaction with care (27).

5. INSTRUMENTS/QUESTIONNAIRES USED TO MEASURE
SATISFACTION WITH CANCER CARE

M easuring satisfaction of cancer care carries the burden of additional issuesthat may
beof greater concern or even exclusiveto thisdisease-specific patient popul ation. Cancer
patients often have lengthier periods of treatment, which translatesto greater interaction
and theimportance of interpersonal skills of health care professionals. Additionally, the
longer term treatments may have a greater impact on quality of life, follow-up care,
recovery from treatment, and rehabilitation (both physical and psychologic) (32, 33).
Cancer patients are faced with the uncertainty of a disease with shifting course and
prognosisof illness. These patientsare placed in aposition of greater dependency onthe
health care system; thus, continuity of care becomes a standing issue. The nature of this
disease is such that a greater emotional need is placed on the patient, family, and care
provider. Most current assessments of satisfaction with cancer care are supplemented
surveys of satisfaction with general health care and therefore lack the all-inclusive view
that is necessary.

Because of previous evaluations of satisfaction with cancer care, more specific sur-
veys have been produced to reevaluate areas that have scored low on satisfaction scales
or that have not been taken into consideration, yet have amajor impact on care. Satisfac-
tion with cancer genetic services, information provision, family satisfaction, pain man-
agement, and spousal satisfaction have opened subcategories that have been assessed
(34-37). These subcategories have been explored because of evidence of dissatisfaction
in those areas. Severa studies have shown that patient satisfaction with information
provision hasbeen|acking; thus, attemptsto remedy thisproblem and reassessthe affects
of adapted care policy hastaken place (28, 38). Several available multi-item instruments
for measuring satisfaction with cancer care and their potential strengths and limitations
are summarized in Table 2 (18, 24, 34-37, 39-53). The FAMCARE scale has been
devel opedto measurefamily satisfaction with advanced cancer care becausethepatient’ s
family is not isolated from the effects of the effects of the patient’s illness (34). Such
scalesprovideanindirect eval uation of quality of careand may show disparity. It hasbeen
shown that the patient is often more satisfied with level of care than family members.
These niches cut out by need of assessment though indirect approachesto quality of care
comprise arelevant part in assessment. The Comprehensive Assessment of Satisfaction
with Care(CA SC) survey hasbeen successfully usedinassessing sati sfactionwith cancer
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Table 1
Instruments for Measuring Satisfaction With General Health Care
Author/ No. of Components of
Instrument Citation Items Satisfaction Measured Strengths/Weaknesses
CsQ-8 Attkisson, 8 Global satisfaction Less focused but provides
Greenfield with care good overall evaluation of
satisfaction
CsSQ-18 Attkisson, 18 Multiple dimensions More detailed than CSQ-18,
Greenfield of satisfaction with care but still broad
SSS-30 Attkisson, 30 Multiple dimensions of Direct measure of service
Greenfield satisfaction with care satisfaction but not specific
to health care
PSS Linder-Pelz, 25 Satisfaction with affective  Potential for response bias
Ware care, communication, and
technical care
Unnamed Osterweisss 21 Multiple dimensions of Use of “satisfaction” within
Howell, Ware satisfaction with care response criteria skews
response distribution
VSQ Ware 51 Satisfaction with visit-
specific health care services
QSP Rahmquist 21 Multiple dimensions of Used to analyze impact of
satisfaction with care background factors on
satisfaction with care
CAHPS 2.0 Hargraves 43 Satisfaction with health Includes global satisfaction
care process ratings but focus on use of
services rather than
satisfaction
IHF Woodward 14 Satisfaction with health Employs use of open-ended
care process guestions
PACE Atherly Satisfaction with capitated ~ Also includes family
care satisfaction
PPE-15 Jenkinson 15 Satisfaction with infor- Concise and extensively
etal. mation, communication, used but not a
and pain management comprehensive evaluation

CSQ, Client Satisfaction Questionnaire; CAHPS, Consumer Assessment of Health Care Plans Study.

care in patients with endocrine gastrointestinal tumors as well as general cancer
in-patients (33, 54). The Comprehensive Assessment of Satisfaction with Care survey
takesinto consideration additional itemsinthe processof care, specificto cancer, that are
excluded from other instruments such as quality of life, attention to psychosocial prob-
lems, and continuity of care, though it lacks assessment of cost of care and treatment
efficacy satisfaction (43). The PSQ-I11 has been described as “the best developed and
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Table 2

Instruments for Measuring Satisfaction With Cancer Care

No. of Components of

Instrument  Author Items Satisfaction Measured Subjects Srengths/Weaknesses
FAMCARE Kristjanson 20  Family satisfaction with Family members of Provides different perspective, but indirectly
advanced cancer care cancer patient evaluates satisfaction with care
SEQUS® Gourdji et al. 31  Satisfaction with care process Cancer outpatients Online format increases ease of use and
alows for additional comments
Hall Lubeck et al., 12 Satisfaction with care process Prostate cancer Brief survey containing subscales and
Hall has balance between phrasing but can’'t
distinguish providers
MISS Wolf, Ware 17  Satisfaction with cancer Genetic counseling Satisfaction with cancer genetics testing
et a., Holloway geneticservices recipients
CASC Bredart et al. 60  Cancer carein cross-cultural Cancer patients Items created by cancer patient interviews
settings and by oncology specialists, but does not
evaluate satisfaction with cost of care or
treatment efficacy
College Grunfeldetal. 15  Satisfaction with care process Breast cancer Adapted for both the hospital and general
of Health and primary care vs. specialist patients practice setting
(UK) care
QLQ-SAT32 Kavadasetal., 32  Satisfaction with care process Esophageal and Relates the health related quality of life and
Bredart et al. and outcome gastric cancer patients  satisfaction with cancer care
Unnamed Schoen et al. 23 Satisfaction with care process Sigmoidal endoscopy  Relates care process and outcome
and outcome (pain and distress) patients
PMH/ Loblaw et a., 24 Satisfaction with physician in Cancer outpatients Four-prong item devel opment process and
PSQ-MD Bitar et a. a cancer care setting takes into consideration extra burdens
of cancer patient
PSQ 11 Ware, 36  Satisfaction with care process Cancer patients Extensively tested measure but excludes
Hagedoorn et al. satisfaction with treatment outcome
1SQ Thomas et al. 13 Background factors, satisfaction ~ Cancer patients Considers how information provided impacts

with information provision

cancer care and evaluates demographics

CASC, Comprehensive Assessment of Satisfaction with Care.
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most extensively measure available” and has been determined an appropriate measure of
cancer patients' satisfaction (52); however, thisinstrument hasshown significant response
bias requiring amended versions.

Anideal survey that assesses satisfaction with cancer care would be both a multidi-
mensional and global assessment of satisfaction. It would also have to measure how
important each aspect of careis to the patient so that priority would be given to what
affects the consumer most. Such a survey would have to compensate for methodologic
concerns such timing of survey, method of administration, and sources of data error
including age, education level of patient, and sex (44). It isalso essentia that thisinstru-
ment would consider satisfaction with the care process and care outcome, which is
presently lacking in all instruments. Such factors have been shown to create disparity
between categories. The most critical challenge is creating a standardized satisfaction
guestionnairethat will allow comparability of data despite differencesin carefor differ-
ent diseases (55). A reliable and validated scale of such nature has yet to be formed.

6. CURRENT STATUS AND POTENTIAL OF INSTRUMENTS
MEASURING CANCER CARE SATISFACTION

An abundance of instruments exist in measuring satisfaction with cancer care. A
greater focus on the patient has yielded instruments that are tailored to include issues
fundamentally part of the cancer experience. Current instrumentshavetakeninto account
the impact of the disease on family, the psychologic concerns of the patient, and expe-
riences such as continuity of care uniquely associated with the cancer-affected indi-
vidual. These assessments haveled to greater knowledge of adequacy in cancer care and
haveservedtoidentify avenuesforimproving carequality. Different studieshaveassessed
specific areas of cancer care such as satisfaction with information, cancer screening and
diagnosis, satisfaction with care process, and satisfaction with treatment outcome. But
none has evaluated all aspects of the satisfaction continuum, covering the perspective of
both the patient and the care provider. Characterization of how component domains
contribute to the sphere of satisfaction and what each contribution meansin terms of the
end result of improving care has also been elusive.

Improved and broadly applied assessment of satisfaction with cancer care couldyield
significant advances n cancer care quality. Data can be used to focus attention on what
islackingin cancer careintermsof what ismost important to the patient. Provider-patient
interactions can be personalized to patient preference and benefit the overall care expe-
rience. Care providers can use this information to allocate resources to those areas that
arein need and thusbemore competitivein provision of care. Greater knowledge of what
is needed will inevitably lead to greater efficiency and productivity, improved patient
compliance, and superior continuity of care (9). Such changeswill inevitably benefit the
consumer and the health care provider and have led to tangible changes in health care
provision (56). Attention must betakeninforming areliableand validated survey, which
would optimize such effects.
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1. WHAT IS QUALITY OF CARE?

It is sometimes difficult for surgeons (or any clinician) to define quality of care—
particularly asapolicy measure. In practice, wetend to know it when we seeit (or when
wedo not), but there are still controversiesasto what isand what is not quality care. For
example, should high-quality care be defined as state-of -the-art care? Reasonabl e care?
Or giventhetrend toward level s of evidence, should high-quality care be only evidence-
based care?

The American Medical Association defined high-quality care asthat “which consis-
tently contributes to the improvement or maintenance of quality and/or duration of life”
(1). Donabedian, who was considered an authority on quality of care, defined high-
quality care as“that kind of carewhich isexpected to maximize aninclusive measure of
patient welfare, after one has taken account of the balance of expected gains and losses
that attend the processof careinal itsparts’ (2). Finally, arecent and familiar definition
holds that quality consists of the “degree to which health services for individuals and
populationsincrease the likelihood of desired health outcomes and care consistent with
current professional knowledge” (3).

With these descriptions in mind, this chapter will address some of the key issues
relevant to quality of care. More specifically, this chapter will include the following: a
conceptual framework for measuring quality of care; adiscussion regarding the concept
of use of services (e.g., appropriateness, underuse, overuse) with particular regard to
surgery; and finally, wewill end with adiscussion of some of the ongoing quality evalu-
ationsin surgery.
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Process

Structure Outcomes

Figure 1l

2. FRAMEWORK FOR MEASURING QUALITY OF CARE

2.1. A Conceptual Framework for Measuring Quality of Care:
Structure, Process, and Outcomes

AvedisDonabedian (1919-2000) isconsidered to bethefather of quality of careinthe
health servicesresearchfield. He proposed aconceptual model for evaluating “ quality of
care,” which consisted of three distinct dimensions:. structure, process, and outcomes.
Within hisbasic paradigm, structure and process are the critical aspects affecting health
care outcomes. These relationships provide a framework for measuring and deriving
quality evidence supporting specific treatments and care over others (2). Asdepicted in
Fig. 1, structure items can affect process, which in turn can affect outcomes; however,
structure items in-and-of themselves can also affect outcomes as well.

2.1.1. STRUCTURE

Structure is defined as a combination of “raw materials’ required for medical care.
These materials may be as basic as equipment, such asthe type of ventilation systemsor
operating room beds. Structural factors may be more complex, with “administrative
structure” variables such asclinic staffing, nurse-to-patient ratio, administrative policies
and arrangements, or with “clinical structure” including patients’ severity of illnessand
comorbidities, patient case-mix, and risks of specific outcomesbeforesurgery (4). Many
of the structural components are easily measurable, and some havelately been used asa
proxy for measuring quality. Two structural variablesthat have received much attention
in recent literature include hospital procedure volume and surgeon procedure volume.

2.1.2. PROCESS

Process of care is defined as what is done to and for the patient. For the surgeon,
quality-related processes of care may involvefactorsin the preoperative, intraoperative,
or postoperative settings (4). These items can include things such as performance of
specificintraoperativesurgical techniques(e.g., nerve-sparing prostatectomy), theappro-
priate use of deep venousthrombosis prophylaxis, or the appropriate use of prophylactic
antibiotics. Processes can be broken down into smaller components. For example, for
appropriate use of prophylactic antibiotics, this process can be subdivided into starting
the prophylactic antibiotic within 1 hr before incision time, use of the appropriate type
of antibiotic, and discontinuing the prophylactic antibiotic within 24 hr.

Process items may also include less tangible, but important items such as patients
seeking out medical care and providers performing the correct tests to make a correct
diagnosis or recommendation. Items such these are often more difficult to measure and
evaluate.
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Overall, process items tend to have a stronger association with outcomes, but for
purposes of evaluation, are often more difficult (and expensive) to measure because of
the detail that isrequired to evaluate the processes. One advantage of process measures,
however, is that, unlike many structural variables, process measures generally do not
require risk adjustment.

2.1.3. OuTcoMES

The crux of what health services researchers, the surgical community, and patients
themselvesareinterested inisthe* outcomes.” Outcomes can be described asthe effects
of care on the health status of patients and populations and include a variety of clinical
and physiologic measures, patient-reported items, and economic variables (4). More
specifically, outcomes may include broad items such as overall mortality, morbidity,
length of stay and overall cost—none of which are new concepts to the surgeon. Of
course, outcomes can be more focused and include such things as 30-d mortality or
anastomotic leak rates. The area of patient-reported outcomesis becoming particularly
important in light of the community and individual’ s perception of medical and surgical
quality. Such patient-derived outcome measures can include patient satisfaction, func-
tional health status, and quality of life measures.

A leading example of using outcomes to promote surgical quality is the National
Surgical Quality Improvement Program (NSQIP), whichis“thefirst national, validated,
outcome-based, risk-adjusted, and peer-controlled program for the measurement and
enhancement of the quality of surgical care” (5). One of the claimsto fame of NSQIPis
that it provides “risk-adjusted outcomes’ by collecting detailed “clinical and demo-
graphic data on the operations performed. Another advantage of NSQIP is that it mea-
sures outcomes, both mortality and complications, for a 30-d period instead of stopping
at the time of discharge. Aswill be discussed later in this chapter, NSQIP has demon-
strated its usefulnessfor both measuring and improving surgical quality inthe VA [Vet-
erans Administration] system. It is now being piloted in selected non-VA university
hospitals across the United States’ (6-9).

2.2. Quality Evaluation Studies

Given Donabedian’s model, it is noteworthy that most quality of care evaluators
discuss and evaluate quality (and safety) in terms of structure, process, and outcomes.
Although there have been relatively few surgical studies that have addressed quality of
care in this manner, such studies are becoming increasingly seen in the literature. This
next section will highlight some of these studies by discussing three aspects of the
Donabedian model: structure-outcome associations, process-outcome associations, and
structure—process associations.

2.2.1. STRUCTURE—OUTCOME ASSOCIATIONS

Structureisarelatively easy way to look at quality of carein terms of attaining good
outcomes. We in the health care community already have several systems in place to
monitor “structure.” For example, itisrelatively easy to obtain dataregarding how many
bedsahospital has, the nurse-to-patient ratio on each floor, and how many operationsare
performed at each hospital each year.

For surgery, there have been several studies reporting the structural variables of hos-
pital volume and surgeon volume and their relationship to better outcomes (i.e., postop-
erative mortality, complications, and length of stay). This had been shown for avariety
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of surgical interventionsincluding colorectal surgery, hepatic resection, radical prostate-
ctomy, total hip replacement, thyroidectomy, carotid endarterectomy (CEA), and even
palatoplasty (10-19). Many of thesestudiesmakeup thebody of literaturethat L eapfrog’ s
evidence-based hospital referral criteriais based on.

To briefly introduce this topic, several studies have shown hospital volume to be
predictive of good outcomes. A good exampleisastudy on hepatic resection. Thisstudy
used the Nationwide | npatient Sample (1996-1997) to look at in-hospital mortality and
length of stay. They found that high-volume hospitals had a mortality rate of 3.9% vs
7.6% at low-volume hospitals(p < 0.001). Multivariate analysisfurther found that “ high-
volume hospitals had a 40% lower risk of in-hospital mortality compared with low-
volume hospitals (odds ratio (OR), 0.60; 95% confidence interval (Cl), 0.39-0.92;
p = 0.02)” (13). Other predictors of mortality in the multivariate analysis included age
older than 65 years, hepaticlobectomy (vswedgeresection), primary hepatic malignancy
(vsmetastases), and the severity of underlying liver disease. Their main conclusion was
that “hospital procedural volume is an important predictor of mortality after hepatic
resection [and that] patientswho requireresection of primary and secondary liver tumors
shouldbeofferedreferral toahigh-volumecenter” (13). It should al so benoted, however,
that their study al so pointstothefact that thereare other aspectsunrel ated to volumeitsel f
that are significant to patient outcomes (e.g., specific operation [hepatic lobectomy ver-
sus wedge resection]), the severity of the patients' underlying liver disease, and other
patient comorbidities. Some of these factorsidentified in thisstudy aswell as othersfall
under the process heading within Donabedian’ s framework.

Other than hospital volume, the volume of the actual surgeon hasbeen associated with
outcomes. Hu et al. found that “for radical prostatectomy, high-volumesurgeonshad half
the complication risk OR = 0.53; 95% ClI, 0.32-0.89) and shorter lengths of stay (4.1
versus 5.2 days, p = 0.03) compared with low-volume surgeons.” They concluded that
“surgeon volume isinversely related to in-hospital complications and length of stay in
men undergoing radical prostatectomy, [and that] hospital volume is not significantly
associated with outcomes after adjusting for physician volume” (20).

Still other studies have examined both surgeon and hospital volume as predictors of
outcome. Aninteresting examination of col orectal cancer outcomeswas performed using
Maryland state discharge datafrom 1992 to 1996. The authors divided 9739 total patient
casesinto three groups based on annual surgeon case volume per year: low (<5), medium
(5-10), and high (>10) and hospital volume per year: low (<40), medium (40-70), and
high (=70). Using regression analyses and adjusting for variations in type of resections
performed, cancer stage, patient comorbidities, urgency of admission, and patient demo-
graphic variables, they found that the majority of surgeons (81%) and hospitals (58%)
were in the low-volume group. The low-volume surgeons operated on 36% of patients
at an average rate of 1.8 cases per yr. They also found that higher surgeon volume was
associated with improved outcomes, and that medium-volume surgeons were able to
achieve results equivalent to high-volume surgeons when they operated in high- or
medium-volumehospitals. Furthermore, low-volumesurgeons' outcomesimprovedwith
increasing hospital volume but never equaled those of the high-volume surgeons (12).

In keeping with colorectal cancer, Schrag et al. used the Surveillance, Epidemiology,
and End Results Medicare-linked database and evaluated 24,166 colon cancer resection
patients age 65 years and older from 1991 to 1996. Their outcome measures included
30-d and 2-yr mortality, overall survival, and the frequency of operations requiring an
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ostomy. Multiple confounding factors were controlled for such as: age, sex, race,
comorbid illness, cancer stage, socioeconomic status, emergent hospitalization, and the
presenceof obstruction or perforation. They found that both surgeon volumeand hospital
volume were independently important predictors of surgical outcomes (p < 0.01), how-
ever unliketheHu et a. study mentioned previously, Schrag et al. reported that the effect
of surgeon volume was attenuated after adjusting for hospital volume (p < 0.03). They
concluded that “ both hospital and surgeon-specific procedure volume predict outcomes
following colon cancer resection; but hospital volumemay exert astronger effect. There-
fore, efforts to optimize the quality of colon cancer surgery should focus on multi-
disciplinary aspectsof hospital carerather than solely onintraoperative technique” (11).
This study points to the fact that there are many factors involved in good patient out-
comes, including the pati entsthemsel ves. Furthermore, thisstudy highlightsthevariabil-
ity of thevolume-outcome association, which can be dependent on both the disease being
studied and the specific outcome measure used.

The reader should know that not al studies have demonstrated a volume-outcome
relationship. Some of the best literaturein thisregard comesfrom the NSQIP dataanaly-
ses. Khuri’s 1999 evaluation of the volume-outcome relationship using NSQIP data
found that there was no association between high surgical volume and better outcomes
(risk-adjusted 30-d death, and 30-d stroke ratesin CEA) in eight commonly performed
operations (n = 68,631) of intermediate complexity (21). These operations included:
nonruptured abdominal aortic aneurysmectomy, vascular infrainguinal reconstruction,
CEA, lung | obectomy/pneumonectomy, open and | aparoscopic chol ecystectomy, partial
colectomy, and total hip arthroplasty. They concluded that “volume of surgery in these
operations should not be used as a surrogate for quality of surgical care” (21).

Thevolume-outcome debate will likely continue, because there are good dataon both
sides of the argument. Although inherent limitations are associated with each of the data
sources that are used to perform these volume-outcome analyses, it isimportant for the
researcher to understand the strengths and weaknesses of these analysesoverall. Interms
of strengths, volume-outcome studies are relatively easy to perform. Data are readily
available, often with quite large sample sizes, and several studiesto date have shown an
association between higher volume and better outcomes. However, there are also limi-
tations. For example, the data are imperfect. Most of these databases are administrative
and limited in that regard. One of the best nonadministrative data sourcesisthe NSQIP,
which has been demonstrated to have applicability even outside the Veterans Adminis-
tration system. Finally, many peopl efeel that theheal th policy implicationsof thevolume-
outcomerelationship areto “regionalize” surgical care, sending patientsto high-volume
surgical specialty centers or high-volume surgeons. Whether thisis afeasible option in
the United Statesis unknown. Additionally, deciding which operationsto “regionalize’
is also extremely difficult.

Along similar lines to volume is another structure-outcome relationship: that of spe-
cialty (e.g., specialty surgeon, specialty hospital). Whether a specialist, as opposed to a
generalist, performs better and obtains better outcomes has also been the subject of
significant controversy in the literature and the press. We will examine this topic by
examining some of theliterature in thisregard. In the field of vascular surgery, Hannan
et al. found that patients who were operated on by avascular surgeon had lower odds of
having an adverse outcome compared with those operated on by ageneral surgeon. Their
study was based on avoluntary registry of 3644 patients undergoing CEA between April
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1, 1997, and March 31, 1999, in New Y ork hospitals. They found that “ patients under-
going surgery performed by vascular surgeonshad lower oddsof experiencing anadverse
outcome (OR =0.36, p=0.009).” Importantly, they further noted that “ processes of care
and surgical specialty were highly correlated with one another [and] are significant
interrelated determinants of adverse outcome for CEA” (22).

On the other hand, there are also studies available that show that generalists do not
necessarily provide substandard care as compared to specialists. Iglesiaset a. found for
4587 appendectomies (3624 performed by specialist surgeons and 963 by general prac-
titioner surgeons) that rates of comorbidity, diagnostic accuracy, and mean lengths of
stay were similar for patients of general practitioner and specialist surgeons. They did,
however, notethat patients operated on by specialistswere older and morelikely to have
perforations and to require second intra-abdominal or pelvic procedures (23).

It may belikely that for morecomplex proceduresand morecompl ex disease processes
that specialty careispreferred. For example, one study compared survival outcomesfor
patients with breast cancer cared for by specialist and nonspecialist surgeonsin aretro-
spective study of 3786 femal e patients younger than age 75 years treated between 1980
and 1988 in a geographically defined population in urban west of Scotland (24). They
found 5-yr survival rates to be 9% higher and the 10-yr survival 8% higher for patients
cared for by specialist surgeons. Furthermore, they found areductioninrisk of dying of
16% after adjustment for age, tumor size, socioeconomic status, and nodal involvement
(24). More specific research is needed to elucidate what processes of care the specialist
surgeons are using that lead to better outcomes.

2.2.2. PrRocess—OuTtcoME LINKS

Although structural variables (e.g., volume, specialty training) arerelatively easy to
study and associate to outcomes, most researchers and clinicians agree that it is the
processes of care that make the difference. However, studying processes of careis dif-
ficult for many reasons, including thedetail required to appropriately study it, the paucity
of evidenceavailabletoidentify theimportant processes, and the expense. Regarding the
surgical discipline, however, therearestarting to beincreasingly better performed studies
looking at surgical process. For example, there is fairly good evidence showing that
preoperative antibiotics should be given within a certain defined time before incision to
decrease postoperative wound infections. Classen et al. evaluated the rate of surgical
wound infectionsin 2847 patients undergoing elective “clean” or “ clean-contaminated”
surgical proceduresand found the lowest wound infection rate to occur in the group who
received prophylactic antibiotics within the 2 hr before incision (25).

Regarding specific surgical specialties, some of the best process-outcomes research
availableisinthefield of cardiovascular surgery. In the mid-1980sthe New Y ork State
Department of Health devel oped aprogramto track the quality of carein cardiac surgery.
In 1989, it began publishing annual data on risk-adjusted mortality after coronary artery
bypassgraft surgery (CABG) inthe New Y ork State Cardiac Surgery Reporting System.
Withthe outcomesinformation fromthefirst report, the department began i mplementing
several structureand process-based changes. Someof the process-based changesincluded
changing the specific processes within the clinical management protocolsfor stabilizing
patientsin the early postmyocardial infarction period before surgery and having weekly
conferences between cardiol ogists and cardiac surgeonsto increase the communication
and discussion of plans for patient care. These changes helped to improve patient out-
comesimmensely with a41% decline in death rate over thefirst 4 yr of the project (26).
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In vascular surgery, there are studies to support using one or more specific processes
of carein the operating room, including eversion endarterectomy, the use of protamine,
or theuse of shunts. These processesoverall werefound to be associated with lower odds
of an adverse outcome (OR = 0.42, p = 0.006) (22). Another recent study evaluated
Medicare patients who underwent 10,561 CEA procedures from 1995 to 1996 in 10
different states. The outcome measures included 30-d stroke or mortality post-CEA and
they found that the processes of using preoperative antiplatelet agents (OR = 0.70,
p<0.05), intraoperative heparin (OR=0.49, p<0.05), and patch angioplasty (OR=0.73,
p < 0.05) were all associated with alower hazard of complication (27).

Although these are good examples of process variables being associated with out-
come, in surgery, there are numerous processes that are probably important to obtaining
good outcomes, but have not been studied with randomized controlled studies (RCTS).
Such processes might include ambulation of the appropriate patient after surgery, intra-
operatively pal pating theliver during acancer resection, or even appropriately informing
the patient of options and risks of surgery. The issue that needs to be addressed for the
quality of careresearcher isthat such processes measuresare probably very important to
providing high-quality surgical care but they have not been studied, nor will they likely
ever, by RCTs. The dilemmaremains that although the surgical community isfocusing
on evidence-based care, many of the processesthat are likely important to good care are
not provenwith Level | evidence. Surgical investigatorsneed toidentify waysto validate
these non-RCT studied, yet vital process measures.

2.2.3. STRUCTURE—PROCESS L INKS

Oneof theargumentsfor using structural variablesasamarker for better quality isthat
if the“correct” structural factor ischosen, thenit is more likely that the correct process
isperformed. Thisnotioniswell exemplified in the previously mentioned study looking
at the surgeon speci alty—outcomesrel ationshi p/processes of carefor CEA. IntheHannan
etal. study that reviewed 3644 patientsfromavoluntary CEA registry, they found process
outcome linksin that the use of >1 specific processes of care (eversion endarterectomy,
protamine, or shunts) wasfound to be associated with [ower odds of an adverse outcome
relative to patients undergoing CEA without the processes (OR = 0.42, p = 0.006).
Similarly, they found structure—outcome links in that patients undergoing surgery per-
formed by vascular surgeons had lower odds of experiencing an adverse outcome (22).
Results such as these suggest that there is something intrinsic to specialty surgeons and
the performance of specific processes that lead to better outcomes.

A similar study but one based on “hospital” instead of “surgeon” showed that the
structure of aspecialty “cancer center” leadsto receiving better treatment, or to the process
of chemotherapy, ascompared to receiving careat a“ honcancer hospital.” More specifi-
caly, their “results showed that patients admitted first to anoncancer hospital wereless
than half aslikely to go onto receive chemotherapy asthosefirst admitted to acancer unit
or centre (OR = 0.28). Thisresult was hot explained by distance between hospital of first
admission and nearest cancer center or by increasing age or severity of illness’ (28).

Although these two studies provide some evidence of a structure—process link, very
little research on this relationship has been performed for surgical outcomes. There are
still many unknowns, such as how do administrative and organization structures affect
or link to processes of care? How can the environment, personnel, equipment be opti-
mized to promote the most appropriate and effective delivery of care? These are some of
the many important issues that still need to be addressed in this arena (4).
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3. “CORRECT USE OF SERVICES”—APPROPRIATENESS

Theconcept of “ appropriateness’ stemsfromtheissue of processesof care. Appropri-
atenessisessentially the“ correct use” of health care services. Along these samelinesare
the concepts of inappropriateness (or misuse of specific processes of care), underuse
(e.g., specific processes of care not used enough) and overuse (e.g., specific processes
of care being used too much). Regarding the latter, “if one could extrapolate from the
availableliterature, then perhapsonefourth of hospital days, onefourth of procedures, and
two fifths of medications could be done without” (29). If thisistrue, then our national’s
annual health care bill could be cut by potentially $100 billion without harming the
public (30).

The question naturally is, how do we know what care is “appropriate?’ Who deter-
mines appropriateness, and, more importantly, how are they determined? Ideally, we as
physicianswould like Level | evidenceto bethe basisfor our quality process measures,
but what happensif thereisn’'t any Level | evidence available?

Much of this discussion on the topic of quality of care has been re-ignited by the
Institute of Medicine report, To Err is Human. Misuse or errorsin health care delivery
wasshowntolead to many adverseeffectsincluding delayed diagnoses, higher costs, and
unnecessary injuriesand deaths (31). Along these samelines, astudy of New Y ork State
hospitalsfound that 1 in 25 patientswasinjured by inappropriate care, and that 13.6% of
those injured actually died secondary to the error. Negligence was cited for 27% of the
injuriesand 51% of the deaths. Theseresults|ead to the estimate that 180,000 deaths per
yr are caused by preventable errors (32).

Appropriateness in surgery is important—particularly with regard to indications for
performingasurgical procedure. Itisnot so easy to set specific criteria—althoughworthy
attempts have been made. For example, in the late 1980s, consensus guidelines were
published with regard to explicit criteria for the appropriateness of cholecystectomy.
Since then, because many new diagnostic and treatment techniques were developed, an
updated study in 2002 was performed on the appropriateness of indicationsfor cholecys-
tectomy. Two separate panels of six expertsin gastroenterology and six in surgery were
used, with the study creating an algorithm tool for assessing the appropriateness of
cholecystectomy. In brief, atotal of 210 scenarios were evaluated in the report; interest-
ingly, 51% were deemed appropriate, 26% uncertain, and 23% inappropriate (33).

From the 1980sto present, several appropriateness studies have been published involv-
ingthe“procedura” fields. For example, some of these studiesfound that 17% of coronary
angiograms, 32% of CEA, 17% of upper endoscopies, and 2.4% of CABG were performed
for inappropriate indications (34—37). Other studies have demonstrated that the rates of
inappropriate carevary as4% of percutaneoustransluminal coronary angioplasty, 1.6% of
CABG, and 10.6% of CEA being deemed inappropriate (38,39). Outside the field of car-
diovascular medicine, there have been several studies in gynecology, including a recent
study from 2000, which found that up to 16% of hysterectomieswere performed for inap-
propriate reasons (40). Partially because of the difficulty of defining appropriateness, there
is marked variation in these results. The important message to take from these studies,
however, isthat some level of inappropriate/misuse was identified.

3.1. Underuse and Overuse of Services

After appropriate processes of care are identified, one can measure underuse as well
as overuse of that specific process of care. In this regard, underuse of services can be
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defined as not using an appropriate medical treatment or intervention when indicated. It
may |ead to many potential adversitiesinmedical careincluding potential complications,
need for more health care services, higher costs, and premature deaths. Recent studies
eval uating the underuse of medical carefound that morethan 50% of heart attack patients
did not receive appropriate postmyocardial infarction treatment including beta-blocker
medications (41). Furthermore, another study found 34% of cardiac patients do not
receive percutaneous transluminal coronary angioplasty when deemed appropriate by a
panel of experts (42). A recent study on breast disease, focused on understanding and
preventing the underuse of effective breast cancer therapies, found that up to 16% of
women with early-stage breast cancer did not receive adjuvant therapy (43). Although
therearelikely several different reasonsfor the underuse of proven therapy, thesearethe
critical issues that require study. Whether the provider was not aware of the need for
therapy, whether there were communication problems among providers, or whether the
patient refused treatment are some of the possible areas for further study. These issues
need to be further elucidated in order to improve care. Much work of thistypeis heeded
in surgery overall.

Overuse of medical and surgical services can lead to unnecessary health costs and
potential complicationsthat are detrimental to patient health. Oneareain whichthistopic
iswell researchediswithregardto prophylacticantibioticsinsurgery. Virtually everyone
knowsthat overuse of antibiotics has been shown to lead to bacterial resistance, morbid-
ity (e.g., Clostridiumdifficilecalitis), and excessand unnecessary costs. Y et studiesseem
to continually show antibiotic overuse (i.e., one study found that 71% of antibiotics
prescribed were overused, particularly with regard to redundant coverage for gram-
positiveorganismsthat werefoundin56% of caseseval uated) (44). Procedurally, whereas
we specified that one study found 16% of hysterectomies were performed inappropri-
ately, another found up to 70% of hysterectomieswere performed unnecessarily (40,45).

3.2. Variations of Services

Having had adiscussion regarding underuse and overuse, itisnot surprising that there
are studiesthat show marked variationsin the use of services. Such variationshave been
shown to occur with regard to differencesin numerous demographic factors such asage,
gender, race/ethnicity, insurance status, and even geographic location. For example, one
study of several surgical procedures found wide variationsin surgical rates across geo-
graphicareas. Birkmeyer et al. studied patientsages65to 99 enrolledin Medicarein 1995
(excluding those enrolled in risk-bearing health maintenance organizations), and cal cu-
lated rates of 11 common inpatient procedures for each of 306 US hospital referral
regions. They found that the rates of hip fracture repair, resection for colorectal cancer,
and cholecystectomy varied only 1.9- to 2.9-fold acrosshospital referral regions; CABG,
transurethral prostatectomy, mastectomy, and total hip replacement had intermediate
variation profiles, varying 3.5- to 4.7-fold across regions; and lower extremity
revascularization, CEA, back surgery, and radical prostatectomy had the highest varia-
tion profiles, varying 6.5- to 10.1-fold across hospital referral regions. They concluded
that “ although the use of many surgical proceduresvarieswidely acrossgeographicareas,
rates of “discretionary” procedures are most variable. To avoid potential overuse or
underuse, effortstoincrease consensusin clinical decision making should focuson these
high variation procedures’ (46). Another study found that even controlling for rates of
use, there were still regional variations in the use of coronary angiography, CEA, and
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upper gastrointestinal tract endoscopy (34). It is not just in this country that variation
occurs: a study from Israel found similar results when evaluating rates of cholecystec-
tomy in four different regional hospitals (47).

The subject of racial variationsin care is one of ongoing interest, with many articles
citing medical and surgical differences in treatment of ethnic minorities. One study of
10,073 African-American and 123,127 Caucasian women diagnosed with Stagel, IIA,
or |1B breast carcinomainthe SEER database (1988—-1998) found that “ African-American
women were significantly less likely to receive follow-up radiation therapy in every
10-year age group except in the older than 85 age group” (48). Another study of 6437
Medicare beneficiariesfrom Arizona, Illinois, New Mexico, or Texas who underwent a
primary total hip replacement (THR), as compared with 12,874 controls, found that the
“odds of THR decreased as the probability of Hispanic ethnicity increased, from an OR
of 1.00 among beneficiarieswith non-Hispanic surnames, to an OR of 0.36 among those
with heavily Hispanic surnames (95% ClI, 0.31-0.43).” They concluded that “Hispanic
personswith Medicarereceive THR at lower ratesthan do non-Hispanic persons. . . [and
that] . . . because MedicarecoversTHR. . . under utilization of THR by Hispanic persons
cannot be attributed to lack of health insurance alone (49). And yet another study using
SEER found that in comparing black and white patients age 65 years or older with a
diagnosisof resectablenon—small-cell lung cancer (stagel or |1, 1985-1993, n=10,984),
the rate of surgery was 12.7% lower for black patientsthan for white patients (64.0% vs
76.7%, p < 0.001), and that the 5-yr survival rate was also lower for blacks (26.4% vs
34.1%, p<0.001). They didfind, however, that “ among the patients undergoing surgery,
survival wassimilar for thetworacial groups, asit wasamong thosewho did not undergo
surgery.” They concluded that “the lower survival rate among black patientswith early-
stage, non—small-cell lung cancer, as compared with white patients, islargely explained
by the lower rate of surgical treatment among blacks” (50).

In summary, the issue of appropriatenessis an important one for the study of quality
of care. Similar to studying processes of care, the study of appropriateness is difficult
because of the paucity of level | evidence. Also, even when RCT evidenceis available,
patient care is often more complex because of contributing factors such as level of
comorbid disease and other patient-related issues. Still, morework isneeded inthisarea,
and suchwork needsto be performed in an unbiased manner by thecliniciansthat perform
these operations.

4. EVALUATING QUALITY IN SURGERY WITH “REPORT CARDS”

Particularly since the publication of the Institute of Medicine's report, To Err is
Human, “report cards’ on the quality of health care have become increasingly popular.
Report cardshave addressed numerousissuesand haveavariety of layoutsregarding how
quality isreported, aswell asrecommendationsfor obtaining quality care. Inthissection,
we will briefly discuss three groups that have evaluated quality.

Especially for surgeons, one well-known evaluator of quality has been the Leapfrog
Group. The Leapfrog Consortiumisa*“program aimed at maobilizing employer purchas-
ing power to alert America shealthindustry that big leapsin patient safety and customer
valuewill berecognized and awarded” (51). Specificaly, it isacollaborative of Fortune
500 companies and other large public and private health care purchasers that provide
health benefits to more than 34 million Americansin all 50 states. The Leapfrog Group
encouragesitsmembersto choose hospital sthat adhereto three hospital saf ety measures:
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(1) computer physician order entry, in which physicians enter all ordersinto acomputer
system; (2) intensive care unit physician staffing, in which all intensive care units are
staffed full-time by a physician who is credentialed in critical care, and (3) evidence-
based hospital referral. The evidence-based hospital referral criteriaare most important
to surgeons in that it is based on the volume-outcome relationship and recommends
receiving the following four operations at hospitals that perform more than a certain
threshold number of cases per year: (1) CABG (=450/yr); (2) esophagectomy (=13/yr);
(3) abdominal aorticaneurysmrepair (>50/yr); and (4) pancreaticresection (>11/yr) (51).
L eapfrog representsoneof thefirst economically based attemptsat changing andimprov-
ing health care.

Because of the relative ease to obtain structural data, the lay press often uses such
variables to evaluate and grade quality. One of the more well-known examples in this
regard isthe annual USNews and World Report rating of medical centers. The hospitals
are ranked based on a set of criteria consisting of mainly structure and some outcome
information to create the “U.S. News Index” that “combines mortality, number of dis-
charges, and other measuresto summarizequality of care” (52). The specific components
of thisindex include avariety of data pointsincluding: discharges: number of Medicare
patients discharged in 1999, 2000, and 2001 after receiving specified care; RNsto beds:
ratio of full-time, on-staff registered nursesto hospital beds; technol ogy services: number
of key specialty-specific technologies offered; National Cancer Institute cancer center:
designated a“clinical” or “comprehensive’ cancer center by the National Cancer Insti-
tute; hospice, palliative care: presence of ahospice program or palliative-care program;
trauma center: presence of a certified trauma care center; discharge planning: of three
services (patient education, case management, patient representatives), the number
offered; service mix: of nine patient and community services (such as hospice or home
healthcare), the number offered; geriatric services: of seven (such as adult day care and
an arthritis center), the number offered; gynecology services: of four (obstetric care,
reproductive healthcare, birthing rooms, women’s health center), the number offered;
and medical/surgical beds: intensive-caresurgical beds(only inkidney disease); amongst
other (52). Again many of the quality indicators used by this report are structure-based
variables. As stated earlier, structure data are easy to access and report but stand as a
relatively crude measure for quality.

Finally, thepreviously mentioned New Y ork State Cardiac Surgery Reporting System
isanother excellent example of how a“ report card” program can have an excellent effect
on improving patient outcomes when structural and process-based changes are imple-
mented based onthefindingsof thereport. ThisNew Y ork State Cardiac Surgery Report-
ing Systemwasdevel opedinthemid-1980sby theNew Y ork State Department of Health
inorder totrack thequality of carein cardiac surgery. They began publishing annual data
on risk-adjusted mortality after CABG in 1989 and with the outcomes results from the
first report, they implemented several structure and process-based changes, which led to
a41% decline in the post-CABG death rate over the first 4 yr of the project (26).

As a result of these studies, current quality indicators are largely empiric. These
include a systematic literature review to draft a list of potential indicators based on
evidence that they influence the quality of care. Thislist of candidate indicatorsisthen
reviewed by patient and expert focusgroupsto demonstrate and enhanceface and content
validities. Expertsareal so asked to ratetheindicatorsintermsof likelihood of being able
to measure them in aclinical setting. In this regard, the Delphi methodology has been
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successfully applied. After anindicator set hasbeen proposed, the next stepisdemonstra-
tion of feasibility of assessment and validity inaclinical setting. Thismay comprisefield
testing theseindicatorsat asmall number of institutionsand settingsto show that they can
bereadily measured either using administrativedataor chart review. Theamount of work
to measure these indicators are assessed at this stage and will in part determineif use of
these indicators on a wider scale will be practical. It is also helpful to demonstrate
associationsof theseindicatorswith actual outcomes (and thereby demonstrate construct
validity) and to identify covariates (e.g., age, disease severity) that may influence these
indicators. Las, theseindicatorsareappliedinalarger network or inanational evaluation
to identify current level of quality among a broad spectrum of institutions, practice
environments, and geographic regions. The result of these data may then be used to
develop benchmarksand also for continued demonstration of validity by simultaneously
assessing outcomes and correlation better outcomes with greater indicator compliance.
Ultimately, quality of care indicators will be adopted by third-party payers such as
Medicarein* Pay for Performance” programsthat will reward physiciansand institutions
for measuring quality or providing better quality of care. Similarly, withholding revenue
or other punitive actions may be taken for nonparticipants or those who consistently
demonstrate poor quality.

5. CONCLUSIONS

Improving quality of care, patient safety, and eliminating medical errorsarebecoming
increasingly essential in today’s health care system—especially in surgery. Although
volumes can bewritten regarding surgical quality of care, we have organized thischapter
to introduce some of the important concepts on quality of care—specifically, the
Donabedian model of structure, process, and outcomes, aswell as the concept of appro-
priateness. Asthereader can see, there are many areaswhere further work is needed and
it isimportant that surgeons perform this work.
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Surgical research hastraditionally focused on comparing health outcome measures of a
new techniquewith accepted practice. Ashesal th careresourcesbecomescarcer and options
for newer, more expensive diagnostic testsand surgical interventionsincrease, incorporat-
ing cost-effectiveness analysis (CEA) into surgical research studies becomesincreasingly
important. CEA providestheinformation necessary to allow resource allocation decisions
to be based on the best balance between health outcomes and cost. Thus research data
collection and analysis must include not just direct health outcome, but also financial costs
and both positive and negative changesin life expectancy and in quality of life (1).

Acquiring skillsin, and athorough understanding of, varioustypes of economic analy-
sis are important for today’s surgical researchers. Although the costs associated with
surgery—personnel, facilities and equipment—are high, surgical interventions have
gained credibility intheir ability to enhance quality of life, extend life years, and reduce
disability time for workers. CEA incorporated into research can provide the necessary
impetus for clinicians to change their patterns of practice, for department heads and
service providersto change program funding, and for governmentsto change health care
policy. Atabasiclevel, CEA can even help patientschoose between surgical interventions.
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Other types of economic analysis can also be used by researchersto justify expenditure
of research dollars and to help in selecting the most cost-effective research design or
research program. In addition, the information from CEA will help practicing surgeons
decide which of the growing number of techniques and equipment options warrant their
time to learn and maintain skills and which options will complement their practice (2).

1. BASIC CONCEPTS AND TERMINOLOGY

A number of basic types of economic analysis exists, and the researcher should choose
themost appropriatefor their needs. Inits simplest form, economic analysis measures and
reports costs related to a particular trestment or treatment pathway. More complex forms
of analysis, including CEA and cost-utility analysis(CUA), report costsrel ated toaparticu-
lar health outcome. Theoutcomesform the denominator inthereported ratio. For example,
CEA analysis may focus on cost per cases of disease prevented or years of life gained,
whereas CUA analysis focuses on cost per quality adjusted life years gained (QALY).

Economic analyses involve the techniques of decision analysis, a tool originally
developed in gaming theory. Decision analysis is a method of determining the best
decision by examining how different scenarios affect an overall decision. It assigns a
numeric value to each of many possible outcomes, and thus alows for quantitative
analysis of decision making when there are many possible pathways (3).

1.1. Cost Analysis

The primary purpose of all forms of cost analysisisto compare the costs and values
of different outcomes. Initially, cost analysiswaslimited to financial costs, but analysts
and investigators now realize that other factors, particularly the intervention’svalue in
prolonging life and improving quality of life, must be included for the interpretation to
berelevant. Recognition by investigators of theimportance of cost analysishasled to an
increasing number of reports on cost analysisin the medical literature.

Cost analysis, initially developed in the 1960s and 1970s as an economics tool, has
evolvedinthehealthfield from basic* cost of illness’ cal culations, through “ cost-benefit
analysis,” toitscurrent level of complexity—cost-effectivenessand cost-utility analyses.

Cost of illness analysis typically quantifies the burden of medical expenses (direct
costs) and theresulting value of lost productivity (indirect costs) attributableto aspecific
condition such as anillness or injury (4).

CEA measures the costs and consequences of two or more diagnostic or treatment
pathwaysrel ated to asingle common effect or health outcome and summarizestheresults
in ratiosthat demonstrate the cost of achieving aunit of health effect for diverse types of
patients and for variations of the intervention (5).

Health outcomes that might form the denominator of the cost-effectiveness ratio
includelivessaved, casesfound, or disability days prevented. For example, bothliveand
cadaveric kidney donor transplant procedures are options for prolonging the life of a
patient with renal failure. CEA could be used to cal culate the cost per life-year gained of
live vs cadaveric renal transplantation. Although costs are typically reported in clinical
journals as “cost per life year gained,” they could equally be calculated as “life years
gained per dollar amount spent.” The latter approach may be helpful for health admin-
istrators or those working with afixed budget.

Although CEA isoften used to compare different surgical optionsfor agiven disease,
it can also be used to compare various surgical treatmentsthat have acommon outcome.
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For example, the cost per life-years saved could be compared for kidney transplant vs
open heart surgery. CUA isaform of CEA in which particular attention is paid to the
quality of health outcome related to treatment. In CUA, health effects are expressed in
termsof QALYs. A QALY isameasure of health outcomethat assignsto agiven period
of timeaweighting that correspondsto thehealth-related quality of lifeduring that period
and then aggregates these weights across time periods. Results of CUA are expressed as
acost per QALY gained (6).

The QALY isimportant because it considers both quantity and quality of life. CUA
should be considered the analysis of choice when the health outcome of interest isim-
provement in quality of life. For example, CUA would be useful in studying surgical
interventions such astreatmentsfor urinary incontinence or arthritisthat aim to improve
not only physical function but also social function and psychologic well-being.

Cost-benefit analysis estimates the net social benefit of an intervention by comparing
thebenefit of theinterventionwiththecost, with all benefitsand costsmeasuredindollars
(6). Health outcomes are converted into monetary values using “willingnessto pay” (the
value an individual would pay for reduction in illness severity) or “risk of death” or
“human capital” methods (anindividual’ sval ueto soci ety based on productivity or future
wages) (7,8). This chapter focuses on CEA/CUA, the most advanced forms of cost
analysis and, in general, the most relevant for surgical research.

2. HOW IS CEA PERFORMED:?

In simple terms, a CEA is performed by conducting a simulated clinical trial and
comparing the costs related to a common outcome at the end of the treatment pathway.
Thedataused can beobtained fromtheliterature or fromanactual clinical trial conducted
by theinvestigator. Thetrial “cohort” of patients, designed by theresearcher toreflect the
actual makeup of the population being studied, moves through a predefined, finite
sequence of clinical alternatives (e.g., various surgical or medical approaches to treat-
ment) at predetermined intervals. How the patients move through the chain of treatment
options is based on the best available information on the probabilities of success with
each intervention (9). An example of the application of CEA inaclinical trial is Chang
et al’s study of total hip arthroplasty (10).

To be useful on along-term basis, CEA research on similar topics need to be compa-
rable and to use comparabl e terminology and well-designed methodol ogy. The need for
standardization of CEA led the US Public Health Service to convene the Panel on Cost-
Effectiveness in Health and Medicine, which has made recommendations on how cost
analyses should be conducted and reported. Their recommendations are published in a
series of three articles reported in the Journal of the American Medical Association
(5,11,12). The Panel recommends that researchers define a “base case,” a model that
incorporates all the information that the investigator thinks best represents the
interventions and choices being compared. The Panel also recommends the use of a
“reference case,” amodel that considersthe comparison from asocietal perspective and
usesthestandardized methodsand assumptionsdefined by thePanel . The* basecase” and
the“reference case” may bethesamemodel if theinvestigation being undertakenisfrom
a societal perspective. The Panel also recommends that all investigators conduct and
report the“reference case” analysisin addition to the“ base case” analysis, if they differ,
to contribute to the knowledge base. The use of standardsfor the costsand health effectsthat
should be included and the ways in which they should be valued provides analysts and
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usersaway of comparing theresult of different studies, evenif theareaof research differs
(e.g., surgical intervention vs public health promotion) (5).

3. GENERAL STEPS FOR PERFORMING A CEA

3.1. Define the Cost-Effectiveness Research Question

In CEA, aresearch question should be clearly defined that comparesthe consequences
of variousdiagnostic or treatment optionsintermsof costs. Thefollowing isan example
of a CEA research question: “Is Achilles tendon repair cost effective compared with
conservativetreatment, fromasocietal perspective, asmeasured by quality of lifeyears?’
(3). To formulate a research question, the following parameters need to be defined as
follows.

1. The perspective from which the study will be done, which determines the costs to be
included

The time frame

Effectiveness measures

Relevant treatment options

Relevant outcomes

agkrowd

3.1.1. PERSPECTIVE

Decidewhose perspectivewill serve asthe basisfor the analysis—society asawhole,
thefunding source, the patient/family, or thephysician. Whowill beusing the CEA ratios
and for what purpose? The perspectiveisreflected in the research question and goal s of
theanalysis. Theperspectivedetermineswhich costsand heal th effectsshoul d beincluded
inthe cost-effectivenessratio and how the costsand effects should bevalued (7,13). This
step isimportant because, since differing costs are included depending on the perspec-
tive, studiesbased on different perspectivesarenot comparable (13). If theanalysisbeing
conducted is a“reference case,” according to the US Panel on Cost Effectiveness, then
the perspective will be societal.

Typical costsand outcomesto consider (7,13-15), defined by the chosen perspective,
include the following.

» The societal perspective, in which al costs and outcomes that affect everyone in
society, regardless of who pays, are included (total net cost of medical and other
payments for resource use, time away from work and out-of-pocket expenditures).

 The funding source perspective, in which the true costs to the funding source of
providing aserviceareincluded; itemsborneby thepatient/family such astimeaway
from work, out-of-pocket expenses are excluded.

 The patient/family per spective, in which only those costs and outcomes relevant to
thepatient/family, such ascopayment of health carecosts, timeaway fromwork, and
out-of -pocket expenses, are included.

» The program perspective, in which all direct costs to the program are considered.

» Theclinician perspective, in which all aspects of surgical resource utilization, such
as operating room time, office time, direct costs to surgical budget, and costs of
learning and maintaining skillsin a new technique, are included.

3.1.2. Time FrRamME

Define the period of time for which costs and benefits will be determined. The time
frame should be long enough to capture future health outcome and the economic impact
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of an intervention, which may be short term or last the duration of the patient’s life.
However, because many other factors affect long-term outcome, long-term costs should
be limited to those that can be directly attributed to the intervention (7,16).

3.1.3. EFFECTIVENESS M EASURES

Select the specific measures of interest, whether these are final outcomes such aslife
years gained or lost or QALY's, or so-called intermediate outcomes, such as patients
appropriately treated. A search of the literature can assist with compiling arelevant list
of the dimensions of successto be considered. For example, in the case of outcomesfor
surgical treatment of urinary incontinence, the investigator could consider “the number
of dry patients,” or the number of patients who no longer need protection against incon-
tinence. When reviewing the literature, consider how the outcomes are measured. Life
years calculated from mortality data are usually comparable, but outcomes such as
“the number of dry patients’ can vary by whether the outcome was measured using
objective testing measurements or by survey.

3.1.4. RELEVANT TREATMENT OPTIONS

Decidewhat particul ar treatment optionswill be considered. Options may include other
surgical procedures, medical interventions, complementary medical approaches such as
diet and exercise or herbal interventions, or “doing nothing.” It isworthwhileto differen-
tiate* doing nothing” from treatment schemes such as*watchful waiting.” Asan example,
“watchful waiting” when applied to a patient with low-risk prostate cancer would till
include the costs of physician visits and other tests needed during a patient’s follow up.

3.1.5. RELEVANT OUTCOMES

Decide which outcomes to include by reviewing reports on efficacy/effectiveness,
side effects, and complications (13).

3.2. Define the Possible Pathways (Schematic Model)

After compiling the data, develop a schematic model that will describe the sequence
inwhichinterventionsoccur, how the course of ahealth condition isaffected, complica-
tions, and health outcomes. The most commonly used formats for structuring the sche-
matic model are decision trees and spreadsheets.

3.2.1. STRUCTURING A DEcisioN TREE

To make adecision tree, begin with the question, conventionally on the left, working
totheright (3) (Figure1). Draw linesleading fromthequestionfor each possible pathway.
Each decision point or nodeisrepresented by asquare; each chance point (when outcome
isuncertain) isrepresented by acircle. The probability of an outcome is written below
the line for the outcome, and the utility of the outcome iswritten beside the triangle. A
sample decision tree from Kocher et a. (3) is shown.

A Markov model may beusedif asimpledecisiontreeisinadequate. A Markov model
isaform of decision treethat allows cycling through the process or pathways more than
once. Thereare many approachesto Markov modeling, most of whichinvolvesomeform
of Monte Carlo simulation (see the next paragraph). The Markov process is complex,
particularly if the medical condition being modeled is complex and occurs over along
period, or if changes in health status occur frequently. As aresult, Markov processes
require sophisticated, computerized cal culations, and will likely requiretheinvol vement
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Figure 1

of an expertinthefield for the design of the study (17). An example of aMarkov model
in surgical CEA research can be found in Romangnuolo et al (18).

Monte Carlo simulation is a form of statistical analysis in which the probability of
different outcomes s calculated repeatedly, using different scenarios for each calcula-
tion. Although the mathematical calculations are complex, computer software is avail-
ableto performthecal cul ationsasasingleoperation, providing information about thefull
range of possible outcomes, and the likelihood of each (19).

3.3. Estimate the Probabilities of the
Various Outcomes to Be Included

Estimate the probability that each given outcomewill occur, based on the best available
evidence—asystematic review of theliterature, consultation with experts, or independent
research. Thegoal isto find the most accurate estimate of the probability for each event in
theschematic model. Thebest estimate, or “ baselineestimate,” isused to performthe* base
case” analysis. In order of strength of evidence, probabilities may be obtained from:

 Large randomized, controlled trials (RCTs) with clear-cut results
» Small RCTswith uncertain results
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» Nonrandomized, contemporaneous controls
» Nonrandomized, historical controls

No controls, case series only

» Expert opinion (7,13)

3.4. For CUA, Determine Outcome Utilities

For studies that emphasize changes in both quality and quantity of life as aresult of the
treatment, utility val ues need to be determined. Utility values are determined in one of three
ways: (1) valuestaken from the literature, (2) judgment of the investigator who proposes a
range of reasonable utilities, or (3) direct measurement on asample of patients. In thelatter,
the patient can take part in a standardized interview regarding time tradeoff, or in astandard
reference gamble, in which the patient is asked how much time with the disease they would
trade for timewithout disease, or what chance of death they would taketo befree of disease.
Inthisway, the patient isgiven achoice of alternativesin which the patient is presented with
aset of scenarios and is asked to choose between various pairs of aternatives (3).

An example of autilities valuestablein the literatureis provided from Summerfield
et al (20) (Table 1).

Table 1
Utilities of Health States Estimated by Patients and Volunteers?

Utilities of Health States Estimated by Patients and Volunteers®

Health State Informants Sample Mean Utility Mean Utility Loss of Utility
Size (95% C1® (95% CI)* (95% C1y¢

Profoundly hearing impaired, no Patients 87 0.562 0.843 0.281

benefit from acoustic hearing aids (0.527-0.596) (0.805-0.880) (0.255-0.308)

(traditional candidate)

Profoundly hearing impaired, Patients 115 0.725 0.870 0.145

marginal benefit from acoustic (0.693-0.757) (0.839-0.900) (0.123-0.167)

hearing aids (marginal hearing aid

user)

Traditional candidate benefiting Patients 87 0.750 0.813 0.063

from a unilateral cochlear implant (0.705-0.794) (0.769-0.857) (0.048-0.078)

Marginal hearing aid user Patients 115 0.802 0.851 0.049

benefiting from a unilateral (0.767-0.838) (0.815-0.887) (0.039-0.059)

cochlear implant

Profoundly hearing impaired, no Volunteers 70 0.765 1¢ 0.235

benefit from acoustic hearing aids (0.730-0.800) (0.200-0.270)

(traditional candidate)

Severely profoundly hearing Volunteers 70 0.836 1€ 0.164

impaired, marginal benefit from (0.807-0.865) (0.135-0.193)

acoustic hearing aids (marginal

hearing aid user)

Benefiting from a unilateral Volunteers 70 0.934 1€ 0.066

cochlear implant (0.915-0.954) (0.046-0.085)

Benefiting from bilateral cochlear Volunteers 70 0.965 1¢ 0.035

implants (0.952-0.978) (0.022-0.048)

4CI indicates confidence interval

YMean utility measured with Mark II Health Utilities Index (patients and with time trade-off technique [volunteers])

¢Mean utility recalculate with Mark II Health Utilities Index after placing patients at the highest levels of the
hearing and speech dimensions

dMean loss of utility due to impaired hearing and speech

¢ Assuming a utility of unity in the absence of impairments to hearing and speech
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Analternativeisto useavisual analog scale, usually givento acohort of patientswith
the condition under investigation. Here is an example of a visual analog scale from
Kocher et al. (3):

How would you value the following possible scenarios after treatment for Achillestendon
rupture?
0=theworst possible medical outcomefor me; 10 = best possible medical outcomefor me.

Place an X on the line at the appropriate location.

0 10
“Doing well” was defined as: No complications. No rerupture. Return to work at 10.0 weeks.
73% return to same level of athletics. At least 80% strength recovery.

Thefirst two techniquescan bedifficult to apply when achangein quality of liferather
than mortality is the outcome under consideration.

Utility values will vary depending on the individual because of personal preferences
for such parameters as cost savings, ability to work, improved function, pain relief, and
minimization of complications (3).

3.4.1. How 10 CaLcuLAaTE QALY's

QALY sputanumerical valueonquality and quantity of life. Thefirst stepistodetermine
the possible states of health that the intervention could achieve. Next, aweight, ranging
from 110 0, is assigned to each possible health state, corresponding to the health-related
quality of life, in which aweight of 1 corresponds to optimal health and O corresponds to
ahealth state judged equivalent to death. Thisis often determined by direct questioning of
real patients. The duration that apatient islikely to spend in each state of health asaresult
of the intervention in question is then estimated based on the literature. Finally, the value
of the health state is multiplied by the amount of time the patient will bein that state and
the totals are summed to obtain QALY expected from this intervention (6).

The following is an example of how to calculate QALY's (21).

Treatment of metastatic cancer with three different drugs resultsin three different life
expectancies and three different quality of life scores:

Length Utility QALY (Equivalent
of Timein Value for to Number of Years
Treatment Health State Health State in Perfect Health)
Drug 1 0.8yr 0.67 0.80.67=0.54
Drug 2 2.4 yr 0.53 24*0.53=13
Drug 3 5.2yr 0.84 52%0.84=4.4

Themathematicsinvolvedincalculating QALY sarestraightforward. However, deter-
mining how much weight should be placed on patient preferences for various health
outcomes and cal culating the probahility that a given outcome will occur is much more
difficult. Attention to detail at this stage is essential if the results of the CEA areto be
useful (5).
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3.5. Collect All Relevant Cost Data,
as Determined By the Research Question

Collect cost dataas comprehensively as possible. The costs of aparticular health care
intervention involve three basic divisions of cost—direct costs, indirect costs, and
intangible costs. The costs themselves are typically divided into direct, indirect and
intangible costs.

Direct costs of urinary incontinence are borne by both the health sector and by indi-
vidual patients and their families. Direct costs related to operating costs for the health
sector include both inpatient and outpatient services, particularly inthe areas of supplies,
equipment, and health professionals. Some direct health sector costs are variable, such
asthe cost of supplies and health professionals’ time, whereas others are fixed, such as
theoverheadincurredinrunningahospital or clinic. Not all patientswill incur direct costs
tothehealth sector. For exampl e, inthe caseof urinary incontinence, it hasbeen estimated
that 2% of individual sliving inthe community and 5% of thoselivingininstitutions seek
treatment (22). Direct costs carried by the patient include medication and supplies used
to manage agiven medical condition. For example, in the case of urinary incontinence,
padding and devices are used as protection against incontinence. Some devices used to
manage a given medical condition are gender specific. Some men use gender-specific
protective undergarments, often more costly than femal e garments, or condom drainage
or an external device such as a penile clamp.

Indirect costs include lost earnings for both the patient and family or friends who
provide care for the affected person. Age and working status are particularly important
related to indirect costs. For example, because the prevalence of urinary incontinence
increases dramatically with age, the working status of the 60+ age group is of particular
importance. Sources for this information include hospital discharge surveys, insurance
claims(Medicare), survey data (National Medical Expenditure Survey), patient records,
and diaries (13). A study by Stylopolous is an example of alarge-scale CUA that uses
national database data (23).

Intangible costs include the monetary value of pain, suffering, and anxiety from the
disease in question. Intangible costs are difficult to determine in most cases, and are
generally the least well measured in the literature.

Costs vary to some extent by year, region, practice patternsin the area, and country.
Medical expenses are often calculated using existing medical claims databases (e.g.,
Medicare) and typically rely on totaling costs, charges, or payments for those claimsin
which either a primary or secondary diagnosis involves the condition of interest. In
incidence-based studies, an attempt is made to eliminate those claims that may have
resulted from late effects of a condition, such as treatment for past injuries.

Productivity losses (work and leisure timelost from illness or premature mortality)
are usually quantified by average annual wages, with adjustments for household pro-
ductivity. Prevalence-based analysis quantifies lost productivity for the base year,
whereas incidence-based analysis looks at the present value of all future lost produc-
tivity because of arelevant changein apatient’ scondition occurringin aspecifiedtime
period (4).

Consideration should begivento futurebenefitsand costsfor interventionsexpected
to prolong life. For example, significant costs would likely accrue over the long term
for patients who would not be expected to survive without the intervention being
studied.
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3.5.1. DISCOUNTING

Although thereis controversy about whether and how discounting isto be applied (24),
most authorities on CEA recommend its use (1,25). Discounting, a systematic method for
calculating the present value of money that will be spent and health states that will occur
inthefuture(7), is performed because both costs and benefits of health care interventions
cantakeplaceover aprolonged period, but thosethat accruemuch | ater arelessreliableand
less likely to be the direct result of the intervention. Also, costs and benefits now are
considered to be more valuable than those in the future because of “ positive time prefer-
ence’—people prefer to have things now than at some nebulous point in the future (6).

Economic costs are weighted by a discount rate according to the year in which they
accrue. Most countries specify the applicable discount rate, but future costs and utilities
areusually “discounted” to present value at arate of 3-5% per year (7). The discounting
of outcomes is more complex and controversial. Health does not have a true monetary
value, and researchindicatesthat many people do not place ahigh value on future heal th,
as evidenced by behaviors such as smoking and substance abuse where the negative
health outcomesareknown. Thiscan bevery useful in discounting wherean intervention
isinitially expensive, but there arelife-long health benefits (e.g., avaccination program)
or future health benefits (e.g., an antismoking campaign). Adopting a zero discount rate
increases the cost effectiveness of such programs (6).

3.6. Calculate the Cost-effectiveness Ratio
and the Incremental Cost-effectiveness Ratio

With theinformation in place, the costsrelated to the particul ar research question and
perspective are totaled and related to a given denominator for effectiveness, creating a
cost effectivenessratio (dollarsper lifeyear saved for treatment A vsdollarsper lifeyear
saved for treatment B).

For easier comparison between treatment strategies, an incremental analysis can be
completed by comparing the various interventions to the base case strategy or interven-
tion. Incremental cost-effectivenessrepresentstheadditional cost and effectivenesswhen
one health care option is compared with another. Each option isthen compared with the
next most effective option. Incremental costs and effectiveness are the differences
between the two options in costs and effectiveness or the extra cost per unit of outcome
(1,7,8,26). For example, theincremental cost-effectivenessratio of strategy A compared
with strategy B indicateshow much money will be spent for each additional unit of health
gain achieved by choosing strategy A over B (27).

Thisratio can be simply expressed as:

. COStnew strategy — COStcurrent practice
CEratio =

feCtnew strategy effethurrent practice

CEA provides guidance concerning what is both practical and possible in a given
surgical situation by identifying preferred strategies based on the cost-effectiveness
ratio. Thereisnoagreement about what constitutesapreferred strategy, although society’ s
cost-effectiveness ratio threshold (i.e., for any given intervention, how much is an
improvement of one QALY worthto society?) iscommonly estimated to be US$20,000—
$100,000 per QALY (13). One organization argues that any intervention with a cost-
effectiveness ratio of <$20,000/QALY should be considered highly desirable; an



Chapter 16 / Cost-Effectiveness Analyses 293

intervention with a cost-effectiveness ratio of $20,000 to $100,000/QALY should be
considered potentially acceptable, and an intervention with a cost-effectiveness ratio of
>$100,000/QALY should be considered economically unacceptable, but there is no
agreement concerning this “rule of thumb” (6).

3.7. Perform Sensitivity Analysis

A sensitivity analysis considers which estimates in the analysis are most subject to
debate because the estimateswere not based on hard data, were subject to variation given
their method of measurement, or were based on the investigator’ s value judgments. It
involvesaseriesof mathematical calculationsthat isolate factorsor variablesto indicate
the degree of influence each factor has on the outcome of the entire analysis. Although
thedatausedin performing CEA inevitably involvesomeuncertainties, sensitivity analy-
siscan demonstrate whether changesin the variableswoul d change the decision and may
increase the level of confidence in decisions or suggest future directions for research to
increase certainty (7,13). Areas of uncertainty that arise include lack of RCT data and
comparison of costs where not all costs are known (6).

To perform sensitivity analysis, the values for probabilities, utilities, and costs are
varied within plausibleranges, and the cost-effectivenessratio isrecal culated (6). To be
“plausible,” the ranges used are usually within the 95% confidence interval around the
mean, or arebased on aliteraturereview, or consultation with expertsconcerning clinical
feasibility. Inunivariateor one-way sensitivity analysis, onevariableat atimeischanged.
In multivariate sensitivity analysis, several variables are changed simultaneously. The
analysis demonstrates whether the CEA results are robust within the plausible range of
assumptions, or whether the analysis depends on specific assumptions.

Consideration should be given to performing threshold analysis, which is a type of
analysisthat determinesthe point at which the costs of two strategies are equal (i.e., the
incremental cost-effectivenessis zero).

4. INTERPRETATION OF CEA FINDINGS AND OUTPUT

To be useful for all stakeholders on along-term basis, CEA reports on similar topics
needto becomparable. ThePanel on Cost-EffectivenessinHealthand Medicineprovides
a clear description of what should be included in a report on cost effectiveness and
isshown Table 2 (12).

When eval uating someone else’ s CEA (13), look for awell-defined research question
and consider what competing alternative therapies were compared and whether all com-
peting alternatives were included. How did the authors define “effectiveness’ in their
analysis, and is the definition of effectiveness well established in the literature? Check
whether alist of all relevant consequences and costs were included and whether aclear
description of the valuation of these was provided. Look for sensitivity analysis, which
should be considered mandatory. Check whether theauthorsjustified theboundariesthey
used to vary different parameters for the discounting process.

5. TOOLS FOR PERFORMING CEA

CEA can be done using most commonly available statistical packages, such as SPSS
or SASS. A free spreadsheet tool and encyclopediafrom Solution Matrix Ltd. are avail-
able online at http://www.solutionmatrix.com/busi ness-case-tool s.html#Free.
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Table 2

Checklist for Reporting the Reference Case Cost-Effectiveness Analysis

Framework

Data and Methods

Results

Discussion

Background of the problem

General framing and design of the analysis

Target population for intervention

Other program descriptors (e.g., care setting, model of delivery, timing
of intervention)

Description of alternative programs

Boundaries of the analysis

Time horizon

Statement of the perspective of the analysis

Description of event pathway

Identification of outcomes of interest in analysis

Description of model used

Modeling assumptions

Diagram of event pathway (schematic model)

Software used

Complete description of estimates of effectiveness, resource use, unit
costs, health states and quality-of-life weights and their sources

Methods for obtaining estimates of effectiveness, costs and
preferences

Critique of data quality

Statement of year of costs

Statement of method used to adjust costs for inflation

Statement of type of currency

Source and methods for obtaining expert judgment

Statement of discount rates

Results of model validation

Reference case results (discounted at 3% and undiscounted); total
costs and effectiveness, and incremental cost-effectiveness ratios

Results of sensitivity analyses

Other estimates of uncertainty, if available

Graphical representation of cost-effectiveness results

Aggregate cost and effectiveness information

Disaggregated results, as relevant

Secondary analyses using 5% discount rate

Other secondary analyses, as relevant

Summary of reference case results

Summary of sensitivity of results to assumptions and uncertaintiesin
the analysis

Discussion of analysis assumptions having important ethical
implications

Limitations of the study

Relevance of study results for specific policy questions or decision

Results of related cost-effectiveness analyses

Distributive implications of an intervention
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Statistics Canada devel oped a program called Population Health Model (28) for the
evaluation of cancer control interventions and policy decision making. Models of the
costs of diagnosis and treatment of lung and breast cancer were devel oped and incorpo-
rated into the Population Health Model, and the program was then used to evaluate the
economic impact of treatment. Using Monte Carlo microsimulation methods, the pro-
gram generates and then ages over time a sample of synthetic individuals to whom
demographic and labor force characteristics, health risk factors, and individual health
historiestypical of the population are assigned. Thisallowsfor the implementation of a
competing risk framework, by which the event with the shortest time to transition is
deemedto happen. Thelimitation of themodel isthat itisonly asgood asthe dataentered.
Its strength isthat it can be used as a policy analysistool to answer “what-if” questions
that go beyond cost issues to incorporate outcome measures.

6. LIMITATIONS OF CEA

Depending on the nature of the intervention being studied, the number of alternative
interventions, and thetimeframe, CEA canbevery complex and laborious, and helpfrom
an expert in thefield may be required. It may be difficult to develop a decision tree that
truly represents a patient’ s choice, course of illness, or health outcomes. In this regard,
research into patient choicesfor treatment, and thereporting of “treatment pathways” for
various illnesses is helpful. The process of simplifying the course of illness itself may
eliminateimportant outcomes. There may beinadequate information available on which
to make accurate assumptions about the probabilities of events, costs, and utilities (7).
Small errorsin calculations may lead to incorrect conclusions (3).

CEA is an evolving process, and experts do not agree about many issues, such as
discounting (18), the arbitrary assignment of valuesin defining QALY's, and the inclu-
sion of future lost earnings in cost calculations (4,29).

Despite the limitations and controversies surrounding CEA, it remains a useful tool,
and when performed with care, it isfar more accurate than the intuitive decision-making
process.
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1. WHAT IS QUALITATIVE RESEARCH?

There are aspects of the human experience that cannot be enumerated or represented
by asummary score. Cliniciansinthesurgical disciplinesintuitively know this, yet often
are not certain how to evaluate the perspectives and circumstances of their patients
experiences. Qualitative research is systematic inquiry that focuses on exploring and
understanding theexperiencesof individual sand groups. Both the perceptionsof patients
and health care consumers plus those of providers have been studied widely using quali-
tative research methods.

The philosophical foundations of qualitative research include the work of twentieth
century authors such as Heidegger (1), Merleau-Ponty (2), and Habermas (3) and have
been applied by anthropologists, sociologists, and, more recently, health care scientists
to rich programs of research (4). Over the last three decades, an increasing number of
nurse researchers have embraced the use of qualitative research methods to study com-
plex processes, meanings, and human experiences relevant to health and illness condi-
tions (5). Grounded theory, phenomenology, and ethnography are qualitative research
strategies often implemented by those researchers who are compelled to gather rich
descriptions of their interest areas (4).
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Clinicianswho accept aworld view that has assumptions of holism, particularly with
regard toindividualsin the context of health care, tend to use qualitative research asone
approach to scientific inquiry. This holistic world view is embodied in a number of
fundamental beliefs: reality isdifferent for each person, based on hisor her perceptions
and interpretations; meaning is aways embedded in agiven context (5) and; the various
aspects of an individual (e.g., physiology, emotion) cannot be separated when studying
human health responses (6).

The methods and procedures of qualitative research are driven by assumptions rel-
evant to the primacy of interpretation and alwaysinvolve datadirectly gathered fromthe
research participant’ s perspective or the participant’s natural context and environment.
Notably, these methods can be applied to multiple research designs and have been com-
bined with quantitative approaches by many clinical researchersin atechnique referred
toastriangulation (7). Cliniciansin surgical specialties should be aware of the opportu-
nitiesto study both quantitative variables (e.g., disease-free survival) and the qualitative
experiences of patients (e.g., treatment decision making).

2. WHY USE QUALITATIVE RESEARCH METHODS:?

Qualitative research methods are appropriate in any scientific inquiry that seeks to
understand the “unique nature of human thoughts, behaviors, negotiations and institu-
tions” (8). Becauseclinical researchinvolvesthese aspectsof being human, most clinical
studies could incorporate some aspect of aqualitative method. Scientists are taught that
the research question determines the appropriate method. Therefore there are particular
research questions to which qualitative methods not only could be applied, but also
should be applied. Strang (9) claimed that qualitative research methods are complemen-
tary tothose of quantitativeresearch, providing opportunitiesto emphasize meaningsand
experiences of participants. He suggested arange of applicationsfor qualitative research
methods including induction of new hypotheses, exploring complex phenomena, and
devel oping conceptual constructsfor future quantitative questionnairesand validation of
guantitative results. Studies may employ solely qualitative methods or combine qualita-
tive and quantitative methodsin avariety of designs. Miller and Crabtree (6) argued for
multimethod clinical trialsin which qualitative data can uncover and illuminate hidden
theoretical assumptionsand suggest new conceptualizations of the condition and human
reactions.

When aclinical researcher wants to study human response, behavior, or experience,
but not enough is known about the response to validly measure or assessit with aquan-
titative instrument, then qualitative methods can be applied to understand the concept or
phenomenon of interest. In other words, use qualitative methods when you “don’t know
what you don’t know,” particularly when you, asthe researcher, have never experienced
the phenomenon yourself. For example, clinicians might expect that going back to the
workplace after treatment for cancer would be problematic, possibly including anxiety,
fatigue, even fear of discrimination. Y et, after study of this experience with qualitative
methods in a sample of individuals with genitourinary cancers, the return-to-work pro-
cesswasfound to be positive. The participants reported a sense of well being associated
with various aspects of their experience of returning to work (10,11). In another qualita-
tive study of men postprostatectomy for prostate cancer, investigators found that incon-
tinence, within the context of successful removal of the prostate cancer, wasinterpreted
as part of the healing process and not a negative symptom (12).
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Several widely used quality of life questionnaires and symptom assessments have
been devel oped empirically based on qualitative methods that provided rich description
of the experience in a selected patient population. The European Organization for
Research and Treatment of Cancer uses a systematic approach to instrument develop-
ment for its QL Q series of quality of life questionnaires that includes analysis of patient
inputinto content and itemgeneration (13). Theinitial work that resultedintheUniversity
of California Los Angeles Prostate Cancer Index (14) began with focus groups of men
with prostate cancer and their spouses. The Symptom Distress Scale (15) and the Cancer
Related Fatigue Distress Scale (16) are examples of quantitative symptom assessments
that began with qualitative data production to establish questionnaire content grounded
in patients' experiences and first hand reports of symptom sensations.

Other uses of qualitative methods increasingly are seen in health care literature. The
study of health care delivery isamost appropriate areatoimplement qualitative methods
because of the complexity of experiences confronted within the health care system (17).
Exploring perceptions and experiences of clinicians is not uncommon in qualitative
research as investigators attempt to acknowledge the multiple facets of a health care
encounter (18). We will present original datafrom aqualitative study of physicianswho
counsel men with localized prostate cancer regarding treatment options (Section 4).

Analysisof textual datacreated without theintervention of aresearcher isoftentermed
a “narrative” or content analysis. In the particular case of a recorded and transcribed
conversation between a patient and hisor her clinician, analytic techniques of conversa-
tion analysis (19) can be applied. A key point to acknowledge with applications of such
methodsisthat if the investigator issimply making alist of words or conceptsthat have
been pre-determined as* of interest,” thenthe approachismoreinvestigator centered and
may lack thequalitativeemphasison participants’ interpretations, implicit meanings, and
contexts (20).

Insummary, quaitativeresearchmethodsareval uabl e, theory-based, rigorousapproaches
to clinica research. Understanding the life context, perspectives, and experiences of our
patients, other health care consumers, and ourselvesis anecessary adjunct to empiric evalu-
ation of objective outcomes whenever the integrated human response is of interest.

3. QUALITATIVE METHODS OF INQUIRY

3.1. Ethnography: Understanding Culture and Context

Ethnography isthe study of acultural group. Thiscanincludeasocial group or system.
Ethnography has its roots in anthropology. Early anthropologic studies often included
extensive time in the field observing and living with the group being studied.

3.1.1. TypPes OF | sSUES ADDRESSED

Ethnography is useful to understand a group’s learned patterns of behavior, beliefs,
customs, attitudes, and ways of life. Groups of interest may be an ethnic group sharing
meanings of behavior and language or may be an organizational group such as surgeons
working in aparticular institutional setting. Therewill be shared behaviors, beliefs, and
attitudes that constitute a form of culture (21).

3.1.2. SAMPLING

Thesampleconsistsof variousformsof information regarding thegroup to be studied.
This information may come from an individual experience being part of the group,
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observationsof thegroup froman outsider’ sperspective, verbal or written stories, written
and unwrittenrulesand procedures, publications, andliterature. Theinvestigator samples
aswidearange of information sourcesasfeasibleto most compl etely describethegroup.
Spradley (22,23) provides more detail on sampling and data collection in ethnography.

3.1.3. DATA COLLECTION

Data collection is accomplished in ethnography through extensive fieldwork. During
this process, the investigator immerses himself or herself within the group. The investi-
gator may become amember of the group and function as a parti ci pant-observer or may
gain accessto agroup through gatekeepers and then locate individual s who can provide
valuable insights as key informants. Because data collection involves long-term, exten-
sive contact with agroup, investigators may become part of the group and are no longer
observers, but participants. Interviewing, observing, reviewing documents, and assem-
bling artifactsare all forms of data collection that may be used in an ethnographic study.
However, interviews and observation are the most widely used.

3.1.4. ANALYSIS

Analysis of ethnography generally occurs in three phases; description, analysis, and
interpretation. Description isastraightforward presentation of the setting and events. In
devel oping thisdescription, theinvestigator may focuson “aday inthelife” of thegroup
or an individual, a key event, or developing a story with plot and characters. From the
description, theinvestigator movesinto the analysis phase that isasorting process. This
can be accomplished through highlighting specific material using tables, charts, dia-
grams, and figures. Patternsin the dataareidentified that may represent themes, allowing
for comparisonswith other cultural groupsor theoretical frameworks. Theanalysisphase
typically includes acritique of the research process and suggestions for redesigning the
study.

Interpretation is the process of transforming the data. During this phase, the investi-
gator speculates and presents his or her reflection of the meaning or influence that the
themes haverelative to the group’ s behavior, structure, and interactions. I nterpretations
are structured by inferences from the data or theory. Ethnography is the product of an
ethnographic study. Typically, this takes the form of abook, athough results of ethno-
graphic studies can be found in journal articles.

3.1.5. RicGor

Although verification is not an appropriate standard to apply to ethnography, quality
can be assured in a number of ways. Triangulation of data sources is used to compare
information coming from different sources and from different phases of the study.
Respondent validationisaccomplished by ascertaining from therespondentswhether the
accounts accurately reflect their experience. Personal reflection by the investigator on
experiences, in the form of awritten or spoken record, is necessary to prevent personal
values and ideol ogies from influencing the work and to maintain aresearch perspective
while embedded within agroup’s culture.

3.2. Grounded Theory: Understanding Process From the Ground Up

Grounded theory isaqualitative research method that inductively buildstheory from
the data. The data, not theory, are the starting point. Grounded theory had its beginnings
in sociology in the late 1960s with the publication of Glaser and Strauss's book, The
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Discovery of Grounded Theory: Strategiesfor Qualitative Research (3). Theresearchers
claimed that much of the methodol ogic work in sociology focused on the verification of
existing theory and little considered the generation of new theory. Thus Glaser and
Straussdevel oped and presented therudimentsof grounded theory whilestudying aware-
nessof dying. The method has been elaborated and clarified over theyears, and aprocess
for conducting grounded theory research hasbeen delineated (24—26). Because there are
setsof proceduresto follow in the conduct of grounded theory, it is often considered the
best method for new qualitative researchersto use. Grounded theory isused not only in
the social sciences, but in health services research, nursing studies, and education.

3.2.1. Types oF RESEARCH | SSUES ADDRESSED

Grounded theory is most appropriate to explore processes and develop situation-
specific theory. The method iswell-suited to devel oping conceptsthat |ead to theoretical
explanations about aspecific phenomenon and how peoplerespondtoit withinacircum-
scribed context about which little is known. Some examples of research questions that
would be answered by grounded theory method are: What theory explainsthe process of
how men with early stage prostate cancer decide among treatment options? Or, what are
the major processes in the transition to survivorship after pneumonectomy for lung
cancer?

3.2.2. SAMPLING PROCEDURES

After thephenomenon or condition of interestisidentified, theinvestigator will choose
participants who have experience with the phenomenon and are ableto articulate it. As
the study progresses, theoretical sampling will be used to select participants who may
give additional or diverse perspectives based on the categories identified in the data.
Sampling will continue until no new categories are revealed and each category is com-
pletely described. At this point, theoretical saturation has been achieved. Althoughitis
difficultto statean exact samplesize, typically 20-30interview participantsare adequate
to reach saturation.

3.2.3. DATA COLLECTION

Data collection is accomplished primarily by individual interviews. Additional data
from other sources may be used such as the medical record, observations of the setting
and behaviors, interviewer and participant journaling, and focus groups. When inter-
viewing, it isimportant to let the participants tell their story while keeping the conver-
sation related to the topic of interest.

3.2.4. ANALYSIS

Grounded theory dataanalysisisconducted concurrently with ongoing datacollection
identifying the concepts and categories that begin to frame the process being described.
Thereisaseriesof stepsthat beginswith reviewing the transcribed dataline-by-line and
ends with articulation of atheoretical explanation that describes the concepts and their
relationship to one another within the study sample. A constant comparative processis
used to continually scrutinize new data relevant to the themes that have already been
identified until al themes have been fully described and no new themes are appearing.
The result of the analytic process is a substantive-level theory inductively developed
from data derived around a specific problem, condition, or population of people. This
theory can then be subjected to further empirical study. For example, the process of
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prostate cancer treatment decision making may be described for upper-middie class
Caucasian men. However, this process may or may not be similar in men of other
ethnicities. Thusfurther studiesamong men of variousethnicitiesmay beconducted, now
using the initial grounded theory as a point of departure.

3.2.5. RiGor

Rigor is established through verification processes. These occur throughout the
research process. Within each analytic phase, the investigators ask questions about the
interrelationships of the categories. Theinvestigator then returnsto the datato verify or
refutetheanswersto these questions. By constantly returning to the data, closeness of the
groundedtheory tothedataisensured. After thetheory isdevel oped, theinvestigator then
reviews published literature for supplemental verification. Finally, the investigator may
have participants review the written report and comment on whether or not the process
or theory is congruent with their experience.

3.3. Phenomenology: Understanding the “ Lived Experience”

Inthebroadest sense, phenomenol ogy isstudy of everyday lived experiencesof human
beings(27). Using this qualitative method, investigators seek to understand the meaning
underlying human experiences of phenomena (28,29). For clinicians, the phenomena of
interest arerelated to health issues. For example, an aim of aphenomenol ogic study may
beto understand how men experience and live with incontinence after aradical prostate-
ctomy for cancer and to provide insights into managing this symptom. Phenomenol ogy
is deeply rooted in the writings of the German philosopher, Edmund Husserl (1859—
1938), withasecond major branchfollowing the philosophicthought of Martin Heidegger
(1889-1976). There are many subtypes of phenomenology, but the common thread is
concern with meaning of the lived experience.

3.3.1. TyPes oF RESEARCH | SSUES ADDRESSED

Phenomenology is most appropriate when the purpose of a study is to understand or
describethe essentia structures and meanings of aphenomenon asexperienced by agroup
of people. Examples of questions are: What does it mean to participate in deciding on
prostate cancer treatment? What are the underlying themes and contexts that account for
patients' decisionsto call their surgeons regarding surgical wound healing postdischarge?

3.3.2. SAMPLING

Participants must be individuals who have experienced the phenomenon and can
articulate their experience in detail, reflecting on its personal meaning. Typically, up to
10 participants will provide in-depth data on the selected phenomenon.

3.3.3. DATA COLLECTION

After identifying individuals who have experience with the phenomenon, data are
collected through intensive interviews, maybe requiring a participant being interviewed
several times. To gain depth in understanding, the interviewer will use verbal probesto
explore various aspects of the phenomenon with the participant until the underlying
meaning of the participant’ sexperienceisvisible. Beforeinterviewing begins, theinves-
tigator must first set asidehisor her own beliefsand experiences. Thisbracketingrequires
self-insight and allowstheinvestigator to approach the study with minimal preconceived
beliefs or theories. In this way, the data can speak for themselves.
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3.3.4. ANALYSIS

Interviewsare audiotaped and transcribed verbatim for analysis. Analysisbeginswith
several readings of the transcripts to gain an overall sense of what is being said. The
investigator then writes a description of her or his experience of the phenomenon. Next,
passagesare sought that describe how parti ci pantsexperienced the phenomenon and then
the investigator writes a description of what happened. Finally, the interviewer reflects
again on her or hisown description and constructs an overall description of the meaning
or essence of the experience.

Theoutcome of the anal ytic processisan exhaustive description of the meaning of the
phenomenon. For example, “loss’ has certain, recognizable characteristicswhether it is
loss of aloved one, a cherished object, or abodily function such as erectile function.

3.3.5. RiGor

Verification and standardsare primarily related to the researcher’ sinterpretation. The
basic criterion is whether or not the final description provides an accurate picture of the
common aspectsand structural features of the phenomenon. Thiscan bedemonstrated by
verifying results with study participants and asking outside reviewers to assess the data
for similar patterns. Finally, areader who has experienced the phenomena, but was not
interviewed during data collection, reviews the logic of the analysis and reflects on
whether it is consistent with her or his own experience.

3.4. Narrative: Understanding the Stories People Tell

Use of narrative approaches to research grew out of the postmaodern era during the
1980s. This approach was born out of the reconceptualization of people as story tellers.
Narrativefocuseson how peopletell their storiestoreveal how meaningismadeof events
and situations. Individuals develop a narrative to make meaning of their lives and then
story events and occurrences so that they fit that narrative. Cultures have predominant
narratives that influence how individual s devel op their personal narratives and the roles
in which they place themselves.

3.4.1. | ssues ADDRESSED

Narrativeapproachesallow theinvestigator to explorehow peopleimposeorder onthe
events of their life to make sense of them. A major illness or surgery isan event that an
individual must somehow work into their personal narrative to make sense of it for their
own life. Narrative approaches are useful when research issues revolve around identity
and identity disruptions such as might occur in women having mastectomies or psycho-
logic process such as coping.

Narrativeresearchisdescriptive and explanatory. It can be used to describe particul ar
lifeepisodes, conditionsunder which onetypeof story prevailsover another, therel ation-
ship between individual stories and cultural stories, and the function that certain events
servefor individuals. Narrative research can also be used to understand why something
happened as it did.

3.4.2. SAMPLING

Narratives are ubiquitous because of the universal impulse of humansto tell stories.
In selecting respondents, theinvesti gator seeksout individualswho have experienced the
event of interest and areableand willingtoarticulatetheir story about it withinthe context
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of their lives. For further details, the reader is referred to “Telling Stories. Narrative
Approaches in Qualitative Research” (30).

3.4.3. DATA COLLECTION

Data collection involves having respondents tell their stories verbally or in writing,
uninterrupted by investigator questions or probes. In thisway, theindividual constructs
thestory inaway that placestheevent into hisor her lifein ameaningful way and chooses
to emphasize those aspects that have meaning. The sequence and how this story istold
can then be analyzed to provide description and explanation. Data can al so include story
linegraphsonwhichanindividual participant labelseventsof alifelineand describesthe
meaning of those events for the investigator.

3.4.4. ANALYSIS

Analysisof narratives usestechniquesmore often seeninliterary critiques. Withinthe
narratives collected, the investigator searches for emplotments, the waysin which indi-
viduals sort and order life events. The manner in which the individual characterizes
himself or herself and those cast in key rolesin the storiestold can provide insightsinto
how the person has fit the event into their life story. Also, placement of events within
narratives allows insight into their meanings. Riessman (31) provides a succinct over-
view of the analytic process. Narrative analysis results in a “metastory.” It is the
investigator’ srepresentation of therespondents’ stories. Thiscantaketheform of abook,
aresearch report, or an article.

3.4.5. RicGor

Thegoalsof narrativeinvestigation are believability and enhancement of understand-
ing. However, narratives can and should change over time as settings, perspectives, and
underlying social discoursesand power relationships change. Of relevance for narrative
arethecriteriaof persuasiveness, correspondence (verification of the truthfulness of the
representation by respondents), coherence of speaker’ sgoal with linguistic devicesused
with common themes, and pragmatic use or the extent to which a particular study be-
comes the basis for other work.

4. AN EXAMPLE OF QUALITATIVE INQUIRY: EXPLORING PATIENT
AND PHYSICIAN PERCEPTIONS OF PERSONAL AND MEDICAL
FACTORS RELEVANT TO TREATMENT DECISION MAKING
FOR LOCALIZED PROSTATE CANCER

No other disease condition with the high incidence of prostate cancer has so many
alternativeswith so few certainties. Localized prostate cancer (L PC) can be treated with
one or more of several modalities including observation alone, surgery, cryosurgery,
hormonal therapy, brachytherapy, or external beam radiation therapy. There are no com-
pleted, randomi zed studies of thesetreatment modalities. The notoriouscomplicationsof
prostate cancer treatment, sexual, bladder, and bowel dysfunction cannot be easily com-
pared between modalities. There is a growing body of evidence that men with LPC
conduct the decision-making process by considering their personal characteristics and
factorswhich may bemuch moreinfluential than any medical factor (32—38). Physicians,
notably surgeons, have been advised to approach counseling the man with LPC in away
that takes into account individual factors (38, 39). Yet, few empiric data have been



Chapter 17 / Qualitative Research Techniques 305

reported as to what those factors are and how physicians incorporate those factors into
adiscussion of treatment options. The purpose of this study was to explore physician
perceptions of personal and medical factors relevant to treatment decision making for
LPC, in general and for specific patients, and how patients with preferences for certain
LPC treatments or outcomes may conceptually link these factors.

4.1. Designing the Study

A cross-sectional descriptive study of 12 physician/patient-paired transcripts using
both qualitative and quantitative methods was employed. Data were collected in 1998—
1999. University of Washington Human Subjects Division approva wasin place at all
times during the study and analyses from 1998 to present.

4.2. Sample and Procedure

In 31 individual, tape-recorded, and transcribed interviews with men diagnosed with
LPC (within 6 mo) (32), patients identified particular physicians as having had some
influence on the treatment decision. Purposive sampling guided our choice of matched
physicianstoinclude surgeons, radiation oncol ogists, and medical oncologists. These 12
physicianswerethenindividually interviewed regarding what factorsthey believed were
important to discuss with men recently diagnosed with L PC during the presentation of
treatment options and what medical and personal factorsthey recalled about the particu-
lar patient. A semistructured approachto interviewing wasused, including identification
of broad topicswith minimal prompts. Each physicianwasinformed beforetheinterview
as to which patient was to be discussed, alowing a preinterview review of records.
Patients had given written permission for usto approach their physician for this compo-
nent of the study.

4.3. Data Analysis

Each transcript was entered into NUD*IST 4, a code-based data analysis software
package. Physician and patient transcripts were then paired. Text for each pair was
selectively coded (26) usinginductiveanal ysisfor important/influential personal factors,
medical factors, and preferences and then quantitatively counted and matched for con-
cordance between patient and physician.

4.4. Findings

Tenmen andtwo women physicianswereapproached and all agreedto beinterviewed.
Nine urologists, two radiation oncol ogists, and one medical oncologist reported amean
of 20.25 (SD = 9.89) years of postgraduate practice, ranging from 6 from 42 yr.

4.4.1. FAcTORs AND ROLES | DENTIFIED BY PHYSICIAN

Physician parti cipantsdescribed nine essential i nformati ontopics: pathol ogy, medical
history, expected longevity, treatment options, research findings, side effects, physician
bias, patient personal val ues, and patient fear. Duringtheanalysis, four distinct physician
roles became evident: expert, educator, navigator, and partner. Eight of the physicians
described adopting the partner role, incorporating all four roles. Table 1 listsdefinitions
that were synthesized from the physicians' descriptions of their own verbal approaches
to the “optionstalk” and the roles that the physicians adopted while hel ping the patient
prepare for the treatment decision.
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Table 1

Physician (MD) Role, Definitions, and Quotes Derived From the Physician Transcripts

MD Role

Definition

Exemplar Quote

Expert

Educator

Navigator

Partner

MD described telling patients specific specialized
knowledge (e.g., facts, data, survival rates, options)

MD described explaining specialized knowledge to

patients, placed in the patient’s own medical context.

This role extends expert role

MD described putting the specialized information in
an applied personal context of any man/other men.
Extends expert and educator role

MD described putting the specialized information in
the personal context of each particular patient’slife
context, including personal factors and values

“1 just tell them those are the risks and these are the percentages and the
have to know that very well before they accept surgery.”

“1 would say thefirst thing | do is based on the facts of their specific ca
decide what | think their options are. And if it’s appropriate I'll go into
more detail about each option or tell why | think one option might be be
than another . . . . and | might tell them why | think in their particular ce
the facts and the symptoms that this guy has would better he suited for
option A rather than option B.”

“| tell most people that if they want to, 4 months [after] surgery they cal
begin training for amarathon, if they want; if they [could] run a marath
before the surgery. But, thereisarisk of incontinence and that’ s a diffic
management problem if it should occur . . . So, they have to be aware of
that risk.”

“Sometimes you try and get a sense of how they feel about . . . | ask the
if they’ re comfortable treating the prostate and leaving it in their body. !
I ask them how they feel about surgery or radiation. Some people really
want to do anything but surgery, some people are afraid of radiation; the
think it'stoxic. | ask them . . . how physically active they are and what
kind of work they do.
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At least oneintersection between text coded for a physician role and text coded for an
essential topic occurred in al 12 physician transcripts. | ntersections between essential
tell topics and physician roles for all transcripts indicated that physicians who adopted
navigator and partner roleswere morelikely to acknowledge patient personal valuesand
patient fear as essential topics to discuss with men diagnosed with LPC.

Nearly all the physician participants addressed one specific challengeinthephysician/
patient discussion of treatment options. The first physician interviewed stated, “Fre-
guently they will say well ... what [would] youdoif it wasyour cancer?’ Answersrecalled
by the physiciansvaried. Only one participant reported that he never answered the ques-
tion, stating that he would never be in exactly the same situation as that patient. Others
gave reasons why not to answer the question for particular patients: when the physician
doesn’t feel comfortabletreating that patient and when the patient isresourceful and able
to make aninformed decision. Seven physicians described answering the patient’ s ques-
tion asan opportunity to either: get closure onthedecision (n=4), give an honest answer
to asincere question (n = 3), or to explain the physician’s own bias (n = 1).

4.5. Personal and Medical Factors | dentified

Table 2 presents frequency dataregarding the personal and medical factorsidentified
by the 12 patients. Physicians spontaneously recalled a certain percent of these factors
when prompted to recall any personal or medical factorsabout thisparticular patient. The
concordance between the patient/physician pair was higher for the more commonly
identified personal factors. The mgjority of patient participants cited personal factorsas
influencing the treatment decision. The following is a quote illustrating the link of a
personal factor and treatment preference, plus a match with physician recall of one
personal factor.

Patient: But knowing that you can live amore normal life and enjoy what
you have left, theoretically. Because at age 66, you don’t know anyway how
much you got left. So, | chose that [seed implants] as a better method to go.
If 1 had 5to 7 to 12 years|eft, | didn’t want to be straddled with being aweak
little kid and not being able to do a darn thing [due to incontinence].

Personal factors = age, fear of incontinence; preference = seed implant

Physician: . .. hisoverall healthwasn't fantastic. Though ... hisageisright
in the range he was 67 or is now 67, so his age isright in the range for any
treatment option, so that certainly didn’t limit him.

Match = age

4.6. Placing the Findings of the Qualitative Research Into Perspective

The majority of both personal and medical factorswere linked to patient preferences
for LPC treatment or outcome indicating that these factors are strongly influential for a
personal treatment choice. Notably, the consulting physicians did not commonly recall
the personal factors articulated asinfluential by the patients. This may suggest alack of
communication about relevant personal factors. It is difficult to discern to what degree
physicians in this sample did or did not discuss these factors or help these patients to
clarify their preferences. Other studiesexpl oring patient preferencesfor cancer treatment
or outcome haveidentified anumber of the same personal and medical factorsidentified
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Table 2
Personal and Medical Factors Identified as Important or
Influential by 12 Patients and Those Recalled by the Respective 12 Physicians

Personal Factor

MD Influenced
Patient Recalled Concordance  Decision
Identified N MD and N
N (% of Patient Patient (% of
Personal Factors (% of 12) factors) N  Patient Factors)
Common (>50% of Patients)
Age 11 (92) 10 (83) 9 10 (91)
Cancer in family 10(83) 1(8) 1 10 (100)
Potent/sexually active 8 (67) 2(17) 2 8 (100)
Fear of incontinence 8 (67) 1(8) 1 8 (100)
Has family responsibilities 7 (58) 6 (50) 5 7 (100)
Desire for longevity 7 (58) 3 (25) 3 7 (100)
Being informed decision maker 7 (58) 4(33) 4 7 (100)
L ess Common (25-50% of Patients)
Desire to be pain-free 4(33) 1(8) 1 4 (100)
L ocalized prostate cancer
experience of peer 5(42) 0(0) 0 2 (40)
Diet concerns 3(25) 1(8) 1 3 (100)
General outlook on life 3(25) 2(17) 2 3 (100)
Being anxious related to cancer 3 (25) 2(17) 1 3 (100)
Information seeker 3(25) 3(25) 2 3 (100)
Uncommon (0-24% of Patients)
Physically active 1(8) 0(0) 0 1 (100)
Ethnicity 0 1(8) 0 0(0)
Socia class 0 1(8) 0 0(0)
Alcohol use 0 1(8) 0 0(0)
Medical factors
Comorbidity 8 (67) 4(33) 2 8 (100)
Pathology 7 (58) 6 (50) 4 4 (57)
Prostate-specific antigen 6 (50) 4(33) 2 1(17)

inthisstudy. Y an and colleagues, in astudy of 1809 men diagnosed with LPC, reported
that age, race, continence, potency, and comorbid conditions were associated with vari-
oustreatmentsfor LPC (40). However, thelevel of patient involvement in the treatment
choice and the interaction with the physicians were not clear in thisretrospective survey
study. In another qualitative method study of 102 men with LPC, Holmboe and Concato
(41) documented that patientstypically usedinformation gained from avariety of sources
combined with their own “patient—centered factors’ to arrive at a treatment choice.
The generalizahility of thesefindingsislimited dueto the exploratory sample size and
conveniencesamplemethod of patient recruitment. Inaddition, physician participantswere
pre-identified as“influential,” which may have bearing on thefindings. Perhapsthe match
between perceptionswould belessin apairing of noninfluential physicians. Because each
interview was conducted without using a highly structured format, the content contained
in thetranscripts may be constrained by the conversational cuespresent (or absent) in each
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interview. It may bethat physiciansdid not reveal theextent towhichthey recalled personal
and medical factorsabout the patient with which they were paired or that they smply could
notremember. Similarly, it may bethat patientsdid not reveal al personal or medical factors
about themselves or the preferences with which these factors may be linked.

5. SOFTWARE FOR QUALITATIVE DATA ANALYSIS

Conducting a qualitative research study typically results in large amounts of richly
detailed (oftencalled“thick™) descriptivedata. Discovering thecommonaltiesand unique
themesin such data can be tedious and laborious aswell as exciting. Software packages
developed to handletextual datahavethe potential to automate many of theroutinetasks
related to data processing and analysis.

Although some traditional researchers have resisted and continue with paper,
highlighters, and much floor space, most qualitative scholars agree that the use of com-
putersfor qualitative data analysisfacilitates data management and makes possible ana-
Iytic techniques that once took inordinate amounts of time (42). It must be remembered
that any software package isatool for data processing and management. Approachesto
analysis and interpretation of data remain the responsibility of researchers.

Several qualitative software packages are available. Thoseinvestigatorswho are con-
sidering which software package is most appropriate for a specific use are referred to a
thoughtful publication by Barry (43) comparing two popular and widely marketed appli-
cations. Surgeons may find that their collaborators with experience in qualitative meth-
odsof analysishavetrained and already becomefamiliar with oneor another application.

6. SUMMARY

Qualitative research methods are agroup of strategiesthat are well-suited for discov-
ering the personal aspects and meaning in the many surgically related conditions expe-
rienced by our patients. Therigorousanalysisinvolvedinaqualitativestudy canillustrate
important variables and hypotheses within multiple designs and can be partnered with
other methodological approaches. Cliniciansin the surgical disciplines are encouraged
to include, explore, and devel op qualitative research approachesto clinical inquiry.
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Surgical conditions span abroad spectrum of health statesthat result in morbidity and
resource utilization. For patients and physicians, identifying the risks and benefits of
interventions can be difficult. Selecting the “best treatment” for a particular clinical
situation fromthevast array of available options can be confusing. Health careproviders,
policy makers, and educators are focusing on “evidence-based health care,” theintegra-
tion of the best research evidencewith clinical expertiseand patient values. Becausethey
represent thegold standard for testing new interventions, randomized or controlled clini-
cal trials (RCT/CCTs) are the centerpiece of research evidence. Systematic reviews and
guantitative meta-analyses have been suggested as an even higher level of evidence,
because they provide scientifically rigorous synthesis of all the known evidence from
RCT/CCTs or other best evidence.

To make appropriate health care decisions, patients, physicians, and health policy
makers must have access to high quality information. The goals in this chapter are to:
describe systematic reviews and meta-analyses and how they differ from traditional
reviews; summarize methods used in conducting systematic reviews and meta-analyses;
and provide an example of acompleted systematic review/metaanalysisto aid clinician
investigators in conducting and interpreting these reviews.

1. WHAT ARE SYSTEMATIC REVIEWS AND META-ANALYSES?

Systematic literature reviews are a method of locating, appraising, and synthesizing
evidence. Their primary goals are to answer specific questions, to reduce bias in the
selection and inclusion of studies, to appraise the quality of the included studies, and to
summarize them objectively. Systematic reviews are applicable to all types of research
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Table 1
Differences Between Traditional Narrative Reviews and Systematic Reviews
Feature Narrative Review Systematic Review
Question Often broad in scope Often afocused clinical question
Sources and search Not usually specified, Comprehensive sources and
potentially biased explicit search strategy
Selection Not usually specified, Criterion-based selection,
potentially biased uniformly applied
Appraisa Variable Standardized critical appraisal
Synthesis Often a qualitative summary Quantitative summary if meta-
analysis
Inferences Sometimes evidence based Evidence based

designs. They can evaluate treatment interventions, diagnostic or screening tests, and
prognostic variables. Systematic reviews efficiently integrate otherwise unmanageable
amounts of information to support evidence-based clinical decision making. These
reviews identify and disseminate best evidence, evaluate the consistency of findings,
explore differences, and help to resolve uncertainty. The products generated are vital in
developing quality improvement projects, creating practice guidelines or policy initia-
tives, enhancing shared-decision making, and identifying gapsin knowledgethat require
future research.

Systematic reviews differ from traditional narrative reviews as summarized in
Table 1. Findings from systematic reviews produce the most unbiased estimates of the
clinical effect of an intervention, diagnostic test, or prognostic variable (1). They have
had aprofound impact on researchers, clinicians, medical educators, patients, and policy
makers. Guideline groups, including the US Preventive Services Task Force and the
American Urologica Association, conduct high-quality systematic reviews, to provide
the highest evidencelevel. Without systematic reviews, researchers may miss promising
investigative opportunities, be unaware of evidence, or embark on studies of questions
that already have beenanswered. Policy makersand administratorsusesystematicreviews
to develop clinical policiesthat optimize outcomes using available resources (2). Clini-
cians and medical educators use systematic reviews in their daily practice.

Systematic reviews are a uniquely powerful mechanism for education. They offer
teachersanew opportunity tomodel rational and effectiveuseof information. Systematic
reviewslink clinical questions with research results that would otherwise be difficult to
locate, read, and appraise (3). Consumers use systematic reviews to help them make
decide among diagnostic and treatment options (4).

M eta-analysisisthe systematic, quantitative approach to combining resultsfrom com-
parable individual studies for the purpose of synthesizing and integrating results. It
typically yields pooled or weighted average estimates of intervention effects. Statistical
pooling can estimate the effect of an intervention on a particular outcome with more
precision than the individual studies and can suggest whether results vary according to
patient subgroup or intervention. However, pooling in systematic reviews may not al-
ways be feasible or appropriate. Furthermore, as with any type of research, systematic
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reviewsand meta-analyseshavelimitations(1, 3, 4). The datagenerated from systematic
reviews are limited to the quality and type of data reported from studies. The ability to
combine and quantitatively analyze results does not mean that thisisclinically or statis-
tically valid. Inappropriate pooling may lead to erroneousconclusions. Intheseinstances,
a qualitative systematic review and summary of findingsis valuable and may be more
appropriate. However, the findings from well-conducted reviews are beneficial because
they provide an unbiased, concise summary of the evidence.

Several publications have described the science of reviewing research, differences of
narrative reviews vs systematic reviews and meta-analyses, aswell as how to carry out,
critically appraise, and apply meta-analysesin practice (1, 3-6). Systematic reviewsand
meta-analyses should be as methodol ogically rigorous as well-designed and adequately
powered RCT/CCT. Guidelines recommend: (1) development of a prospective protocol
whereby the hypotheses are derived before data abstraction and analyses; (2) use of
standardized definitions of key outcomes; (3) quality control of data; (4) inclusion of al
patients from all studiesin thefinal analysis; and (5) adhering to quantitative standards
and the use of appropriate statistical monitoring guidelines to indicate when the results
of the data of a meta-analysis are conclusive.

2. STEPS INVOLVED AND FORMAT OF SYSTEMATIC REVIEWS

The design, methods, and reporting of a systematic review should follow a standard-
ized format that adheresto previously described quality standards. This enablesthe user
to find the objectives and results quickly and assess their validity and applicability
(5-8). A summary of stepsinvolvedinconducting asystematicreview and meta-analysis
isprovidedin Table2. Theformat used for systematic reviewssimilar to those conducted
by the Agency for Healthcare Research and Quality’ s Evidence-based Practice Centers
isshown in Table 3 and described in the following section.

2.1. I dentify Research Topic

Initial plans are made regarding clinical and research questions to be addressed. A
research protocol is developed and organized as follows: background explaining the
topics being reviewed, including the biologic basis of the condition and clinical and
economicimportance; objectiveand key research questions, whichisaprecise statement
of the primary objective of the review, including the invention(s) reviewed and the
problem(s) addressed; and study/patient selection criteria.

2.2. | dentify Studies for Specific Health Conditions
2.2.1. SeaArcH MEDLINE anD OTHER DATABASES

A detailed plan for the literature search is developed often with the assistance of a
literature search specialist. This plan describes data sources, search terms, and inclusion
and exclusion criteria. We use a multifaceted approach to identify studies-e.g., use of
standard electronic literature databases and reviews of key journals, reference lists of
relevant articles, and Cochrane Coll aboration resources. Rel evant studiesfor eachreview
are identified, screened, and retrieved using a standardized search strategy specific for
each review (5, 6). We review the abstract and title of articles (and if necessary the full
text) to determineeligibility. Translation of non-English languagejournalsor correspon-
dence with the authors may be necessary. RCT/CCT are not the best sources for evalu-
ating adverseevents, preferences, health utilities, and costs. Other sourcesinclude patient
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Table 2

Steps Involved in conducting Systematic Reviews/Meta-Analyses

The process of writing a review adheres to established standards (6-8).

 ldentify research topic and questions
— Recruit Medical Advisory Panel members if needed
— Develop key clinical questions to be addressed
— Create and refine review protocol

 Identify randomized or controlled clinical trials (RCT/CCTs) or other best evidence and
develop registry
— Select trials/evidence to be included
— Create and maintain registry of disease specific RCT/CCTs/reviews

» Determine inclusion/exclusion criteria

» Datacollection
— Create provisional evidence tables
— Develop data abstraction forms
— Assess methodological quality of trials/reports
— Collect data

e Dataanalysis and synthesis (including pooling if feasible)
» Examine datafor publication bias and heterogeneity
» Economic and decision analyses (if indicated)

» Prepare systematic review evidence report
— Summarize findings and conclusions
— Obtain outside peer review/criticism/comments
— Incorporate peer review comments and revise evidence report

e Disseminate final systematic review evidence report

e Maintain up-to-date-status of systematic review findings through approximately biannual
reevaluation process

preferenceand health status surveys, postmarketing reports, product insertsand Food and
Drug Administration Medwatch (www.fda.gov/medwatch) announcements.

2.2.2. ELECTRONIC DATABASES

Westart with electronic searchesof theM EDLINE and EM BA SE databases; EMBASE
has considerable overlap with MEDLINE, but for thoroughnessit isinstructiveto search
this database for at least background materials. Results are tagged and downloaded
directly using reference management software (e.g., ProCite, Biblio-Link, Reference
Manager) to facilitate formatting for inclusion in the report bibliography.

2.2.3. EsPeciALLY RELEVANT JOURNALS AND REFERENCE LisTS

We determine whether relevant peer-reviewed journals are not indexed in these data-
bases. If s0, hand-searching of thesejournalsisperformed for asmuch of thetime period
specified as possible. We review the reference lists of critical articles or reviews to
identify additional studies.


www.fda.gov/medwatch
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Table 3

Systematic Review Format Used in Technology Assessment Reports

Cover sheet

Structured abstract: context, objective, datasources, study sel ection, dataextraction, synthesis,
and conclusions

Patient/consumer page: lay summary of key findings and impact statements

Table of contents

Executive summary

Text

— Background

— Objectives and key questions: Description of the topic and questions examined; targeted

populations, including subgroups; specification of the causal pathway to link theliterature
to key questions; disease epidemiology

Search strategy and inclusion and exclusion criteria: Appendices document search
strategies, el ectronic and other literature databases searched, time frame of the search, and
inclusion and exclusion criteria

Analysis: Summary description of the methodologic approach for the review. Criteriafor
grading the quality of the studies and strength of evidence; methods for analyzing and
synthesizing the evidence

Results: Narrative synthesis of findings; synthesis of information on special populations;
presentation of supplemental analyses, such as meta-analysis of selected studies; tablesor
graphs to convey findings effectively

Summary of individual studies including patient/disease characteristics, efficacy, and
adverse effects data

Quantitative synthesis (when statistically feasible and clinically appropriate)

Economic and decision analysis (if indicated)

Balancesheet of risks, benefits, and costsof different treatment options (including absol ute
and relative risk reduction and number needed to treat)

Discussionand conclusions(includingimplicationsfor clinical practiceand futureresearch)
Evidence tables and figures for critical key questions, organized in some consistent way
(with subsidiary evidence tables, if any placed in appendices)

Characteristics of the included studies

Specification of the interventions that were compared

Results of the included studies

Pooled synthesisof efficacy and adverseevent dataincluding apriori defined subgroup and
sensitivity analyses

List of excluded studies and reasons for exclusion

References

Appendices and acknowledgments; analytic framework; details on methods (e.g., data
abstraction forms, quality grading scheme); evidence tables; list of excluded studies and
reasons; bibliography (references cited plus studies excluded); and comments about when
the report might be reviewed for updating

2.2.4. CocHRANE COLLABORATION

The Cochrane database is the best source for identification of RCT/CCTs (9). Our

Prostate Cochrane Review Group (CRG) registry contains more than 2600 citations to
prostate disease and urological cancer trials. We prospectively hand search major uro-
logicjournals; conference proceedingsfor American Urological Association (AUA) and
European Urological Association (EUA) meetingsfor 1990 to present and existing trials
registers (e.g., www.TrialsCentral.org) for ongoing trials.


e.g., www.TrialsCentral.org

316

Wilt and Fink

Table 4

Sample of Provisional Inclusion Ciriteria for a Specific Topic: What is the Efficacy
and Adverse Effects Associated With Treatments for Urinary Incontinence in the Elderly?

Category Inclusion Criteria

Population Humans; age > 65, both sexes, all ethnic and racial groups

Conditions All diagnoses and causes relevant to urinary incontinence (e.g., previous
hysterectomy, child birth, radical prostatectomy, benign prostatic hyperplasia).

Study settings  Inpatient and outpatient settings

Interventions  condition-specific, but will include interventions to treat urinary incontinence:
Treatment: pads, medications, surgery, exercise

Outcomes Clinically relevant outcomes: disease-specific aspects of morbidity (e.g.,
urinary tract infections, hospitalization), disease specific treatments/
procedures (pad, catheters, artificial sphincters), functioning, symptoms
I nter mediate outcomes: important surrogate outcomes or measures related
to disease-specific conditions (# pads/day); laboratory tests.

Time period 1980 and later (depending on database)

Geographic North America, Europe, English-speaking Commonwealth countries,

site of study Scandinavia; Japan

Language English (may include non-English language pending topic and advice of MAP)

Admissible North America, Europe, English-speaking Commonwealth countries,

evidence Studies with the following designs: RCTs (double and single blinded); non-
RCTs (prospective and retrospective cohort studies; case-control studies)
Exclusions: animal studies, studies not addressing key questions, commentaries,
letters, editorials, case reports, case series

Samplesizes  Ending sample sizes >10 subjectsin al groups

attrition rates/  Attrition rates no greater than 30% and similar in all groups

duration * 3mo

2.3. Inclusion/Exclusion Criteria for Peer-Reviewed Literature

Developing inclusion/exclusion criteriainvolves a series of filtersthat progressively
focusestheliterature search. Provisional inclusionand exclusion criteriafor a* standard”
search of the peer-reviewed literature are described in Table 4.

We usually exclude studies in which attrition was greater than 30% or was signifi-
cantly different between treatment or control arms. We often exclude studies for which
the samples (treatment and controls) were fewer than 10.

2.3.1. RETRIEVE AND REVIEW FuLL ARTICLES
Full articles areretrieved for those studies meeting review criteria. A data abstractor

reviewseach article, abstractsdata, and entersinformationinto evidencetables. A senior
project leader reads the article and checks the evidence table for accuracy. When dis-
agreements occur, the pair resolves differences through a re-review of the article. If
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differences arise from interpretation of the information, the study director or one of the
senior researchers not otherwise involved adjudicates.

2.3.2. TRACK EXCLUDED STUDIES

Reasonsthat articles, at the stage of full review, are not included in both the evidence
tables and report is recorded. Abstractors note areason for exclusion on the data collec-
tion form created for that article. We then record that code in the reference management
softwarefile, sothat we can compilealisting of excluded articlesand thereasonsfor such
exclusion.

2.3.3. REVIEW TITLES AND ABSTRACTS

Abstractors review identified abstracts to determine eligibility for inclusion. This
hel psensurethat all appropriateabstractsareincludedinour literaturesynthesis. Abstracts
determined to beineligible after theinitial review arereevaluated; if either reviewer still
believesthearticle should beretained, weretainit. Generally speaking, weerr ontheside
of inclusion rather than exclusion.

2.4. Data Collection
2.4.1. DATA COLLECTION

Provisional evidence tables and data extraction forms are developed with criteriafor
evaluating study quality and strength of the evidence. Thedescriptionsthat follow reflect
our usual procedures.

2.4.2. EviDENCE TABLES

Dummy evidence tables are created to guide development of abstraction forms or
procedures for abstracting data directly into evidence tables. We create separate tables
for each key question, outcome, by type of research design, and then alphabetically by
study author. Generally we opt for more separate tables that are less complex. Thefirst
part describes the purpose of the research, its design, setting, populations, and outcome
measures; the second part describes study outcomes, differences between groups, and
other salient features, and provides a quality grade.

2.4.3. ABsTRACTION FormS

Paper (or electronic) data abstraction forms are used for the reviewer to record the
specifiedinformation about each study in astandardized fashion. Customized abstraction
formsarecreated and pil oted to ensureefficient/accurate datacoll ection. They beginwith
anidentification of the publication and someexclusion criteriaat the start and go on with
sectionson which to record detail son study design and outcomesand quality grade. This
hel psavoid extracting dataon studiesthat woul d be excluded. Abstraction forms capture
study characteristics. To promote efficiency, comprehensiveness, and consistency, we
test our evidence tables at the same time.

2.4.4. Assess METHODOLOGIC QUALITY OF INCLUDED STUDIES

Included studies are categorized as to the type of study (e.g., randomized controlled
trial, case-case control, case series). However, even among RCT, results can be influ-
enced by quality of the concealment of the randomized treatment allocation (i.e., studies
with poor quality are more likely to report favorable effects). Grading the quality of
individual studies takes place at the time of data abstraction. For RCT, the quality of
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conceal ment of treatment all ocationiseval uated according to ascal edevel oped by Schulz
(20), assigning 1 to poorest quality and 3 to best quality. We assess whether trial partici-
pants and investigatorswere blinded to treatment provided, whether trialsused an inten-
tion-to-treat analysis, and the percentage of subjects who dropped out or were lost to
follow-up. Sensitivity analysesare conducted by examining resultsfrom similar types of
study design. Additionally, we assess results derived from analyses in which only RCT
of best quality regarding treatment allocation conceal ment are considered.

2.4.5. CoLLEcT DATA AND MONITOR REVIEWS FOR Bias, CONSISTENCY,
Accuracy, AND QUALITY

Several mechanisms assure quality of reports. Selection of technical experts from a
variety of backgrounds provides multiple perspectives. Review questionsareformul ated
using astandard format that requiresthe technical expertsto address multiple aspects of
guestions. Trained reviewers are used to reduce error and bias. The abstracted data are
reviewed for accuracy and consistency. Use of abstraction and rating instruments that
have been pretested and revised as needed promotes consistency. Checks at the “ second
review” ensure accuracy and appropriate interpretation of study findings.

Because of the size, complexity, heterogeneity, and uneven quality of the literature,
we subject a 10% random sample of articlesto second review and abstraction in order to
identify difficulties that might cause inconsistency across articles or abstractors. Expe-
rienceindicatesthat some eligible reports may be published in non-English journals. To
prevent alanguage bias, we often identify individual s experienced in data abstraction of
non-English language articles.

Reviews using aggregated data from published studies provide similar results to
reviewsusingindividual patient data. Because of the cost and timeinvolvedinindividual
patient data analyses, our reviews rely on aggregated published reports or additional
evidenceobtained from authors/sponsors. Whereavailabl e, dataare abstracted according
to predetermined subgroups including patient age, gender, race, disease severity, and
treatment variations (e.g., dose, within-class agent, duration).

Reportsare prepared in astandardized format that facilitate uniform critical appraisal
across studies. Unbiased evidence tables are created by determining what the tableswill
include without reference to study results. For many of our larger “evidence reports’
conducted for private or government agencies, we enlist external peer reviewersto pro-
vide anindependent evaluation of our draft document. They receive astructured critique
form to facilitate comprehensive refereeing.

Becausethe quality of systematic reviewsisonly asgood asthe quality of the primary
evidence, we attempt to limit data synthesis to RCT/CCTs except for adverse effects,
quality of life, patient preference data, and costs. When sufficient datafrom RCT/CCTs
are not available to adequately address treatment efficacy questions we: describe these
limitations and discuss possible inclusion of studies with lower methodologic quality
(e.g., case-control studies, observational cohorts). Theremainder of thischapter isdevoted
to the actual analyses of summary data obtained from systematic reviews.

2.5. Data Analysis and Synthesis

2.5.1. GENERAL ACTIVITIES FOR SYNTHESIS OF L ITERATURE

In addition to providing a qualitative summary of the identified evidence we attempt
to perform quantitative meta-analysesif possible and appropriate. M eta-analysismay be
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Figure 1: Flow diagram of systematic reviews with decision and cost-effectiveness analyses.

especially useful because much of the evidence may be comprised of many small, under-
powered, or conflicting studies that do not provide definitive information (e.g., border-
linesignificance, wide confidenceintervals, conflicting efficacy results). Meta-analysis
permits more precise estimates of possible benefit (or explorevariationsin effectiveness
according to subgroups of patients and interventions) by quantitatively combining data
from similar studies. However, it is possiblethat studies are so heterogeneousin clinical
diagnoses, patient populations studied, therapeutic interventions, and outcomes mea-
sured that meta-analysisissignificantly challenging or, indeed, improper and imprudent.
Specific decisions and methods for meta-analysis are developed a priori. When it is not
feasibleor clinically appropriateto conduct ameta-analysis, our evidencereport provides
qualitative and semiquantitative summaries. Summaries are presented for individual
studiesastables, figures, and text. Recommendations are madeto improve and standard-
ize the reporting of future research so that future results can be synthesi zed.

Figure 1 outlinesthe stepsand productsof datasynthesisprocessthat may alsoinvolve
a cost-effectiveness or decision analysis (more detailed discussions regarding cost-
effectiveness and decision analyses are provided in Chapter 16). As a first step, the
evidence regarding the effectiveness and adverse events associated with each interven-
tion is gathered and examined. In the absence of a body of evidence describing the
effectiveness of an intervention, investigators develop recommendations for future
research. If sufficient evidence isavailable, the adequacy and comparability of the data
regarding populations, interventions, and outcomes will be reviewed, followed by an
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assessment of the clinical and statistical appropriateness of pooling the results. For stud-
iesthat are not conduciveto pooling, thereview produces qualitative or semiquantitative
summaries of the evidence. There arethree possibl e outcomeswhen pooling data. Either
results are consistent that the treatment is effective or ineffective, or there are mixed
conclusions. In the case where studies agree that treatment is ineffective, no further
analysis occurs and a qualitative summary of the therapeutic harms will be produced.
When all studies agree that a treatment is effective or when the results are mixed, the
guestion arises as to the magnitude of the effect.

A general description of standard meta-analytic methods follows: when pooling of
dataareclinically appropriate and statistically feasible, weighted risk ratios, risk differ-
ences, and their 95% confidence intervals are calculated. We typicaly use RevMan
software(11) for categorical variablesaccording primarily to the Peto method (12). Other
meta-analysis software programs are available and frequently useful for evaluation of
datafrom studiesother than RCT (www.metaanalysis.com). The number needed to treat
for different outcomes along with their respective 95% confidence intervals will be
calculated as 1/risk difference. For continuous variables, weighted mean differences
(WMD) and their 95% confidenceinterval sare determined. Resultsaretested for hetero-
geneity at significancelevel of p<0.1accordingtothemethodsoutlined by DerSimonian
and Laird (13). A p value < 0.1 is used because of the relatively low sensitivity for
identifying heterogeneity. When analyses indicate heterogeneity exists (and pooling is
still clinically appropriate), arandom effectsmodel isused or additional subgroup analy-
ses are conducted to further explorereasonsfor heterogeneity and describe variationsin
effect. In general, prespecified subgroup analyses and meta-regression analyses may be
conducted, as appropriate or relevant, to evaluate the consistency of effectsand system-
aticvariationsin effect from differencesin study design, patient characteristics, or inter-
vention characteristics. An intention-to-treat or modified intention-to-treat analysisis
used.

3. AN EXAMPLE OF A SYSTEMATIC REVIEW OF THE LITERATURE

Thefollowing exampleof apreviously published report isprovided to assist thereader
in learning about the actual steps we used in developing, conducting, and presenting a
systematic review and meta-analysis evaluating sildenafil (Viagra) for the treatment of
male erectile dysfunction (14).

3.1. Identification of Research Topic

Erectile dysfunction (ED), defined as the persistent “inability to achieve or maintain
an erection sufficient for satisfactory sexual performance,” (15), isestimated to affect up
to 30 million men in the United States (15) and may result in withdrawal from sexual
intimacy and reduced quality of life (16). The prevalence of ED increases with age,
diabetes, heart disease, hypertension, depression, and use of certain medications(17, 18).
ED also may be caused by spinal cord injury and prostate surgery.

Sildenafil was approved by the Food and Drug Administration for treatment of ED in
March 1998. Wewere aware, in 2000, that many randomized controlled trialshad evalu-
ated sildenafil. Wewereunawareof any systematicreview and quantitativemeta-analysis
that had examined the magnitude of treatment benefits and adverse effects associated
with sildenafil treatment in men with ED, overall and according to age, comorbid con-
ditions, and ED severity.


www.metaanalysis.com
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3.2. I dentification of Eligible Studies

Trialswere identified by searching the MEDLINE, HealthSTAR, Current Contents,
and Cochrane Library computer databases between January 1995 and December 2000.
The search strategy combined (impotence or erectile dysfunction) and (sildenafil or
viagraor UK-92,480) and waslimited by combiningitwith (clinical trial, controlledtrial,
randomized controlled trial, or multi-center study). In addition, bibliographies of re-
trieved trialsand review articleswerereviewed, and urology journals and national meet-
ing abstracts were hand searched. All trialsidentified were written in English. Data for
unpublished trials and supplemental data for published trials were obtained from the
manufacturer and the Food and Drug Administration Internet web site.

Studies were considered eligible if they included men with ED, were randomized,
compared sildenafil with placebo or active control, were at least 7 d in duration, and
assessed clinical outcomes related to ED (e.g., success of sexual intercourse attempts,
subject global assessment of treatment). Two reviewers independently assessed study
eligibility. Differences were resolved by discussion.

3.3. Data Collection and Outcomes

Information on trial characteristics, patient demographics, inclusion and exclusion
criteria, dropouts, treatment efficacy, and adverse events were extracted by two review-
ersonto pretested data abstraction formsin astandardized fashion. The primary efficacy
outcome was the percentage of all self-reported sexual intercourse attempts that were
successful, defined asvaginal penetration that the subject found satisfactory. Additional
outcomes included the percentage of subjects achieving successful intercourse at least
once during treatment and the percentage of subjects reporting improvement in erectile
function. For adverse effects, we examined the percentage of men reporting side effects
and the percentage of men withdrawing fromthetrial. Missing or additional information
was sought from authors/sponsors.

3.3.1. AssessMENT oF METHODOLOGIC QUALITY

We assessed the quality of conceal ment of randomized treatment all ocation according
to ascale devel oped by Schulz (39). We assessed whether participants and investigators
wereblindedtotreatment provided, whether trial sused anintention-to-treat analysis, and
the percentage of subjects who dropped out or were lost to follow-up.

3.4. Data Analysis

For assessment of categorical treatment outcomes, we determined the percentage of
men achieving each outcome according to treatment assignment. For measures of effi-
cacy, we cal culated weighted relative benefit increases and their 95% confidence inter-
valsusing RevMan software (11). For adverse eventsand withdrawal s, the percentage of
men achieving each outcome according to treatment assignment, aswell astheweighted
relative risk increases and their 95% confidence interval s were determined. For assess-
ment of continuous outcomes, we determined themean val ue (e.g. percentage of success-
ful attempts) for men within each treatment group and calculated WMD and 95%
confidenceintervals. Relative benefit increases, relative risk increases, and WMD were
estimated using random effects meta-analyses.

Datafrom fixed dose studies suggested the presence of a meaningful dose-response
effect for at least some treatment outcomes. Therefore, different fixed doses were not
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Table 5

Baseline Characteristics of Subjects
Characteristic Sldenafil Placebo
Randomized subjects 4240 2707
Age (yr + SD) 55+ 10 54+ 10
Ethnicity (%)
White 71 68
Asian 21 21
Black 4 5
Other 4 7
ED duration (yr) 4.7 4.9
ED severity (%)
Severe 47 47
Mild-moderate 46 44
None 2 3
ED etiology (%)
Organic only 51 56
Psychogenic only 20 18
Mixed 29 26
Comorbid conditions (%)
Hypertension 26 29
Diabetes 19 24
Ischemic heart disease 10 9
Depression 6 4
Spinal cord injury 4 7
Radical prostatectomy 3 4
Peripheral vascular disease 3 3

pooled in meta-analyses. A clinical decision was made to perform meta-analysis only
between trials of similar design. Trials that employed a parallel group design, flexible
dosing, and administration on an as-needed basis (PRN) were emphasized, primarily
because thisis the manner in which sildenafil is used in clinical practice. Efficacy data
for specific subgroups also were derived from parallel, flexible-dose PRN studies.

3.5. Results

A summary of some of our findingsisprovidedin Tables5and 6 and Figure 2. A table
of baseline characteristics of subjects from the include studies (Table 5) provides a
summary of relevant demographic and clinical information from the included studies
(another table is often presented that describes characteristics of each of the included
studies). Similar to reportsfrom individual studies, thistable assiststhe reader in evalu-
ating baseline characteristics of the systematic review study population. The results
indicated that 27 trial s (6659 men) met inclusioncriteria. Menweremiddle age, predomi-
nately white, and had ED for approx 5 yr duration. About half of the men had severe ED
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Table 6
Efficacy Outcomes for Parallel Group, Flexible Dose Trials According to Subject Subgroup?

Successful sexual intercourse, mean Men with at least one successful sexual Men with self-reported
percentage of attempts per subject intercour se attempt during treatment improvement in erections
Sildenafil Placebo Sildenafil Placebo Sildenafil Placebo
% %  WMD (95%CI)(N) % % RBI (95%CI)(N) % %  RBI [95%CI](N)
All subjects,
primary method® 57 21 34[29-38) (2283) 83 45 1.8[1.7-1.9] (2205) 78 25 3.1(2.7-3.5) (3535)
All subjects,
aternate method® 66 25  39[36--43] (2205) NA NA NA NA NA NA
Age >65 46 14 31 (24-38) (447) 74 36 2.0(1.6-2.4) (426) 69 18 3.4[2.74.2] (758)
Asian men 61 24 37(31-42) (1220) 87 49 1.7(1.6-1.9) (1170) 86 34 2.5[2.2-2.8] (1363)
Black men 53 19  34(16-51) (49) 78 31 2.3(1.3-3.9) (47) 67 28 1.9[1.3-2.8] (143)
Severe ED 47 11 34 (26-42) (844) 74 26 2.8(2.1-3.7) (798) 67 15 4.2[3.5-5.1] (1654)
HTN 50 16 33 (27-40) (628) 75 39 1.9(1.6-2.2) (604) 68 21 3.1[2.6-3.7] (1100)
Diabetes 44 16 27 (20-34) (551) 70 34 2.0(1.6-2.3) (534) 63 19 3.0[2.5-3.7] (1019)
Psychogenic 66 29  38(32-44) (453) 91 61 1.4 (1.2-1.6) (440) 87 38 2.1[1.7-2.5] (622)
IHD 42 14 24 (2-46) (202) 69 32 1.9(1.3-2.7) (198) 63 20 2.6[1.8-3.8] (376)
Depression 58 24 25(4-47) (51) 86 43 1.8(1.1-2.9) (49) 79 20 3.41[2.4-4.7](273)
PVD 57 13 39(18-59) (49) 88 38 1.8(0.9-3.6) (48) 70 14 3.0[1.7-5.5] (107)
RP 25 3 24(543) (42) 47 14 29(1.1-7.3) (37) 48 10 3.8[1.6-9.5] (116)
SCI* 53 8  45(39-51) (332) 81 26 3.2(2.4-4.2) (308) 83 12 7.2[4.7-10.9] (345)

Abbreviations: SCI, spinal cord injury; WMD, weighted mean difference; N, number of men analyzed (except in SCI crossover datawhere N represents treatment
arms); RBI, relative benefitincrease; HTN, history of hypertension, IHD, ischemic heart disease, PV D, peripheral vascular disease, RP, history of radical prostatectomy

2No SCI data are available from parallel group, flexible dose trials; SCI data presented are derived from one crossover, flexible dose trial (n = 178 men).

bThe primary method of analysis considered all sildenafil doses taken and intercourse attempts. The alternate method excluded from analysesintercourse attempts
reported by the subject to have failed for reasons other than a sufficiently hard or long-lasting erection. Subgroup results were derived using the primary method.
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Study Sildenafil Control WMD WMD  (95% ClI)
n  mean{sd) n  mean(sd} (95% Cl)
Fixed Dose Studies 25 mg Montorsi 95 43.2 (34.1) 98 17.0 (24.8) — 26.2 (17.8, 34.6}
Fixed Dose Studies 50 mg 148-106 94 458 (37.8) 83 11.1 (21.9) — 34.7 (25.7,43.7)
Montorsi 100 54.5 (34.0) 98 17.0 (24.8) —e— 375 (29.2, 45.8)
Pooled Estimate 194 50.3 (36.1) 181 14.3 (23.6) —— 36.2 (301, 42.3)
Fixed Dose Studies 100 mg 148-106 93 44.8 (32.8) 83 11.1 (21.9) — 33.7 (25.5,41.9)
Montorsi 98 56.7 (36.6) 98 17.0 (24.8) —— 39.7 (31.0, 48.5)
Pooled Estimate 191 50.9 (35.2) 187 14.3 (23.6) —— 36.5 (30.5, 42.5)
Flexible Dose Studies Goldstein 146 46.8 (30.2) 144 143 (22.8) —— 32.5 (26.4,38.7)
Rendell 103 29.9 (31.5) 94 7 (15.5) — 22.2 (154, 29.0)
96-003 102 58.2 (38.4) 95 232 (34.1) —— 350 (24.9,45.1}
96-004 111 63.4 (36.9) 102 26.8 (34.3) — 36.6 (27.0,46.2)
96-005 121 653 (41.8) 117 259 (37.9) — 39.4 (29.3, 49.5)
96-006 88 51.1 (39.4) 89 235 (35.9) — 276 (16.5,38.7)
98-001 88 52.8 (40.3) 58 22.6 (29.7) —— 30.2 (18.8, 41.6)
148-803 432 614 (35.3) 146 24.5 (31.4) —— 36.9 (30.8, 43.0)
Tan 125 68.3 (36.9) 122 24.4 (34.2) —— 43.9 (35.0,52.8)
Pooled Estimate 1316 57.0 (37.6) 967 21.4 (31.7) -+ 33.7 (29.2,38.2)
Crossover Studies Giuliano 168 53.0 (36.3) 164 7.7 (17.9) —— 453 (39.2,51.4)
I T T T I

-40  -20 0 20 40 60

Favars Control Favors Sildenafil

Figure 2: Weighted mean differences between sildenafil and placebo in the percentage of sexual
intercourse attempts that were successful per participant according to specified study character-
istics (e.g., fixed dose vs flexible dose vs crossover studies).

and similar percent were reported to have an “ organic only” etiology. Clinically relevant
comorbid conditions are listed.

Efficacy outcomesarereported for parallel group, flexible dose, PRN trials(Table6).
Results are reported for three specified outcomes for all subjects and according to
prespecified subgroups. A typical meta-analytic “forest-plot” also shows the WMD
between sildenafil and placeboin the percentage of sexual intercourse attemptsthat were
successful per participant according to specified study characteristics(e.g., fixed dosevs
flexible dose vs crossover studies) (Figure 2). In results pooled from 14 parallel-group,
flexible as-needed dosing trials, sildenafil was more likely than placebo to lead to suc-
cessful sexual intercourse, with a higher percentage of successful intercourse attempts
(57% vs 21%); WMD = 33.7%); 95% Cl, 29.2-38.2; 2283 men). In data pooled from six
parallel-group, fixed-dosetrials, efficacy appeared slightly greater at higher doses. Treat-
ment response appeared to vary between patient subgroups, although rel ativeto placebo,
sildenafil significantly improved erectile function in all evaluated subgroups. Adverse
effects were reported in the original manuscript and increased with higher doses of
sildenafil.

We concluded that sildenafil improves erectile function and is generally well toler-
ated. Treatment response seemsto vary between patient subgroups, although sildenafil
has greater efficacy than placebo in all evaluated subgroups.
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4. SUMMARY

Systematic literature reviews and quantitative meta-analyses are widely used as aids
to evidence-based decision making. They serve as valuable resources for patients,
clinicians, educators, health policy makers, and researchersby attempting toidentify and
summarize, in an unbiased fashion, the best evidence related to specific health care
topics. Aswith any research endeavor, designing, conducting, andinterpretingtheresults
of these reviews requiresrigorous adherence to quality standards. Information provided
in this chapter should assist individuals interested in knowing more about this
methodol ogy.
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uses, 97, 98, 102, 103
Order statistics, data analysis, 125
Ordered data, features, 124
Outcome measures,
comparison group studies, 66
morbidity, see Morbidity
mortality, see Mortality
outcomes research, 203
patient preferencetrials, 74
time series analysis, 70

Paired t-test, sample mean comparison, 129,
130
Patient care costs, budgeting, 51, 52, 55
Patient crossover, randomized clinical trial,
91, 92
Patient preference trials,
advantages, 74
baseline data collection, 74
data analysis, 74
disadvantages, 74, 75
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