


Proceedings of the 8th International Workshop on
Complex Structures and Vector Fields

Topics in Contemporary

Di f f e ren t i a l  Geome t r y ,
Complex Analysis and
Mathematical Physics



This page intentionally left blankThis page intentionally left blank



N E W J E R S E Y  •  L O N D O N  •  S I N G A P O R E  •  B E I J I N G  •  S H A N G H A I  •  H O N G K O N G  •  TA I P E I  •  C H E N N A I  

World Scientific

Proceedings of the 8th International Workshop on Complex Structures and Vector Fields

Editors

Stancho Dimiev
Bulgarian Academy of Sciences, Bulgaria

Kouei Sekigawa
Niigata University, Japan

Institute of Mathematics and Informatics, Bulgaria                 21 – 26 August 2006

Topics in Contemporary

Differential Geometry,
Complex Analysis and

Mathematical Physics



British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library.

For photocopying of material in this volume, please pay a copying fee through the Copyright
Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, USA. In this case permission to
photocopy is not required from the publisher.

ISBN-13 978-981-270-790-1
ISBN-10 981-270-790-5

All rights reserved. This book, or parts thereof, may not be reproduced in any form or by any means,
electronic or mechanical, including photocopying, recording or any information storage and retrieval
system now known or to be invented, without written permission from the Publisher.

Copyright © 2007 by World Scientific Publishing Co. Pte. Ltd.

Published by

World Scientific Publishing Co. Pte. Ltd.

5 Toh Tuck Link, Singapore 596224

USA office:  27 Warren Street, Suite 401-402, Hackensack, NJ 07601

UK office:  57 Shelton Street, Covent Garden, London WC2H 9HE

Printed in Singapore.

TOPICS IN CONTEMPORARY DIFFERENTIAL GEOMETRY, 
COMPLEX ANALYSIS AND MATHEMATICAL PHYSICS
Proceedings of the 8th International Workshop on Complex Structures and Vector Fields

ZhangJi - Topics in contemporary.pmd 4/26/2007, 2:21 PM1



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

v

PREFACE

This book is the Proceedings of the 8th International Workshop on
Complex Structures and Vector Fields held at Bulgarian Academy of Sci-
ences, Institute of Mathematics and Informatics (Sofia) from August 21 to
August 2, 2006. The first Workshop was held at the same place on 1992.
We are aiming at the higher achievement of the studies of current top-
ics in Complex Analysis, Differential Geometry, Mathematical Physics and
also of the intermediate ones among them including their applications. It
is notable that many new specialists in Mathematical Physics attended the
present Workshop besides regular participants in the previous Workshops
and also that a new tendency to expand our subject matters is adopted in
the present Workshop, and places especially emphases on the further devel-
opment of the studies in Differential Geometry, Complex Analysis, Partial
Differential Equations and Integrable System, and also on the expansion
of the research areas including new ones in Mathematical Physics in the
forthcoming Workshops.

This book is dedicated to the memory of three distinguished scientists,
Professor Shigeru Ishihara who is regarded as a teacher of many Japanese
participants, Professor Shozo Koshi who was an active participant of the
Workshop, and Professor Sawa Manoff who was an active participant of
the Workshop and also made much effort for the development of the same
Workshop.

The editors express their deepest gratitude to Professor T. Oguro for his
outstanding co-operation and efforts in the arrangements of this volume.

Editors
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1

MODULI SPACE OF KILLING HELICES OF LOW ORDERS
ON A COMPLEX SPACE FORM

T. ADACHI∗

Department of Mathematics, Nagoya Institute of Technology
Gokiso, Nagoya, 466-8555, Japan

E-mail: adachi@nitech.ac.jp

We give a report on the moduli space of helices of proper order less than 5
which are generated by some Killing vector fields on a complex space form
from the viewpoint of the length spectrum.

1. Introduction

In this note we give a summary of my work concerning essential Killing
helices of low orders on a non-flat complex space form, which is either a
complex projective space or a complex hyperbolic space. A smooth curve
γ parameterized by its arclength on a Riemannian manifold M is said to
be a helix of proper order d if it satisfies the following system of ordinary
differential equations

∇γ̇Yj = −κj−1Yj−1 + κjYj+1, 1 � j � d, (1.1)

with positive constants κ1, . . . , κd−1 and an orthonormal system {Y1 =
γ̇, Y2, . . . , Yd} of vector fields along γ. Here κ0 = κd = 0, and Y0, Yd+1

are null vector fields along γ. These constants κ1, . . . , κd−1 are called the
geodesic curvatures of γ and the system

{
Yi
}

the Frenet frame of γ. We
call a helix Killing if it is generated by some Killing vector field on M .
On real space forms, which are standard spheres, Euclidean spaces and
real hyperbolic spaces, all helices are Killing and lengths of closed helices
are given by their geodesic curvatures. But on a complex space form the
situation is different. We study the difference on laminations on the moduli
spaces of Killing helices which are induced by the length spectrum.

∗The author is partially supported by Grant-in-Aid for Scientific Research (C) (No.
17540072) JSPS, and Scientist Exchange Program between JSPS and MES.
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2. Moduli space of Killing helices and length spectrum

We say two helices γ1, γ2 on a Riemannian manifold M are congruent
to each other if there exist an isometry ϕ of M and a constant t0 sat-
isfying γ2(t) = ϕ ◦ γ1(t + t0) for all t. We denote by Kd(M) the set of
all congruence classes of Killing helices of proper order d on M . We put
K(M) =

⋃∞
d=1Kd(M) and call it the moduli space of Killing helices. On a

real space form RMn, as helices are classified by their geodesic curvatures,
we see Kd(RMn) is bijective to (0,∞)d−1, the (d− 1) product of half lines,
when d ≤ n. But on a non-flat complex space form, as isometries are either
holomorphic or anti-holomorphic, the moduli space of Killing helices is not
so simple. For a helix on a Kähler manifold (M,J) with Frenet frame

{
Yi
}

,
we define its complex torsions τij (1 ≤ i < j ≤ d) by τij = 〈Yi, JYj〉. As
was pointed out in [8], on a non-flat complex space form CMn a helix γ is
Killing if and only if all its complex torsions are constant along γ.

We call a helix γ closed if there is positive tc with γ(t + tc) = γ(t) for
all t. The minimum positive tc with this property is called the length of γ
and is denoted by length(γ). When γ is not closed we say it is open and
put length(γ) = ∞. The length spectrum L : K(M) → (0,∞] is defined
by L([γ]

)
= length(γ), where [γ] denotes the congruence class containing a

helix γ. For the sake of simplicity we denote a restriction of L onto a subset
of K(M) also by L.

3. Moduli space of helices on a real space form

For the sake of comparison, we here show some properties on length spec-
trum of helices on a real space form RMn(c) of constant sectional curvature
c. The length spectrum L : K2

(
RMn(c)

) ∼= (0,∞) → (0,∞] of circles of
positive geodesic curvature, which are helices of proper order 2, is given as
L(κ) = 2π/

√
κ2 + c, where we read it infinity when κ2 + c ≤ 0. Thus if we

induce the canonical Euclidean differential structure on K2

(
RMn(c)

)
, we

see the length spectrum is smooth on this moduli space.
For about the moduli space of helices of proper order 3 on RMn(c) (n ≥

3), the feature depends on sectional curvature c. All helices of proper order
3 on a Euclidean space Rn are unbounded. For a standard sphere Sn(c) of
constant sectional curvature c, we have a canonical foliation

{Gα}α∈(1,∞)

on K3

(
Sn(c)

)
which is related with the length spectrum and is given as

Gα =
{

[γκ1,κ2 ]
∣∣ κ2

1 + (κ2 − α
√
c/2)2 = c(α2 − 1)/4

}
,

where [γκ1,κ2 ] denotes the congruence class of helices of proper order 3 on
Sn(c) with geodesic curvatures κ1, κ2 (see Figure 1).
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Theorem 3.1. The length spectrum L : K3

(
Sn(c)

)→ (0,∞] is constant on
each leaf. Each leaf is set theoretically maximal with respect to this property.
A leaf Gα consists of congruence classes of closed helices if and only if α
and

√
α2 − 1 are rational.

For a real hyperbolic space Hn(c) of constant sectional curvature c, we
have a canonical foliation

{Gα}α∈(−∞,∞)
on K3

(
Hn(c)

)
which is given as

Gα =
{

[γκ1,κ2 ]
∣∣ κ2

1 + (κ2 − α
√
|c|/2)2 = −c(α2 + 1)/4

}
.

We should note that the moduli space BK3

(
Hn(c)

)
of bounded helices of

proper order 3 on Hn(c) is given as
{

[γκ1,κ2 ]
∣∣ κ2

1+(κ2−
√
|c|/2)2 > −c/2}.

On this space the foliation
{Gα}α∈(1,∞)

satisfies the same property as of

the foliation on K3

(
Sn
)
. In both cases of a standard sphere and of a real

hyperbolic space, these foliations can be naturally extend to a foliation or
a lamination on K2

(
RMn(c)

) ∪ K3

(
RMn(c)

)
.

c 2

Fig. 1. Foliation on K3
(
Sn(c)

)

[bounded][unbounded]

c 2

Fig. 2. Foliation on K3
(
Hn(c)

)

4. Moduli space of circles on a complex space form

We now study the moduli space of helices on a non-flat complex space form.
On a Kähler manifold, the complex torsion τ12 of each circle γ is always
constant along γ, because

τ ′12 = 〈∇γ̇ γ̇, JY2〉+ 〈γ̇, J∇γ̇Y2〉 = κ1

(〈Y2, JY2〉 − 〈γ̇, Jγ̇〉
)

= 0.

Therefore we see the moduli space K2

(
CMn

)
of circles of positive geodesic

curvature on a non-flat complex space form is set theoretically bijective to
the product (0,∞) × [0, 1] when n ≥ 2. In this section we suppose n ≥ 2
and we shall denote by [γκ,τ ] the congruence class of circles with geodesic
curvature κ and complex torsion τ12 = τ on a complex space form CMn(c)
of constant holomorphic sectional curvature c.
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For a complex projective space CPn(c), we have a lamination structure{Fµ}µ∈[0,1)∪{�} on K2

(
CPn(c)

)
defined by

Fµ =


{

[γκ,0]
∣∣ κ > 0

}
, if µ = 0,{

[γκ,τ ]
∣∣ 3
√

3cκτ(4κ2 + c)−3/2 = µ
}
, if 0 < µ < 1,{

[γκ,1]
∣∣ κ > 0

}
, if µ = �.

Theorem 4.1. The length spectrum L : K2

(
CPn(c)

) → (0,∞] is smooth
on each leaf with respect to the canonical induced Euclidean differential
structure. Each leaf is maximal with respect to this property.

1) The leaf F� consists of congruence classes of closed circles satisfying
L([γκ,1]) = 2π/

√
κ2 + c.

2) The leaf F0 also consists of congruence classes of closed circles satisfying
L([γκ,0]) = 4π/

√
4κ2 + c.

3) The leaf Fµ (0 < µ < 1) consists of congruence classes of closed cir-
cles if and only if µ = q(9p2 − q2)(3p2 + q2)−3/2 with some relatively
prime positive integers p, q satisfying p > q. On this leaf L([γκ,τ ]) =
2δ(p, q)π

√
(3p2 + q2)/{3(4κ2 + c)}, where δ(p, q) = 1 when the product

pq is odd and δ(p, q) = 2 when pq is even.

For a complex hyperbolic space CHn(c), we also have a lamination
structure

{Fµ}µ∈[0,∞]∪{�} on K2

(
CHn(c)

)
defined by

Fµ =



{
[γκ,0]

∣∣ κ > 0
}
, if µ = 0,{

[γκ,τ ]
∣∣ 3
√

3|c|κτ |4κ2 + c|−3/2 = µ
}
, if 0 < µ <∞,{[

γ√|c|/2,τ
] ∣∣ 0 < τ < 1

}
, if µ = ∞,{

[γκ,1]
∣∣ κ > 0

}
, if µ = �.

This lamination has the same properties as of the lamination on K2

(
CPn

)
if we restrict ourselves on the moduli space

BK2

(
CHn(c)

)
=
{

[γκ,τ ]
∣∣ 0 ≤ τ < ν(κ)

} ∪ { [γκ,1]
∣∣ κ >√|c|}

of bounded circles on CHn(c) (see [2]). Here ν : (0,∞) → [0, 1] is given by

ν(κ) =


0, if 0 < κ ≤

√
|c|/2,

(4κ2 + c)3/2/(3
√

3 |c|κ), if
√
|c|/2 < κ <

√
|c|,

1, if κ ≥
√
|c|.

In view of the features of these laminations on the moduli spaces of
circles, we find the set

{
[γκ,1]

∣∣ κ > 0
}

of congruence classes of trajectories
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for Kähler magnetic fields is quite different from other part of K2

(
CMn(c)

)
.

Since each trajectory lies on some totally geodesic CM1 and other circles
do not lie on CM1, we shall classify helices by this property. We call a helix
on CMn of proper order 2k − 1 or 2k essential if it lies on some totally
geodesic CMk. We denote by EKd

(
CMn(c)

)
the set of all congruence classes

of essential Killing helices of proper order d on CMn(c).

2c4

Fig. 3. Lamination on K2
(
CP n(c)

)
cc 22

[bounded][unbounded]

Fig. 4. Lamination on K2
(
CHn(c)

)

5. Moduli spaces of Killing helices of orders less than 5 on
a complex space form

Though all circles on a non-flat complex space form are Killing, helices of
proper order greater than 2 are not necessarily Killing. Computing τ ′ij by
using (1.1) we see a helix of proper order d on CMn is Killing if and only if

−κi−1τi−1j + κiτi+1j − κj−1τij−1 + κjτij+1 = 0, 1 ≤ i < j ≤ d, (5.1)

where we set τ0k = τkk = τkd+1 = 0 ([7]). Applying these relations to a
helix of proper order 3 on CMn (n ≥ 2), we find it is Killing if and only if its
geodesic curvatures and complex torsions satisfy τ13 = 0 and κ1τ23 = κ2τ12.
If we consider the initial frame we find the following.

1) A helix is essential Killing if and only if τ12 = ±κ1

/√
κ2

1 + κ2
2, τ13 = 0,

τ23 = ±κ2

/√
κ2

1 + κ2
2, where the double signs take the same signature.

2) When n ≥ 3, a helix is Killing if and only if its complex torsions satisfy
τ12 = κ1τ , τ13 = 0, τ23 = κ2τ with some τ satisfying |τ | ≤ 1

/√
κ2

1 + κ2
2.

Thus we see the moduli space EK3

(
CMn

)
of essential Killing helices of

proper order 3 is bijective to a quater of a plane (0,∞)2 and the moduli
space K3

(
CMn

)
is bijective to the set (0,∞)2 × [0, 1].

When we consider Killing helices of proper order 4, the relations (5.1)
turn to κ1τ23 + κ3τ14 = κ2τ12, κ3τ23 + κ1τ14 = κ2τ34 and τ13 = τ24 = 0.
Considering the initial frame we find a helix of proper order 4 on CMn

(n ≥ 2) is essential Killing if and only if its complex torsions satisfy one of
the following conditions:
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i) τ12 = τ34 = ±(κ1 + κ3)
/√

κ2
2 + (κ1 + κ3)2, τ13 = τ24 = 0,

τ23 = τ14 = ±κ2

/√
κ2

2 + (κ1 + κ3)2,

ii) τ12 = −τ34 = ±(κ1 − κ3)
/√

κ2
2 + (κ1 − κ3)2, τ13 = τ24 = 0,

τ23 = −τ14 = ±κ2

/√
κ2

2 + (κ1 − κ3)2.

Here the double signs take the same signatures in each case. Thus the mod-
uli space EK4(CMn) of essential Killing helices of proper order 4 is bijective
to the set (0,∞)2×(R\{0}). When κ3 > 0, a point (κ1, κ2, κ3) corresponds
to the congruence class of Killing helices with geodesic curvatures κ1, κ2, κ3

and complex torsions in the condition i), and when κ3 < 0, it corresponds
to the congruence class of Killing helices with geodesic curvatures κ1, κ2,
−κ3 and complex torsions in the condition ii). Thus we find moduli spaces
of essential Killing helices of proper order less than 5 on CMn, which are

EK1(CMn) = {0}, EK2(CMn) = (0,∞),

EK3(CMn) = (0,∞)2, EK4(CMn) = (0,∞)2 × (R \ {0}),
set theoretically form a “building structure” like K(RMn). Since the moduli
spaces K2(CMn), K3(CMn) do not form such structure in canonical sense,
we restrict ourselves on moduli spaces of essential Killing helices.

6. Lamination on moduli space of essential Killing helices

We here consider laminations on the moduli spaces of essential Killing he-
lices of proper orders 3 and 4. For CPn(c) we have a foliation

{Gµ}µ∈(−1,1)

corresponding to the length spectrum on EK3

(
CMn(c)

)
: It is given as

Gµ =
{

[γ(κ1, κ2)]
∣∣∣∣ 8(κ2

1 + κ2
2)2 + c(9κ2

1 − 18κ2
2)

(κ2
1 + κ2

2)1/2(4κ2
1 + 4κ2

2 + 3c)3/2
= µ

}
,

where [γ(κ1, κ2)] denotes the congruence class containing essential Killing
helices of proper order 3 with geodesic curvatures κ1, κ2 (see Figure 5).

Theorem 6.1. The length spectrum L : EK3

(
CPn(c)

)→ (0,∞] is smooth
on each leaf Gµ with respect to the canonical induced Euclidean differential
structure. Each leaf is maximal with respect to this property.

1) The leaf G0 consists of congruence classes of closed helices of proper
order 3 satisfying L([γ(κ1, κ2)]) = 2

√
3c π

/√
4κ2

1 + 4κ2
2 + 3c.

2) The leaf Gµ (µ �= 0) consists of closed helices of proper order 3 if and
only if µ = ±q(9p2−q2)(3p2+q2)−3/2 with some relatively prime positive
integers p, q satisfying p > q.
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By this theorem we find there are embeddings of K2

(
CPn

)\EK2

(
CPn

)
into EK3

(
CPn

)
with respect to the induced Euclidean differential structures

which preserve the foliation structure. In other words, there is a two-to-one
continuous map EK3

(
CPn

) → K2

(
CPn

) \ EK2

(
CPn

)
which preserves the

foliation structure. The reader should compare Figures 1 and 5. He can find
difference between their features near the half line

{
(κ, 0)

∣∣ κ > 0
}

.

c
2

Fig. 5. Folation on EK3

(
CP n

)
�c

c

2

2

Fig. 6. Foliation on MK4

(
CP n

)
On EK4

(
CPn

)
we also have a foliation

{Hµ}µ∈(−1,1)
corresponding to

the length spectrum. It is an extension of the foliation on EK3

(
CPn

)
and

we have a projection

EK3

(
CPn

) ∪ EK4

(
CPn

) ∼= (0,∞)2 × R → K2

(
CPn

) \ EK2

(
CPn

)
which preserves the foliation structure. In order to see this foliation visu-
ally we take a plane MK4

(
CPn(c)

)
=
{

[γ(κ1, κ2,−κ1)]
∣∣ κ1, κ2 > 0

} ⊂
EK4

(
CPn(c)

)
which consists of congruence classes of Killing helices of

proper order 4 with complex torsions τ12 = −τ34 = 0, τ23 = τ14 = ±1.
We note that except on this plane absolute values of complex torsions of
essential Killing helices of proper order 4 are less than 1. Leaves of the
foliation

{H}
µ

are transversal to this plane (see Figure 6).
For CHn we have a lamination

{Gµ}µ∈(−∞,∞)
on EK3

(
CHn

)
corre-

sponding to the length spectrum which is given by just the same manner as
on EK3

(
CPn

)
. It has the same property as of the foliation on EK3

(
CPn

)
if we restrict ourselves on the moduli space BEK3

(
CHn(c)

)
of bounded

essential Killing helices of proper order 3 which is given by [γ(κ1, κ2)]

∣∣∣∣∣∣∣
4κ2

1 + 4κ2
2 + 3c > 0,

|8(κ2
1 + κ2

2)2 + c(9κ2
1 − 18κ2

2)|
(κ2

1 + κ2
2)1/2(4κ2

1 + 4κ2
2 + 3c)3/2

< 1

 .
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This moduli space has a cusp at a point
(
√

6c/3,
√

3c/6) and the lamination on
EK3

(
CHn(c)

)
has a singularity at this

point. We can extend this lamination
onto the moduli space EK4

(
CHn(c)

)
.

We should note that some essential
Killing helices of proper order 4 are
obtained as trajectories for canonical
magnetic fields on real hypersurfaces of
type A1 in CMn (see [3]).

[bounded]

[unbounded]

c
c

c

4

3 6

23c

Fig. 7. K3

(
CHn(c)

)
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We study some geometric properties of helices of proper order 4 on a complex
projective space which are of type 2 in the sense of submanifolds in a Euclidean
space through the first standard embedding and which are generated by some
Killing vector fields.

Keywords: Killing helices of proper order 4; Length; Type 2; Complex torsions;
Limit curve.

1. Introduction

In the preceding paper [5] Chen and the second author studied smooth
curves on a complex projective space through the first standard embedding
into a Euclidean space. They investigated smooth curves from the view
point of submanifolds of finite type in a Euclidean space. A submanifold
in a Euclidean space is said to be of k-type if the isometric immersion is
decomposed as a sum of (k + 1)-eigenfunctions of the Laplace operator of
the submanifold including constant functions (cf. [4]).

Following their result, we see a smooth curve parameterized by its ar-
clength on a complex projective space is of type 1 if and only if it is a
geodesic or a circle of positive geodesic curvature with complex torsion ±1,
which lies on some totally geodesic complex line and is interpreted as a

∗The first author is partially supported by Grant-in-Aid for Scientific Research (C)
(No. 17540072), Japan Society for the Promotion of Science.
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trajectory for a Kähler magnetic field. For about smooth curves of type 2,
if we pose an additional condition that their tangent vectors and principal
normal vectors are C-linearly independent, we find they are either circles
lying on some totally geodesic real projective space or special kind of he-
lices of proper order 4. In this paper we focus our mind on these helices of
proper order 4 and show that they are always closed.

2. Killing helices of proper order 4

A smooth curve γ parameterized by its arclength on a Riemannian manifold
M is said to be a helix of proper order 4 if it satisfies the following system
of ordinary differential equations:

∇γ̇ γ̇ = κ1V2,

∇γ̇V2 = −κ1γ̇ +κ2V3,

∇γ̇V3 = −κ2V2 +κ3V4,

∇γ̇V4 = −κ3V3

with positive constants κ1, κ2, κ3 and an orthonormal system {V1 =
γ̇, V2, V3, V4} of vector fields along γ. Here ∇γ̇ denotes the covariant dif-
ferentiation along γ with respect to the Riemannian connection ∇ on M .
These constants κ1, κ2, κ3 are called the geodesic curvatures of γ, and the
vector field {V1, V2, V3, V4} are called the Frenet frame of γ.

On a real space form it is well-known that all helices are generated by
some Killing vector fields. We are hence interested in helices with such a
condition. For a helix γ of proper order 4 on a Kähler manifold M with
complex structure J it has important invariants. We define its complex
torsions by τij = 〈Vi, JVj〉 (1 � i < j � 4). On a complex projective space,
it is known that a helix is generated by some Killing vector field if and only
if all its complex torsions are constant functions (see [9]).

3. Type 2 Killing helices

It is known that the parallel isometric embedding of a complex projec-
tive space CPn(c) of constant holomorphic sectional curvature c into a
Euclidean space RN is decomposed as

g = f2 ◦ f1 : CPn(c)
f1−−−−→ Sn(n+2)−1

(
(n+ 1)c

2n

)
f2−−−−→ RN , (3.1)

where f1 is the first standard minimal embedding and f2 is a totally um-
bilic embedding (cf. [6,7]). This embedding g has nice geometric properties.
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A smooth curve γ on a Riemannian manifold M parameterized by its ar-
clength is said to be a circle if it satisfies ∇γ̇∇γ̇ γ̇ = −κ2γ̇ with some
non-negative constant κ. This constant is called the geodesic curvature of
γ. When M is a Kähler manifold with complex structure J , we set its com-
plex torsion by τ = 〈γ̇, J∇γ̇ γ̇〉/‖∇γ̇ γ̇‖. As we mentioned in Introduction,
Chen and the second author [5] studied the shape g ◦ γ of a smooth curve
γ on CPn(c) through the parallel embedding g.

Proposition 3.1.

(1) For each geodesic γ on CPn(c), the curve g ◦ γ is a circle of geodesic
curvature

√
c.

(2) For each circle of geodesic curvature κ and complex torsion τ = ±1 on
CPn(c), the curve g ◦ γ is a circle of geodesic curvature

√
κ2 + c.

(3) If g ◦ γ is a circle, then γ is either a geodesic or a circle of positive
geodesic curvature with complex torsion τ = ±1.

Proposition 3.2. If a smooth curve γ on CPn(c) (with complex struc-
ture J) parameterized by its arclength satisfies the conditions that
〈γ̇, J∇γ̇ γ̇〉/‖∇γ̇ γ̇‖ = 0 and g ◦ γ is a helix of proper order 4, then it is
one of the following:
1) a circle of null complex torsion, which lies on some totally real totally

geodesic RP 2(c/4),
2) a helix of proper order 4 whose geodesic curvatures satisfy κ1 =

κ3, 18κ2
1 + 4κ2

2 = 9c and whose complex torsions satisfy τ12 = τ34 =
τ13 = τ24 = 0, τ14 = −τ23 = ±1.

We here concentrate our attention on helices of proper order 4 in the
above Proposition. We shall call them type 2 Killing helices of proper order
4. It should be noted that their Frenet frames satisfy V3 = ±JV2 and
V4 = ∓Jγ̇.

Theorem 3.1. On a complex projective space CPn(c) of constant holo-
morphic sectional curvature c, every two type Killing helix is simple and
closed. If its first geodesic curvature is κ1 (0 < κ1 <

√
c/2), then its length

is 2
√

2π/
√

2c− κ2
1.

Proof. We consider the case that c = 4. We denote by 
 : S2n+1(1) →
CPn(4) the Hopf fibration. We regard vector fields on CPn(4) as horizontal
vector fields on S2n+1(1)

(⊂ C
n+1
)
. Connections ∇ on C

n+1 and ∇ on
CPn(4) are related by the formula

∇XY = ∇XY + 〈X, JY 〉JN − 〈X,Y 〉N
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for vector fields X,Y on CPn(4), where N is the outward unit normal on
S2n+1 in Cn+1. Thus by the equation{ ∇γ̇ γ̇ = κ1V2,

∇γ̇V2 = −κ1γ̇ +κ2(±JV2),

we find a horizontal lift γ̂ of γ satisfies ∇ ˙
γ̂

˙̂γ = κ1V2 −N ,
∇ ˙
γ̂
V2 = −κ1

˙̂γ +κ2(±JV2),

which is equivalent to

d3γ̂

dt3
∓
√
−1κ2

d2γ̂

dt2
+ (κ2

1 + 1)
dγ̂

dt
∓
√
−1 κ2γ̂ = 0,

where the double signs take the same signature. Since its characteristic
equation

λ3 ∓
√
−1κ2λ

2 + (κ2
1 + 1)λ∓

√
−1κ2 = 0

should have pure imaginary solutions, by setting λ =
√−1Λ we have

Λ3 ∓ κ2Λ2 − (κ2
1 + 1)Λ± κ2 = 0,

which turns to(
Λ∓ κ2

3

)3

− 1
3

(3κ2
1 + κ2

2 + 3)
(

Λ ∓ κ2

3

)
∓ κ2

27
(9κ2

1 + 2κ2
2 − 18) = 0.

By the condition 9κ2
1+2κ2

2 = 18 we see this cubic equation has three distinct
real solutions

Λ = ±
√

2− κ2
1

2
−
√

8− κ2
1

2
, ±
√

2− κ2
1

2
, ±
√

2− κ2
1

2
+

√
8− κ2

1

2
.

Therefore we find γ̂ is of the form

γ̂(t) = exp
(
±
√
−(2− κ2

1)/2 t
){
A exp

(
−
√
−(8− κ2

1)/2 t
)

+B + C exp
(√

−(8− κ2
1)/2 t

)} (3.2)

with some linearly independent A,B,C ∈ Cn+1. As γ̂ is a horizontal lift
of γ, we see γ(t0) = γ(0) if and only if γ̂(t0) = e

√−1ργ̂(0) with some real
number ρ. One can easily see that such a case occurs only for the case that
t0 is an integer multiple of 2

√
2π/

√
8− κ2

1. This guarantees that γ is a
simple closed curve with length 2

√
2π/

√
8− κ2

1.
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Remark 3.1. Here we give an explicit formula of γ on CPn(4). Under the
initial condition

γ(0) = 
(z), γ̇(0) = d
((z, u)), ∇γ̇ γ̇(0) = κ1d
((z, v)),

where z, u, v ∈ C
n+1 are linearly independent over C, as we have γ̂(0) =

z, γ̂′(0) = u, γ̂′′(0) = κ1v − z, we find those vectors in (3.2) are given as

A =
1

2(8− κ2
1)

{(
4− κ2

1 ±
√

(2 − κ2
1)(8− κ2

1)
)
z

+
(√

8− κ2
1 ± 2

√
2− κ2

1

)√
−2u− 2κ1v

}
,

B =
1

8− κ2
1

{
4z ∓ 2

√
2− κ2

1

√
−2 u+ 2κ1v

}
,

C =
1

2(8− κ2
1)

{(
4− κ2

1 ∓
√

(2 − κ2
1)(8− κ2

1)
)
z

−
(√

8− κ2
1 ∓ 2

√
2− κ2

1

)√
−2u− 2κ1v

}
.

4. Limit curves

In this section we study the phenomena of type 2 Killing helices when we
make their geodesic curvatures (κ1, κ2, κ1) with 18κ2

1 + 4κ2
2 = 9c tend to

(
√
c/2, 0,

√
c/2) and when make them tend to (0, 3

√
c/2, 0) on CPn(c).

Since they are closed with length 2
√

2π/
√

2c− κ2
1 , we might be able to

consider their limit curves (c.f. [2]). On CPn(c) we denote by γ±κ1
for 0 <

κ1 <
√
c/2 a type 2 Killing helix of proper order 4 with geodesic curvatures

κ1 = κ3, κ2 = 3
√
c− 2κ2

1/2 and complex torsion τ14 = ±1 which satisfies
the initial condition γ±κ1

(0) = 
(z), γ̇±κ1
(0) = d
((z, u)), ∇γ̇±

κ1
γ̇±κ1

(0) =
κ1d
((z, v)).

Theorem 4.1. On CPn(c) limit curves of type 2 Killing helices exist and
satisfy the following properties.

(1) The limit curves lim
κ1↑
√
c/2

γ+
κ1

, lim
κ1↑
√
c/2

γ−κ1
are circles of geodesic

curvature
√
c/2 and of null complex torsion.

(2) The limit curves limκ1↓0 γ+
κ1

, limκ1↓0 γ−κ1
are geodesics.

Proof. We consider the case c = 4. First we study the case κ1 ↑
√

2. By
(3.2) and Remark 3.1, we see

lim
κ1↑

√
2
γ̂+
κ1

= lim
κ1↑

√
2
γ̂−κ1

=
1
3

{(
2 + cos

√
3 t
)
z +

√
3 sin

√
3 t u+

√
2
(
1− cos

√
3 t
)
v
}
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=
√

2
3
(√

2 z + v
)

+
1
3

cos
√

3 t
(
z −

√
2 v
)

+
1√
3

sin
√

3 t u.

As we see in [3], a horizontal lift σ̂ of a circle σ of geodesic curvature κ
and of null complex torsion on CPn(4) with initial condition σ(0) = 
(z),
σ̇(0) = d
((z, u)), ∇σ̇σ̇(0) = κd
((z, v)) is represented as

σ̂(t) =
κ

κ2 + 1
(κz + v) +

cos
√
κ2 + 1 t

κ2 + 1
(z − κv) +

sin
√
κ2 + 1 t√
κ2 + 1

u,

and its length is 2π/
√
κ2 + 1. Since the limit of lengths of type 2 Killing

helices is limκ1↑
√

2 2
√

2π/
√

8− κ2
1 = 2π/

√
3, we find the limit curves

limκ1↑
√

2 γ
+
κ1

, limκ1↑
√

2 γ
−
κ1

are circles of geodesic curvature
√

2 and of null
complex torsion.

Next we study the case κ1 ↓ 0. By (3.2) and Remark 3.1, we have

lim
κ1↓0

γ̂+
κ1

= lim
κ1↓0

γ̂−κ1
= cos t z + sin t u,

which is a horizontal lift of a geodesic σ with initial condition σ(0) = 
(z),
σ̇(0) = d
((z, u)) (see for example [1,3]). As every geodesic on CPn(4)
is closed of length π and the limit of lengths of type 2 Killing helices is
limκ1↓0 2

√
2π/

√
8− κ2

1 = π, we get the second assertion.
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Using technique developped in [6] it is proved that a smooth manifold equipped
with two symplectic-homotopic symplectic structures ω0 and ω1 admits a real
analytique structure such that ω0 and ω1 are real analytique ones. Then the
result is used to prove that each hyperkahler almost Kähler manifolds obtain a
real analytic hyperkahler almost Kähler structure C∞ equivalent to the given
one.

Keywords: Real analytic manifold; Hyperkahler manifold; almost Kähler man-
ifold.

1. Preliminaries

Let M be a C∞-smooth paracompact 4n-dimensional manifold and J , K be
antiinvolutive automorphisms of the tangent bundle on M which anticom-
mute, i.e. J2 = K2 = −E and JK = −KJ . Let h be a riemannian metric on
M satisfying the equalities h(JX, Y ) = h(X, JY ), h(KX,Y ) = h(X,KY )
for each two vector fields X , Y defined on an open set in M . Then h is called
an almost hermitian metric with respect to the almost complex structures
J and K and (M,J, h), (M,K, h) are called almost hermitian manifolds and
(M ; J,K, h) is called a hyperkahler manifold . The two-form Ω on an almost
hermitian manifold (M,J, h) defined by the equality Ω(X,Y ) = h(X, JY )
where X , Y are vector fields defined on an open set in M is called a funda-
mental form of the almost hermitian manifold. An almost hermitian man-
ifold is called an almost Kähler manifold , if the fundamental form Ω is a
closed two-form, i.e. if dΩ = 0.

MS Classification: 53C28, 53D35, 32C05.
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Let (M ; J,K, h) be an hyperkahler manifold, such that (M,J, h) and
(M,K, h) are almost Kähler ones. Then the manifold (M,J,K, h) is called
hyperkahler almost Kähler manifold.

Let ω be a closed nondegenerate differential two-form on M . Then the
couple (M,ω) is called a symplectic manifold and the two-form ω is called
a symplectic form on the manifold M .

When (M,J, h) is an almost Kähler manifold, the fundamental two-form
Ω will be a symplectic form on M and (M,Ω) will be a symplectic manifold
too. So each almost Kähler manifold is a symplectic one.

Definition 1.1. We say that an almost complex manifold (M,J) is C∞-
equivalent (or real analytically equivalent) to an almost complex manifold
(M̃, J̃) if there exists a diffeomorphism (or real analytical bijection) ϕ :
M → M̃ which differential dϕ commute with the authomorphisms J∗ on
T ∗M and J̃∗ on T ∗M̃ respectively, i.e. J̃∗dϕ = dϕJ∗.

Here the automorphim J∗ is defined on T ∗M as conjugate automor-
phism of the automorphism J of the tangent bundle TM of the manifold
M . We say that the almost hermitian manifold (M,J, h) is C∞-equivalent
(or real analytically equivalent) to the almost hermitian manifold (M̃, J̃ , h̃)
if the almost complex manifolds (M,J) and (M̃, J̃) are C∞- equivalent (or
real analytically equivalent) and in addition if the jacobian ϕ∗ maps the
almost hermitian metric h on the almost hermitian metric h̃, where ϕ is
the diffeomorphism (or the real analytical bijection) in Definition 1.1.

2. Real analyticity of a smooth manifold with two
symplectic-homotopic symplectic forms ω0 and ω1

Let M be a smooth paracompact manifold with two symplectic-homotopic
symplectic forms ω0 and ω1. This means that there exists a homotopy
operator H(p, t) : M × I → ∧2T ∗M , I being the unit interval in R1,
such that H(p, t) is a continuous mapping, H(p, t) = ωt(p) where ωt are
symplectic forms and H(p, 0) = ω0(p), H(p, 1) = ω1(p). With the technique
in [6], using systematically the parameter t we shall prove that there exists
a C∞ equivalent to M real analytic manifold M̃ such that the image of the
forms ω0 and ω1 under the equivalence mapping f : M → M̃ , namely f∗ω0

and f∗ω1 are real analytic symplectic forms on M̃ .

Theorem 2.1. Let M be a smooth paracompact manifold with two
symplectic-homotopic symplectic forms ω0 and ω1. Then there exists a real
analytic manifold M̃ and two real analytic symplectic structures ω̃0 and ω̃1
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on M̃ , such that (M̃, ω̃0, ω̃1) is C∞-equivalent to (M,ω0, ω1). Moreover, the
symplectic manifold (M̃, ω̃0, ω̃1) is unique up to a real analytic isomorphism.

Proof of Theorem 2.1.
Existence: Let us recall first the notion of the Whitney topology for smooth
functions and differential forms on a smooth manifold M (c.f. [4]). Let
E(M) denotes the ring of the smooth functions on M and g ∈ E(M). A
neighbourhood in the Whitney topology for g is given by the data K =
(Kj)j∈N , m = (mj)j∈N and (εj)j∈N , where M = ∪Kj , Kj ⊂ intKj+1,
(Kj)j∈N is a compact exhausting of M , mj ∈ N and εj > 0. Then a
neighbourhood corresponding to these data are the set of functions h ∈
E(M) such that ∑

|α|≤mj

1
α!

sup
x∈Kj+1\intKj

|Dα(h− g)| < εj .

Using the neighbourhoods of the smooth functions on M , it is easy to define
a Whitney topology and neighbourhoods for differential forms on M too.

Now let M be a smooth manifold and ω0 and ω1 be two smooth two-
forms on M , symplectic-homotopic by the homotopy H(p, t), p ∈ M , t ∈
[0, 1] and H(p, 0) = ω0, H(p, 1) = ω1. By Whithney’s theorem we may
assume that M is real analytic manifold and by theorem of Kutzschebauch
and Loose that ω0 is a real analytic symplectic form on M symplectic-
homotopic to ω1. We must find a diffeomorphism f of M such that f∗ω1 =
ωa1 is real analytic. Then f∗ω1 will be symplectic form since d(f∗ω1) =
f∗(dω1) = 0 and (f∗ω1)n = f∗(ωn1 ) �= 0 everywhere on M .

By Grauert’s theorem we may assume that M is embedded properly
into some euclidean space RN and using Whithney’s extension theorem we
may assume that ω1 is defined on a fixed neighbourhood Ω ⊂ RN of M ,
and there are defined all two-forms from the symplectic homotopy operator
H(t, p), t ∈ [0, 1].

Let us give first two lemmas analogous to Lemmas from [6].

Lemma 2.1. Let M be a real analytic manifold. For every ε > 0 for
a given homotopy operator H(p, t) : I × M → E(k)(M) such that ωt =
H(p, t) are nondegenerate closed differential k-forms ωt(p) ∈ E(k)(M)
(k ≥ 0), there exists a homotopy operator H̃(p, t) = ω̃t(p) such that
D(H(p, t) − H̃(p, t)) < ε, H(p, 0) = H̃(p, 0), H(p, 1) = H̃(p, 1) and a real
analytic family of closed differential k-forms ω̃at on M , depending continu-
ously on parameter t ∈ I and representing the same de Rham cohomology
class [ω̃at ] = [ω̃t] ∈ Hk

dR(M ; R).
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Sketch of the proof of Lemma 2.1. Applying the Lemma 1 from § 2
in [6] for every closed nondegenerate k-form ωt we can find an analytic
closed nondegenerate k-form ωat with the same de Rham cohomology class
in HdR(M ; R). Let ε > 0 and t0 = 0 < t1 < . . . < tk be points in I

such that D(ωt′ − ωt′′) < ε/3 for each t′, t′′ ∈ (ti, ti+1) where D denote
the distance in the Whitney topology. Then the homotopy H̃(p, t) can be
choosen as follows: H̃(p, ti) = ωti for i = 0, 1, . . . , k − 1 and in the interval
(ti, ti+1) � t = h.ti + (1 − h).ti+1, 0 ≤ h ≤ 1, H̃(p, t) = h.H̃(p, ti) + (1 −
h).H̃(p, ti+1). Then the choosen in this way homotopy operator give the
desired homotopic operator in our Lemma 1. We put also ω̃ati := ωati and
ω̃at := h.ω̃ati + (1 − h).ω̃ati+1

.

Lemma 2.2. Let M be real analytic manifold, ε > 0 and H(p, t) = ωt(p)
homotopy operator for ω0 and ω1 consisting of closed differential 2-forms
on M . Let B ⊆ E1(M) be an arbitrary small convex Whitney neighbourhood
of the zero one-form on M . Then there exist a homotopy operator H̃(p, t) =
ω̃t(p) of the two-forms ω0 and ω1, D(H(p, t)− H̃(p, t)) < ε and a family of
one-forms βt = B̃(p, t) ∈ B, for each t ∈ I, continuous on the parameter t,
such that ω̃at := ω̃t + dβt is real analytic for each t ∈ I.

Sketch of the proof of Lemma 2.2. Let us consider the points
t0, t1, . . . , tk and the homotopy operator H̃(p, t) considered in the proof
of Lemma 1. Using Lemma 2 from § 2 in [6] we construct one-forms βi
satisfying the condition of Lemma 2 for each i = 1, 2, . . . , k. Then we
consider the one-forms βt = h.βi + (1 − h).βi+1 for i = 0, 1, . . . , k − 1
where in the interval (ti, ti+1) � t = h.ti + (1 − h).ti+1, 0 ≤ h ≤ 1. As
H̃(p, t) = h.H̃(p, ti) + (1 − h).H̃(p, ti+1) by the construction, the property
ωat := ωt + dβt to be real analytic holds. The Lemma is proved.

Finish of the existing part of proof of Theorem 2.1 : Now we have a homo-
topy operator H̃(p, t) = ω̃t(p) which is ε-closed to H(p, t) and

(a) a family of real-analytic closed two-forms ω̃at (p) with the same de Rham
cohomology class with ω̃t according to Lemma 1,

(b) we can choose two-forms ω̃at so closed to ω̃t that ω̃ht := h.ω̃t+(1−h).ω̃at
to be non-degenerate for all 0 ≤ h ≤ 1, and

(c) we have a family of one-forms βt such that ω̃at = ω̃t + dβt are real-
analytic according to Lemma 2 then dβt = ω̃t − ω̃at ∈ E(1)(M) is such
that the induced vector field ξt is integrable up to time one.

Now we shall apply the fundamental Moser deformation trick in sym-
plectic geometry to finish the proof of Theorem 2.1.
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Suppose that ω̃t and ω̃at are symplectic forms on M representing the
same de Rhem cohomoly class on M , [ω̃t] = [ω̃at ] ∈ H2

dR(M ; R), which are
closed enough so that the stright line curve h→ ωht := (1−h)ω̃t +hω̃at has
non-degenerate values in E(2)(M) for all h ∈ [0, 1].

We choose a potential βt ∈ E(1)(M) as in Lemma 2 (−dβt = ω̃t − ω̃at )
and find a unique (smooth) curve of vector fields h → ξth, depending on
parameter t, such that iξt

h
ωht = βt as ωht is nondegenerate. Here iξt

h
denote

the contraction of the form ωht by the vector field ξth. Taking derivatives
one find that diξt

h
ωht + σt = 0, where σt := ω̃t − ω̃at .

Finally, in (c) is supposed that non-autonomus vector field ξth on M is
integrable up to time one, i.e. there exists a family of curves h→ f th in the
diffeomorphism group of M with f t0 = id and

d

dh
f th = ξth ◦ f th.

Then since Lie derivative Lξt
h

satisfies Lξt
h

= diξt
h

+ iξt
h
d and the forms ωht

are closed, one concludes that

d

dh
((f th)∗ωht ) = (f th)∗(Lξt

h
ωht +

d

dh
ωht ) = (f th)∗(diξt

h
ωht + σt) = 0

for all h ∈ [0, 1]. This shows that f t := f th fulfills the requirement (f t)∗ω̃t =
ω̃at since

(f t)∗ω̃t − ω̃at = (f t1)∗ω̃1
t − (f t0)∗ω̃0

t =
∫ 1

0

d

dh
((f th)∗ωht ) dh = 0.

Putting the parameter t = 1 and ε → 0 we obtain the existing part of the
theorem.

Uniqueness : Now let us suppose that on the real analytic manifolds M and
M̄ with two couples of real-analytic symplectic forms ω0 and ω1, and ω̄0

and ω̄1, respectively, there exists a smooth diffeomorphism f s.t. f∗ω0 = ω̄0

and f∗ω1 = ω̄1. Then f∗ will act on the symplectic homotopy operator and
produce a symplectic homotopy operator H̄(p, t) for ω̄0 and ω̄1 on M̄ . We
would find a real-analytic bijection f̄ of M to M̄ with properties f̄∗ω0 = ω̄0

and f̄∗ω1 = ω̄1 to prove the uniqueness of the real-analytic structure on M
s.t. ω0 and ω0 are real analytic symplectic forms.

The homotopy class {g ∈ Diff (M, M̄) : g ∼ f} is a Whitney open set
and by the Grauert embedding theorem the real analytic diffeomorphisms
Diff a(M, M̄) are dense in Diff (M, M̄). So there exists a real-analytic diffeo-
morphism fa(M, M̄) arbitrary Whitney near to f and in the same homo-
topy class. Therefore ω̃0 := (fa)∗(ω0) and ω̃1 := (fa)∗(ω1) are real-analytic,
[ω0] = [ω̃0] ∈ H2

dR(M), [ω1] = [ω̃1] ∈ H2
dR(M) and ω̃0 is Whitney near to
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ω0, ω̃1 is Whitney near to ω1. Therefore if we find real-analytic poten-
tials β0,1 ∈ E1(M), dβ0 = ω̄0 − ω0, dβ1 = ω̄1 − ω1 Whitney near to zero,
the Moser’s deformation tric would produce a real-analytic diffeomorphism
with g∗ω0 = ω̄0, g∗ω1 = ω̄1 and therefore fa ◦ g ∈ Diff (M, M̄) will be the
desired symplectomorphism between M and M̄ .

To do this one need two more Whitney-Poincaré lemmas with parameter
— one smooth and one real-analytic. Following the shema in [6] the proof of
uniqueness would be finished making the needed changes as in the existence
part.

3. Polarization of a symplectic form

Following § 4 in [1], we consider how to obtain canonical hermitian metric
h̃ and almost complex structure J̃ on a manifold M̃ , diffeomorphic to a
given symplectic manifold (M,ω) in such a way that the symplectic form
ω to correspond to the fundamental form Ω̃ of the almost hermitian mani-
fold (M, J̃, h̃). Moreover, so obtained almost hermitian manifold will be an
almost Kähler one as its fundamental form will be closed two form.

We follow the construction of a polarization of a symplectic form, given
in [1], § 4.2. The base of considerations is the procedure of polar decompo-
sition of a non-singular matrix A into product of orthogonal matrix J and
a positive definite symmetric matrix G. Let us denote as usual by O(n) the
group of orthogonal n×n matrix and by H(n) the group of positive definite
symmetric n× n matrix.

Let us consider the map ϕ : O(n)×H(n) → GL(n) defined by ϕ(F,G) =
FG — the product of the matrices F and G. If O(n), H(n) and GL(n)
are equipped with their natural real analytic structures, the map ϕ is a
real analytic morphism of O(n) × H(n) in GL(n). The so written polar
decomposition of a non-singular matrix is proved by C. Chevalley in [2;
1946, pp. 14–16] as a continuous mapping and by Y. Hatakayama [5; 1962]
as an analytic mapping.

We shall use Theorem 4.2 for real analytycity of the mapping ϕ−1

from [1] which say that the polar decomposition as a map from GL(n,R) →
O(n)×H(n) gives an analytic diffeomorphism between these manifolds with
respect to the usual analytic structures.

We need also the theorem for existence, Theorem 4.3 from [1] which say
that if (M2n, ω) is a symplectic manifold then there exists a Riemannian
metric g and an almost complex structure J such that g(X, JY ) = ω(X,Y ).

In order to prove this theorem it would be choosen any Riemannian
metric k on M and a local k-orthonormal basis {X1, . . . , X2n}. Then to
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consider the matrix A, where Aij = ω(Xi, Xj). The matrix A will be a
non-singular skew-symmetric 2n × 2n matrix for each point p of an open
set U where the vector fields {X1, . . . , X2n} are defined. This is so because
the two-form ω as a symplectic form is a nondegenerate differential two-
form. For the matrix A we construct a polar decomposition, A = FG with
some orthogonal matrix F and some positive definite symmetric matrix
G ∈ H(n). Then the mertic g is defined locally on U by the equalities
g(Xi, Xj) = Hij and the almost complex structure J is defined locally by
the equalities JXi = F ji Xj . The rest of the proof of the theorem is to
check the gluing of the so defined metric and almost complex structure
on the common definition set of any two k-orthogonal basis {X1, . . . , X2n}
and {Y1, . . . , Y2n} which is so because of the construction made above and
because of the uniqueness of the polar decomposition.

We remark also that if (J, h) is a starting structure for the polarization of
the fundamental form ω(X,Y ) = h(X, JY ), then the result of polarization
is the same metric h and almost complex structure J .

4. Real analyticity of the hyperkahler almost Kähler
manifolds

Theorem 4.1. Let (M,J,K, h) be a C∞-smooth hyperkahler almost Kähler
manifold. Then there exists a real analytic manifold M̃ , real analytic almost
complex structures J̃ , K̃ and a real analytic almost hermitian metric h̃

on M̃ such that (M̃, J̃ , K̃, h̃) is C∞-equivalent to (M,J,K, h). Moreover,
the hyperkahler manifold (M̃, J̃ , K̃, h̃) can be choosen to be a hyperkahler
almost Kähler manifold. Such a manifold (M̃, J̃ , K̃, h̃) is unique up to a
real analytic isomorphism.

Proof of Theorem 4.1.
Existence: Let us consider the fundamental two-forms ωi, i = 0, 1 of
the given hyperkahler almost Kähler manifold (M,J,K, h), ω0(X,Y ) :=
h(X, JY ), ω1(X,Y ) := h(X,KY ) for any two vector fields X,Y on an
open set in M . These are a non-degenerate closed two-forms on M and the
closed two-forms on M ωt = h(X, tJY )+h(X, (1−t)KY ) gives a homotopy
operator between them by symplectic two-forms, i.e. they are homotopic
by symplectic two-forms. So (M,ωi), i = 0, 1 are symplectic manifolds with
desired property and the theorem for existence in §2 would be used. Ac-
cording this theorem there exists a diffeomorphim ϕ from M onto a real
analytic manifold M̃ and symplectic real analytic forms ω̃i, i = 0, 1 on M̃

such that ϕ∗ω̃i = ωi, i = 0, 1.
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Now we apply the reasons from §3 above to obtain a Riemannian met-
ric g̃ and almost complex structure J̃ with a fundamental form g(X, JY )
coinsiding with ω̃0 and once more to obtain an almost complex structure
K̃ with a fundamental form g(X,KY ) coinsiding with ω̃1.

If now we decompose by polarization the fundamental form ω0 on the
given manifold (M,J, h), we obtain the same almost complex structure
and metrics h, as is remarked in § 3 above. So, using the conditions in
Definition 1 above for the differential of the morphism ϕ, we obtain that
the almost complex structure J̃ and the metric g = h̃ correspond to the
initial almost complex structure J and metric h on M . Then we repeat
the same for the almost complex structure K. So each hyperkahler almost
Kähler manifold (M,J, h) is diffeomorphic to a real analytic hyperkahler
almost Kähler manifold (M̃, J̃ , K̃, h̃).
Uniqueness : Let now (M,J,K, h) be another real analytic hyperkahler al-
most Kähler manifold, diffeomorphic to the given one (M,J,K, h). Now
applying the uniqueness part in § 2, we can find a real analytic diffeomor-
phism from (M̃, ω̃i) to (M,ωi), i = 0, 1. Then reasoning as in the part of
existence we obtain that the constructed by polarization almost complex
structures J , K and metric h correspond to the almost complex structures
J̃ , K̃ and to the hermitian metric h̃. So the uniqueness of the real ana-
lytic hyperkahler almost Kähler manifold up to real analytic isomorphism,
corresponding to the given smooth hyperkahler almost Kähler manifold is
obtained.

Acknowledgements are due to Prof. S. Dimiev for his interest on the
subject.
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The paper investigates the KCC (structural) stability of the second-order ex-
tension of the brain-stimulated Parkinson tremor dynamical system. After a
brief presentation of the known linear stability results of the model, are de-
termined and studied the KCC-invariants. It is emphasized that the spectral
properties of the second KCC-invariant provide practical information for the
behavior of the investigated model. The semispray of the second-order differ-
ential system associated to the basic SODE is evidentiated.
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1. The neural 3-unit feedback model

The mathematical model which we analise in this paper is a three-
dimensional biological system, first introduced by Titcombe [15], which
describes in a simplified way the Parkinson tremor model in the presence of
deep brain stimulation. It is a three-unit network model of a network with
negative feedback to illustrate how an oscillating system interacts with peri-
odic stimulation. Similar to numerous different network models which have
been proposed for Parkinsonian tremor, the current model illustrates one
way that the Hopf bifurcation might arise in a network context.

The time-evolution of the three units is governed by the following SODE:
ẋ1 = f(x3)− x1

ẋ2 = g(x1)− x2

ẋ3 = g(x2)− x3.

(1)

Here, f and g are inhibitory and excitatory response functions respectively.
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Typically, response functions are sigmoidal, and are monotonically decreas-
ing for inhibition and monotonically increasing for excitation. For our il-
lustration, we use Hill functions, which are sigmoidal in form, to represent
the response of the units where the exponent γ controls the slope (gain) of
the response:

f(u) =
θγ

uγ + θγ
, g(u) =

uγ

uγ + θγ
. (2)

The effective feedback values of the the units threshold θ range about θ0 =
0.5 and we note that g = 1− f .

It was proved that for γ = 4, one obtains a limit cycle and that the
SODE exhibits a Hopf bifurcation; it provides a model with negative feed-
back (inhibition) as shown in the following diagram

x1 excitation−−−−−−−→ x2 excitation−−−−−−−→ x3 inhibition−−−−−−−→ x1.

For γ, is commonly used γ(t) = γ0 − z(t), where z(t) = ke−t/tc with γ0 =
6.0. In practice are used iterated pulses with initial value z0 and zn =

z0e
−nτ/tc +

δ(e−nτ/tc − 1)
1− eτ/tc . Then the asymptotic value (for n → ∞) is

z∞ = δ/(eτ/tc − 1).
The response γ or γ0 and the time constant tc are refered as network

parameters — which are inherent properties of the network, and δ and τ

are referred as stimulation parameters — which are the stimulation pulse
amplitude and stimulation period, respectively.

The model described by (1) involves a negative feedback system without
time delay and thus, the Hopf bifurcation would be induced by an increase
in gain. This network is a special case of an n-unit feedback inhibition
network which can display oscillations provided that n > 3. The dynamics
of systems of this type are a network effect, meaning that the units will not
oscillate independently.

2. The covariant extension. Structural stability

In the following we investigate the Jacobi (KCC) structural stability of the
second order extension of the dynamical system (1), via the five assocaited
KCC-invariants of the SODE.

We shall first introduce several basic elements of KCC-theory [1,2,13],
focusing on the second deviation tensor P ij and describing the role of the
five invariants of the system. Let x = (x1, . . . , xn), ẋ = dx/dt and t be the
2n + 1 coordinates of an open connected subset Ω ⊂ R

n × R
n × R

1. The
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second order system of n second order ODEs has the form

d2xi

dt2
+ gi(x, ẋ, t) = 0, i ∈ 1, n, (3)

and has been studied by D.D. Kosambi [9], E. Cartan [7] and S.S. Chern [8].
In general, gi = ∂Xi

∂xj ẋ
j , i = 1, n. In our case, we have

g1 = .2500z3ż/(z4 + .625)2 + ẋ

g2 = ẏ − [4x3/(x4 + .625)− 4x7/(x4 + .625)2
]
ẋ

g3 = ż − [4y3/(y4 + .625)− 4y7/(y4 + .625)2
]
ẏ.

(4)

They assumed real analyticity in a neighborhood of some initial conditions
(x0, ẋ0, t0) ∈ Ω. Aiming to find the basic differential invariants of the sys-
tem (3) under the non-singular coordinate transformations

xi = f i(x1, . . . , xn), i ∈ 1, n, t̄ = t. (5)

D.D. Kosambi has introduced a covariant differential operator D, which
acts on a contravariant vector field ξi(x) as

Dξi

dt
=
dξi

dt
+

1
2
gi;rξ

r, (6)

where we have denoted by semicolon the partial differentiation relative to
ẋ, and where the Eistein summation is used unless contrary stated. Using
the operator D from (6), the system (3) rewrites

Dẋi

dt
=

1
2
gi;rẋ

r − gi =: εi,

which defines a contravariant vector field εi on Ω, called the first
KCC-invariant , and which is interpreted as an external force ([1]). De-
noting (x1, x2, x3) = (x, y, z), we obtain the first invariant ε = (ε1, ε2, ε3),(

1
2
.2500 z3 ż + ẋ z8 + .1250 ẋ z4 + .00390625 ẋ

(z4 + .0625)2
− .2500 z3 ż

(z4 + .0625)2
− ẋ,

1
2

(ẏ x8 + .1250 ẏ x4 + .00390625 ẏ− .2500 x3 ẋ)/(x4 + .0625)2 − ẏ
+(4x3/(x4 + .0625)− 4x7/(x4 + .0625)2)ẋ,

1
2
ż y8 + .1250 ż y4 + .00390625 ż− .2500 y3 ẏ

(y4 + .0625)2
− ż

+
[
4y3/(y4 + .0625)− 4y7/(y4 + .0625)2

]
ẏ

)
.
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The functions gi = gi(x, ẋ, t) are 2-homogeneous in ẋ if and only if εi = 0.
In other words, εi = 0 is a necessary and sufficient condition for a semispray
to be a spray. It is obvious that when {gi}i=1,n is the geodesic spray of a
Riemannian or Finsler manifold, the first invariant vanishes.

Moreover, since the system is of the form ẋ = X(x), the first invariant
has the components εi = 1

2
∂Xi

∂xr ẋ
r, and hence this vanishes for null velocities,

i.e., on the stationary points of the field X . We note that for our model,
the semispray is 1-homogeneous in velocities, and hence it does not provide
a Finsler structure.

For Ω = Ωx × Rn × R, the strongly nonlinear system εi = 0, i = 1, n is
governed by D = det

(
∂Xi

∂xr

)
i,r=1,n

. For D �= 0, the solution is the image of

the null section of the vector bundle ξ = (TΩx, π,Ωx), and for D = 0, the
solution is a subbundle of rank k ∈ {1, 2} of ξ. In either case, we infer that
the first invariant does not identically vanish on the total space of ξ.

As well, it is known that if the trajectories xi(t) of (3) vary via x̄i(t) =
xi(t)+ξi(t)η with small parameter η, one obtains for the first approximation
in η, the KCC-equations of variation

d2ξi

dt2
+ gi;r

dξr

dt
+ gi,rξ

r = 0,

where we have denoted by comma the partial differentiation with respect
to x. Following Kosambi this can be rewritten using (6) as

D2ξi

dt2
= P irξ

r, (7)

where the right side defines the second KCC-invariant {P ir}i,r=1,n of the
system (3), or the deviation curvature tensor

P ij = −gi,j −
1
2
grgi;r;j +

1
2
ẋrgi,r;j +

1
4
gi;rg

r
;j +

1
2
∂gi;j
∂t

.

It is known that the eigenstructure of this (1,1)-tensor field provides an
alternative to the Floquet Theory, and the eigenvalues of P ij replace the
characteristic multipliers — these are also called Floquet exponents ([3,12]).
In our case, the second invariant has the form

P ij =
1
2
∂2X i

∂xj∂xr
ẋr +

1
4
∂X i

∂xr
∂Xr

∂xj
.

The Jacobi stability is a weaker condition than the stability of periodic
orbits given by the sign of eigenvalues of characteristic multipliers. Note
that (7) is the Jacobi field equation when the starting system (3) represents



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

KCC and linear stability for the Parkinson tremor model 27

geodesic equations in either Finsler or Riemannian geometry. This justifies
the usage of the term Jacobi stability for KCC-Theory.

On the other hand, the Jacobi equation (7) of the Finsler manifold
(M = Ωx, F ) can be written in the scalar form d2v

ds2 + K · v = 0, where
ξi = v(s)ηi is a Jacobi field along γ : xi = xi(s), ηi is the unit normal
vector field along γ; K is the flag curvature of (M,F ) which describes the
shape of the space ([5]). For a Finsler manifold (M,F ), the flag curvature
is a function of tangent planes and directions, which tells us how curved
the space is at a point.

It is also known that the sign of K influences the geodesic rays ([5]).
Indeed, if K > 0, then the geodesic bunch together (are Jacobi stable), and
if K < 0, then they disperse (are Jacobi unstable).

Hence negative flag curvature is equivalent to positive eigenvalues of P ij ,
and positive flag curvature is equivalent to negative eigenvalues of P ij . It is
known the following

Theorem 2.1 ([1,2]). The trajectories of (3) are Jacobi stable if and only
if the real parts of the eigenvalues of the deviation tensor P ji are strict
negative everywhere, and Jacobi unstable, otherwise.

The notion of Jacobi stability presented until here can be extended to the
general case of the SODE (3) using the Theorem above as the definition for
the Jacobi stability of the trajectories of a SODE. The third, fourth and
fifth invariants of the system (3) are respectively

Rijk =
1
3

(P ij;k − P ik;j), Bijkl = Rijk;l, Di
jkl = gi;j;k;l.

It can be easily verified using the Schwartz theorem that in our case these
last three invariants are all zero.

A notable result of the KCC-theory which points out the role of the five
invariants is the following:

Theorem 2.2 ([1]). Two SODE’s of form (3) on Ω can be locally trans-
formed, relative to (5), one into another, if and only if their five invariants
εi, P ij , R

i
jk, B

i
jkl, D

i
jkl are equivalent tensors. In particular, there are local

coordinates (x) for which gi(x, ẋ, t) = 0 if and only if all five KCC-tensors
vanish.

Based on Maple computations, we can infer straightforward that for
our SODE subject to the requirement of having real (positive) solutions
(x, y, z), there exists no coordinate change such that the coefficients of the
new second order SODE-semispray do all vanish, i.e., the trajectories of the
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second-order extended system (including the field lines of the initial SODE)
can never be lines, whatever coordinate system one might choose.

3. Linear and KCC stability

The equilibrium points of the system (1) are obtained when the right side of
the SODE is set to zero. The resulting nonlinear system has in general sev-
eral solutions; only the positive ones have significance. In the following we
will consider the only real equilibrium point (x, y, z)∗ = (.5; .5; .5) — which
proves to have positive components, found in the case of the parameter
values

θ = .5 , γ = 4. (8)

Regarding the linear and Jacobi stability around this equilibrium point, the
following results hold true.

Proposition 3.1. In the case (8), the deviation curvature tensor P ij at the
equilibrium point has the associated matrix

[P∗] =

 1.249999999 −.5000000000 .5000000000
−.5000000000 1.250000000 −.5000000000
.5000000000 −.5000000000 1.250000000

 .

This has three positive eigenvalues λ1 = .7499999993, λ2 = .7500000000
and λ3 = 2.250000000. Hence the field lines of the originar system are
linear unstable, and the extended system is Jacobi unstable.

The Jacobi stability depends on the variation of the parameters. We shall
discuss further the impact of the change of the parameters γ and θ on the
structural behavior of the extended SODE (3)–(4).

Considering the parameter θ variable within the interval (0,1) with γ

fixed, we get the following results regarding the linear and the Jacobi sta-
bility.

Proposition 3.2. Let γ = 4 (the limit cycle value). Then the following
hold true:

a) The SODE (1) exhibits linear stability for θ ∈ (0, 1) and asymptotic
stability for θ ∈ (0, 1)\{0.5}.

b) For θ ∈ (0.2; 1), the field lines of the extended system (3)– (4) are Jacobi
unstable.
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Proof. For θ ∈ (0, 1) the discriminant of the characteristic polyomial of
the Jacobi matrix attached to (1) is positive and depends continuously on
θ (see Fig. 1).

Fig. 1. The discriminant of the cubic characteristic equation in terms of θ, for γ = 4.

The Jacobian matrix has a real and two complex conjugate eigenvalues,
which have all a strictly negative real part except for θ = 0.5 — where the
complex roots are pure imaginary (λ1 = −3, λ2,3 = ±i

√
3; see Fig. 2).

Fig. 2. The real part of the eigenvalues in terms of θ, for γ = 4.

b) The matrix of the second invariant has three positive real eigenvalues
(see Fig. 3), and hence the extended SODE is KCC instable.

Fig. 3. The Jacobi eigenvalues in terms of θ, for γ = 4.

Remark. For θ = 0.5 and the parameter γ freely varying in the interval
(0, 10), one can easily note that the value of the discriminant which de-
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cides the presence of complex eigenvalues of P strongly oscillates (see the
subsequent figures).

Fig. 4. The discriminant of the KCC characteristic polynomial in terms of γ, for θ = 0.5.

4. The second-order Lagrangian extension

In the following we shall determine the second-order extension of gyroscopic
type for the SODE (1). In general, for a given vector field X ∈ X (D),
D ⊂ R

n we associate the corresponding SODE

ẋi = X i(x), i = 1, n. (9)

Among various alternatives of extending the system (9) to a second order
SODE within the framework of second-order jets, a notable one is described
in [16]. The resulting dynamical system is in this case of Euler-Lagrange
type, being attached to the Lagrangian function defined on the first-order
jet space J1(R,Rn),

L =
n∑
k=1

(
Xk(x) − ẋk)2, (10)

and has the shape

ẍi = ηi(x) + θis(x)ẋs, (11)

where we consider on Rn the canonic Riemannian metric g = δijdx
i ⊗ dxj

and we denoted by ηi = gis ∂f∂xs the gradient of the energy

F =
1
2
||X(x)||2g = gijX

iXj =
1
2

n∑
k=1

(Xk)2 (12)

of the field X , θij = gisωsj and ω is the the curl of X , which entails the
gyroscopic character of the extension

ωij =
∂(gjsXs)
∂xi

− ∂(gisXs)
∂xj

, i, j = 1, n.



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

KCC and linear stability for the Parkinson tremor model 31

In the particular case of a 3D-SODE, the second-order Lagrangian extension
ẍ = gradF + curlX × ẋ has the detailed form

ẍ =
∂F

∂x
+
(
∂X1

∂y
− ∂X2

∂x

)
ẏ +

(
∂X1

∂z
− ∂X3

∂x

)
ż

ÿ =
∂F

∂y
+
(
∂X2

∂z
− ∂X3

∂y

)
ż +

(
∂X2

∂x
− ∂X1

∂y

)
ẋ

z̈ =
∂F

∂z
+
(
∂X3

∂x
− ∂X1

∂z

)
ẋ+

(
∂X3

∂y
− ∂X2

∂z

)
ẏ,

(13)

where denoting e.g. gx = ∂g
∂x , and using (12), we get for the extension (13)

of (1),

F = 1
2

[(
.625

z4+.625 − x
)2

+
(

x4

x4+.625 − y
)2

+
(

y4

y4+.625 − z
)2]

; (14)

gradF = −2X + 2(X2gx, X
3gy,−X1gz). (15)

Within the model, is essential to monitor the energy-level F for (θ, γ) ∈
(0, 1) × (2, 10), at the primary equilibrium point of the field (x, y, z)∗ =
(.5, .5, .5), computed at (θ0, γ0) = (.5, 4) and considered on the null section
of the bundle ξ. In the space of variables (θ, γ, F ), the energy level attends
minimal values at the intersection of the energy surface Σ with the plane
θ = θ0 (see Fig. 5, including the parallel projection of Σ onto the plane
γ = 0).

Fig. 5. The energy in terms of θ and γ (general shape and projection onto γ = 0).
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THE CAMASSA-HOLM EQUATION AS A GEODESIC FLOW
FOR THE H1 RIGHT-INVARIANT METRIC

A. CONSTANTIN† and R.I. IVANOV‡

School of Mathematics, Trinity College Dublin,
Dublin 2, Ireland

†E-mail: adrian@maths.tcd.ie
‡E-mail: ivanovr@tcd.ie

The fundamental role played by the Lie groups in mechanics, and especially
by the dual space of the Lie algebra of the group and the coadjoint action
are illustrated through the Camassa-Holm equation (CH). In 1996 Misio�lek
observed that CH is a geodesic flow equation on the group of diffeomorphisms,
preserving the H1 metric. This example is analogous to the Euler equations in
hydrodynamics, which describe geodesic flow for a right-invariant metric on the
infinite-dimensional group of diffeomorphisms preserving the volume element
of the domain of fluid flow and to the Euler equations of rigid body whith a
fixed point, describing geodesics for a left-invariant metric on SO(3).

The momentum map and an explicit parametrization of the Virasoro group,
related to recently obtained solutions for the CH equation are presented.

Keywords: Euler top; Sobolev inner product; Coadjoint action; Lie group; Vi-
rasoro group; Group of diffeomorphisms.

1. Motion of a rigid body with a fixed point — the SO(3)
example

Let us start with a very familiar example — the Euler top. Consider an
orthogonal basis ẽk(t), k = 1, 2, 3, rotating about a fixed basis ek. Both
bases share the same origin. We can think about the moving frame as a
rigid body, moving about the origin.

The relation between the two frames is given by an orthogonal trans-
formation: ẽk(t) = gkj(t)ej , where gkj = ẽk.ej , gT = g−1, i.e. g belongs to
the group G ≡ SO(3), the corresponding algebra g being

g ≡ so(3) : x ∈ g⇔ x = −xT . (1)

‡On leave from the Institute for Nuclear Research and Nuclear Energy, Bulgarian
Academy of Sciences, Sofia, Bulgaria.
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ωL = g−1ġ ωR = ġg−1

ω ≡ ġ

m ≡ (gJg−1)ġ = gJ(ωL)

mL = J(ωL) mR

�Adg

�

J

��������
Lg−1∗

��������
Rg−1∗

�

Jg

���������
R∗

g

��������
L∗

g

	
Ad∗

g

Fig. 1. Quantities and operators related to the so(3) algebra and its dual (Euler top
case).

g g

TgG

T ∗
gG

g∗ g∗

�Adg

�

J









� Lg−1∗

�
�

�
�
Rg−1∗

�

Jg









�

R∗
g

�
�

�
��

L∗
g

	
Ad∗

g

Fig. 2. Mappings between the spaces.

All quantities in the moving frame ẽk(t) (related to the body) will be
marked by subscript ‘L’, the ones in the fixed basis - by subscript ‘R’. Let
us take the following explicit parametrization for the angular velocity:
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ωL =

 0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

 ∈ g ↔ �ωL ≡
ω1

ω2

ω3

 ∈ R
3 (2)

The quantities related to the Euler top are schematically presented at
Fig. 1, (the dot denotes the time derivative) [1,18,21]. The identification
between the algebra g and its dual is given by the inertia operator , see
Fig. 2:

mL = J(ωL) ≡ AωL + ωLA, (3)

where A = diag(a1, a2, a3) is a constant symmetric matrix.
The Hamiltonian is the kinetic energy H(mL, ωL) = 1

2 tr(mLω
T
L), given

by a left-invariant quadratic form: H(mL, ωL) = H(m,ω).
This invariance by the virtue of Noether’s Theorem leads to the mo-

mentum conservation: d
dtmR = 0. This defines a momentum map TG→ g∗,

constant along the geodesics. Furthermore, since ωL = g−1ġ we have:

mL = Ad∗
gmR = g−1mRg, ṁL = ad∗

ωL
mL = −[ωL,mL].

Finally we obtain the equations of motion (the Euler top equations):

d

dt
J(ωL) = [J(ωL), ωL] or ω̇1 =

a2 − a3

a2 + a3
ω2ω3, etc. (4)

2. Camassa-Holm equation – right invariant metric on the
diffeomorphism group

The construction described briefly in the previous section can be easily gen-
eralized in cases where the Hamiltonian is a left- or right-invariant bilinear
form. Such an interesting example is the Camassa-Holm (CH) equation
[2,12,17]. This geometric interpretation of CH was noticed firstly by Mi-
sio�lek [23] and developed further by several other authors [7–9,13,14,18].
Let us introduce the notation u(g(x)) ≡ u ◦ g and let us consider the H1

Sobolev inner product

H(u, v) ≡ 1
2

∫
M

(uv + uxvx)dµ(x), with µ(x) = x (5)

The manifold M is S1 or in the case when the class of smooth functions
vanishing rapidly at ±∞ is considered, we will allow M≡ R.

Suppose g(x) ∈ G, where G ≡ Diff(M). Then H(u, v) = H(u ◦ g, v ◦ g)
is a right-invariant H1 metric.
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Let us define g(x, t) as

ġ = u(g(x, t), t), g(x, 0) = x, i.e. ġ = u ◦ g ∈ TgG; (6)

u = ġ ◦ g−1 = Rg−1∗ġ ∈ g, where g is Vect(M). Now we recall the following
result:

Theorem 2.1 (A. Kirillov, 1980 [19,20]). The dual space of g is a
space of distributions but the subspace of local functionals, called the regu-
lar dual g∗, is naturally identified with the space of quadratic differentials
m(x)dx2 on M. The pairing is given for any vector field u∂x ∈ Vect(M)
by

〈mdx2, u∂x〉 =
∫
M
m(x)u(x)dx.

The coadjoint action coincides with the action of a diffeomorphism on the
quadratic differential:

Ad∗
g : mdx2 �→ m(g)g2

xdx
2.

If m(x) > 0 for all x ∈ M, then the square root
√
m(x)dx2 transforms

under G as a 1-form. This means that C =
∫
M
√
m(x) dx is a Casimir

function, i.e. an invariant of the coadjoint action.
Let us now allow the above pairing to be the H1 right-invariant metric,

mentioned earlier. This is possible by choosing the inertia operator J =
1−∂2

x, i.e. by takingm = u−uxx, see Fig. 3. Again, for the HamiltonianH =
1
2

∫
Mmudx, given by the H1 right-invariant metric, Noether’s Theorem

yields [8] the conservation of mL ≡ g2
xm(g(x, t), t), i.e. g2

xm(g(x, t), t) =
m(x, 0).

We have a momentum map TG→ g∗, constant along the geodesics:

0 = ṁL = g2
x(2uxm+ umx +mt) ◦ g, (7)

iff m satisfies the Camassa-Holm equation

mt + 2uxm+ umx = 0. (8)

Similarly to the Euler top (4), CH can be written also in a Hamiltonian
form ṁ = −ad∗

um. Indeed,

〈ad∗
u∂x

mdx2, v∂x〉 = 〈mdx2, [u∂x, v∂x]〉 =
∫
M
m(uxv − vxu)dx

=
∫
M
v(2mux + umx)dx = 〈(2mux + umx)dx2, v∂x〉,

i.e. ad∗
um = 2uxm+ umx.
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gxġ u(x) = ġ ◦ g−1

ġ = u ◦ g

m ◦ g

g2
x(m ◦ g) m(x)

	 Adg

�

J=1−∂2
x

�
�

�
���dRg−1

�
�

�
���

dLg

�

Jg

�
�

�
���

dR∗
g−1

�
�

�
���

dL∗
g

�
Ad∗

g

Fig. 3. Quantities related to the Camassa-Holm equation.

3. Inverse Scattering for the CH equation

In this section we consider the Camassa-Holm equation (CH) in the form

ut − uxxt + 2ωux + 3uux − 2uxuxx − uuxxx = 0, (9)

which depends on an arbitrary parameter ω (which is not an angular ve-
locity!). The traveling wave solutions of (9) are smooth solitons if ω > 0,
and peaked solitons (peakons) if ω = 0 [2,10,11,17,22].

If ω �= 0 the invariance group of the Hamiltonian is the Virasoro group,
Vir = Diff(S1) × R and the central extension of the corresponding Vira-
soro algebra is proportional to ω [7,15]. Thus, for ω �= 0, CH has various
conformal properties [15]. CH is also completely integrable, possesses bi-
Hamiltonian form and infinite sequence of conservation laws [2,6,12,16,24].
The Lax pair is

Ψxx =
(1

4
+ λ(m+ ω)

)
Ψ (10)

Ψt =
( 1

2λ
− u
)

Ψx +
ux
2

Ψ + γΨ (11)

where γ is an arbitrary constant (for a given eigenfunction). CH is obtained
from the compatibility condition Ψxxt = Ψtxx. Let us introduce a new
spectral parameter k such that λ(k) = − 1

ω

(
k2 + 1

4

)
. From now on we

consider the case where m is a Schwartz class function, and m(x, 0)+ω > 0.
Then m(x, t) + ω > 0 for all t [3]. The spectral picture of (10) is [3]:
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continuous spectrum: k — real; discrete spectrum: finitely many points kn =
±iκn, n = 1, . . . , N where κn is real and 0 < κn < 1/2. Eigenfunctions: for
all real k �= 0 a basis in the space of solutions can be introduced, fixed by
its asymptotic when x→∞: ψ(x, k) and ψ̄(x, k), such that

ψ(x, k) = e−ikx + o(1), x→∞. (12)

Another basis can be introduced, fixed by its asymptotic when x → −∞:
ϕ(x, k) and ϕ̄(x, k) such that

ϕ(x, k) = e−ikx + o(1), x→ −∞. (13)

The relation between the two bases is

ϕ(x, k) = a(k)ψ(x, k) + b(k)ψ̄(x, k), (14)

where [6]

|a(k)|2 − |b(k)|2 = 1. (15)

Further, one can define transmission and reflection coefficients: T (k) =
a−1(k) and R(k) = b(k)/a(k) correspondingly. According to (15)

|T (k)|2 + |R(k)|2 = 1.

The entire information about these two coefficients is provided by R(k)
for k > 0. It is sufficient to know R(k) only on the half line k > 0, since
ā(k) = a(−k), b̄(k) = b(−k) and therefore R(−k) = R̄(k). At the points
of the discrete spectrum, a(k) has simple zeroes, ϕ and ψ̄ are linearly de-
pendent: ϕ(x, iκn) = bnψ̄(x,−iκn). In other words, the discrete spectrum
is simple with eigenfunctions ϕ(n)(x) ≡ ϕ(x, iκn). The asymptotic behavior
of ϕ(n) is

ϕ(n)(x) = eκnx + o(eκnx), x→ −∞;

ϕ(n)(x) = bne
−κnx + o(e−κnx), x→∞.

(16)

The sign of bn obviously depends on the number of the zeroes of ϕ(n).
Suppose that 0 < κ1 < κ2 < . . . < κN < 1/2. Then from the oscillation
theorem for the Sturm-Liouville problem ϕ(n) has exactly n− 1 zeroes, i.e.
bn = (−1)n−1|bn|.

The set

S ≡ {R(k) (k > 0), κn, |bn|, n = 1, . . .N
}

(17)

is called scattering data. The time evolution of the scattering data can be
obtained from (11) with the choice γ = ik

2λ for the eigenfunction ϕ(k, x)
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and x→∞: ȧ(k, t) = 0, ḃ(k, t) = ik
λ b(k, t), or

a(k, t) = a(k, 0), b(k, t) = b(k, 0) exp
( ik
λ
t
)

; (18)

In other words, a(k) is independent on t and can serve as a generating
function of the conservation laws [6].

The time evolution of the data on the discrete spectrum is obtain as
follows: iκn are zeroes of a(k), which does not depend on t, and therefore
κ̇n = 0. From (11) and (16) in a similar fashion

ḃn =
4ωκn

1− 4κ2
n

bn. bn(t) = bn(0) exp
( 4ωκn

1− 4κ2
n

t
)
. (19)

4. Soliton solutions and the diffeomorphisms

The inverse scattering is simplified in the important case of the so-called
reflectionless potentials, when the scattering data is confined to the case
R(k) = 0 for all real k. This class of potentials corresponds to the N -
soliton solutions of the CH equation. In this case b(k) = 0 and |a(k)| = 1
and ia′(iκp) is real:

ia′(iκp) =
1

2κp
eακp

∏
n
=p

κp − κn
κp + κn

, where α =
N∑
n=1

ln
(1 + 2κn

1− 2κn

)2

.

Thus, ia′(iκp) has the same sign as bn, and therefore cn ≡ bn

ia′(iκp) > 0. The

time evolution of cn is cn(t) = cn(0) exp
(

4ωκn

1−4κ2
n
t
)

in the view of (19).
The N -soliton solution is [5]

u(x, t) =
1
2

∫ ∞

0

exp
(
− |x− g(ξ, t)|

)
p(ξ, t)dξ − ω, (20)

where g(ξ, t), p(ξ, t) can be expressed through the scattering data as :

g(ξ, t) ≡ ln
∫ ξ

0

(
1−

∑
n,p

cn(t)ξ−2κn

κn + 1/2
A−1
np [ξ, t]

)−2

dξ, (21)

p(ξ, t) = ωξ−2g−1
ξ (ξ, t), where (22)

Apn[ξ, t] ≡ δpn +
cn(t)ξ−2κn

κp + κn
.

Then the computation of m = u− uxx gives

m(x, t) =
∫ ∞

−∞
δ(x − g(ξ, t))p(ξ, t)dξ − ω. (23)
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From the CH equation mt + umx = −2(m+ ω)ux, (20) and (23) it follows

ġ(ξ, t) =
1
2

∫ ∞

0

e−|g(ξ,t)−g(ξ,t)|p(ξ, t)dξ − ω, ġ(ξ, t) = u(g(ξ, t), t),

therefore g(x, t) in (21) is the diffeomorphism (Virasoro group element)
in the purely solitonic case. The situation when the condition m(x, 0) +
ω > 0 on the initial data does not hold is more complicated and requires
separate analysis (if m(x, 0) + ω changes sign there are infinitely many
positive eigenvalues accumulating at infinity and singularities might appear
in finite time [3,4]).
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Based on Fermi-Walker parallel transport along a space curve, we discuss the
possible geometric phases that can occur. We give a general condition for the
time evolution of a space curve. We identify two types of local geometric phases
associated with the evolution of a space curve, the “Fermi-Walker” and “incom-
patibility” phases, and derive a relationship between them. The time-dependent
Schrödinger equation for a particle in a potential V (s) can then be interpreted
geometrically as a moving curve whose Fermi-Walker phase density is given by
−(dV/ds).

I. Space curves, parallel transport and anholonomy.

A) Static curves

Let us consider a space curve which is given by its curvature k(s) and
torsion τ(s) where s represents the arc length. We will introduce the or-
thonormal Frenet triad (t,n,b) representing the tangent, the normal and
the bi-normal to the space curve. The space ”evolution” of the Frenet triad
is governed by the Frener-Serret equations:1

ts = kn

ns = −kt + τb (1)

bs = −τn
The curvature and torsion are related to the tangent through the following
expressions:

k2 = ts · ts and τ =
t · (ts ∧ tss)

k2
(2)

PACS numbers: 02.40.Hw, 03.65.Ca, 02.30.Jr, 05.45.+b, 02.40.Dr, 47.32.Cc
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There is a more compact way of writing the Frenet-Serret equations
which gives a better insight into the structure of these equations. Let us
introduce the Darboux vector: ξ = τt + kb. The Darboux vector plays the
role of “angular velocity” for the space evolution of the Frenet triad. The
Frenet-Serret equations now read:

ts = ξ ∧ t

ns = ξ ∧ n (3)

bs = ξ ∧ b

Thus when the triad evolves along the curve the (n,b)-couple rotates
around the tangent t with an “angular velocity” τ and the (t,n)-couple
rotates around the bi-normal b with an “angular velocity” k.

As s increases from s0 to s1, a phase develops Φ =
∫ s1
s0
τ(s)ds with

respect to a non-rotating frame defined by the Fermi-Walker parallel trans-
port:2

DAi

ds
= kAi(tjni − tinj) = (kb ∧A)i (4)

Here A is some vector defined on the space curve.

B) Moving curves

Now the curvature and torsion are time dependent functions k = k(s, u)
and τ(s, u) where u represents the time. For fixed s the triad evolves along a
new space curve with u as natural parameter. The equations are as follows:

tu = gn + hb, nu = −gt + τ0b, bu = −ht− τ0n, (5)

where the coefficients g, h and τ0, as well as K and τ in Eq. (2), are
functions of s and u.

The corresponding Darboux vector now reads ξ0 = τ̄0t+Bn+Cb. Now,
let us consider two neighboring points on a space curve at a time u i.e.
A(s, u) and B(s+ ∆s, u). After a time-interval ∆u the space curve slightly
changes its shape and position in space. The points A and B evolve into
C(s, U+∆u) and D(s+∆s, u+∆u) respectively. We follow the triad from A

to B and to D and from A to C and to D. We take into consideration only
the rotation of the triad around the tangent t. Following the first path from
A to D a phase develops Φ1 = τ(s, u)∆s+τ̄0(s+∆s, u)∆u and following the
second path a different phase develops Φ2 = τ̄0(s, u)∆u + τ(s, u + ∆u)∆s
The phase difference δΦ = Φ1−Φ2 =

[
∂τ̄0
∂s − ∂τ

∂u

]
∆s∆u represents a measure

of the anholonomy density.
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II. Lamb formalism, geometric phase and gauge potential.

If we introduce complex vectors the Frenet-Serret equations combine to
give [3]:

(n + ib)s + iτ(n + ib) = −kt (6)

Next we introduce the complex vector N = (n + ib)exp(i
∫ s
−∞(τ − c0)ds′)

where τ(s → ±∞)→c0 and the complex quantity q = kexp(i
∫ s
−∞(τ −

c0)ds′). Now instead of the triad (t,n,b) we are going to use the triad
(t,N,N∗). The new triad satisfies the following conditions: t ·N = t ·N∗ =
N · N = 0 and N · N∗ = 2. Since the tangent is normalized t · tu =
0 and therefore we can represent the u derivative in the following form:
tu = gn + hb where the functions g and h are to be determined. Using the
compatibility conditions tsu = tus and Nsu = Nus will allow us to compute
the u derivatives of t and N.

Nu = iRN + γt and tu = −1
2

(γ∗N + γN∗). (7)

where Rs = i
2 (γq∗ − γ∗q) and qu + γs + i(c0γ − Rq) = 0. The explicit

expression for γ is: γ = −(g + ih) exp(i
∫ s
−∞(τ − c0))ds′. With this the

anholonomy density can be computed directly to give:

j(s, u) =
∂τ̄0
∂s

− ∂τ

∂u
= −∂R

∂s
. (8)

Using the s and u derivatives of t and N we get Rs = kh and finally we
get for the anholonomy density:

j(s, u) = −kh. (9)

The total phase is then given by the following expression:

Φ = −
∫ u2

u1

du

∫ s0

−s0
Rsds. (10)

Using the s and u derivatives of t, we get that ts ∧ tu = kht. This allows
us to give a geometrical interpretation of the total phase:

Φ = −
∫ u2

u1

du

∫ s0

−s0
t · (tu ∧ ts)ds. (11)

The expression t · (tu ∧ ts)dsdu represents the element of area on the unit
sphere.
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A. Quantum mechanical phase: Berry’s phase

Note that the quantity R can be expressed using the complex vector N:
R = − i

2N ∗ ·Nu With this the expression for the geometric phase becomes:

Φ =
i

2

∫ s0

−s0
ds

∂

∂s

∫ u2

u1

N ∗ ·Nudu. (12)

If we replace the complex unit vector N
2 by a quantum state |N(u)>, the

expression i
∫ u2

u1
<N| ∂∂uN>du plays the role of a local Berry phase. The

role of the Fermi-Walker parallel transport in the Berry’s phase has been
discussed in [4].

III. General context: topological terms, Hopf invariant.

Let us now consider a cube with lengths ∆x, ∆y and ∆z and whose
lowest left edge is at (x, y, z). Let τ1, τ2 and τ3 represent the three torsions
in the three space directions. Now we may consider the three anholonomy
densities [5]:

J3 =
∂τ1

∂y
− ∂τ2

∂x

J2 =
∂τ3

∂x
− ∂τ1

∂z
(13)

J1 =
∂τ2

∂z
− ∂τ3

∂y
.

These three quantities represent the components of the topological cur-
rent J = (J1, J2, J3). Adding up the anholonomy densities corresponding
to the faces of the cube we get:

δH1 = [J1(x+ ∆x, y, z)− J1(x, y, z)]∆y∆z

+ [J2(x, y + ∆y, z)− J2(x, y, z)]∆x∆z (14)

+ [J3(x, y, z + ∆z)− J3(x, y, z)]∆x∆y

= div J∆x∆y∆z.

Because J = curlA,where A = (τ1, τ2, τ3) the divergence of the topological
current is identically zero: div J = 0.

IV. A general constraint on a moving space curve: the Schrdinger equa-
tion as a moving space curve.

In view of the relationship between the NLS (Nonlinear Schrödinger
equation) and a moving curve, one can ask the following question: Can the
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time-dependent Schrödinger equation in a potential V (s),

iψu + ψss − V (s)ψ = 0, (15)

itself be associated with a moving space curve [6]? (Here, for convenience
we have set � = 2m = 1, m being the mass of the quantum particle.)

The conditions under which the moving curve equations (1) and (5)
are equivalent to Eq.(15). It is convenient to use the Hasimoto transforma-
tion [7]:

ψ = K(s, u) exp[i
∫
τ(s, u)ds] (16)

in Eq. (15). Equating imaginary and real parts, this leads to the coupled
partial differential equations

Ku = −(Kτ)s −Ksτ, (17)

τu = [(Kss/K)− τ2]s − Vs. (18)

We will establish now appropriate relations between the parameters g, h ,
τ0 of Eqs. (1) and the curve parameters K and τ in Eqs. (5), such that Eqs.
(17) and (18) follow. The appearance of Ku and τu in these latter equa-
tions immediately suggests that the direct way to find these is to compare
the u-derivatives tsu, nsu and bsu of Eqs. (1) with the s-derivatives tus,
nus and bus of Eqs. (5). Now, smooth curve evolution requires the com-
patibility condition tsu = tus for the tangent t. However, we show below
that the corresponding conditions on n and b, nsu = nus and bsu = bus
are merely sufficiency conditions. Equations (1) and (5) yield the following
“incompatibility vectors” [6]:

∆t ≡ (tsu − tus) = α1n + α2b,

∆n ≡ (nsu − nus) = α3b− α1t,

∆b ≡ (bsu − bus) = −α2t− α3n. (19)

Here

α1 = Ku − gs + hτ, α2 = Kτ0 − hs − gτ, α3 = τu − τ0
s −Kh. (20)

It follows from Eqs. (19) that a general curve evolution must satisfy the
geometric constraint

∆t.(∆n×∆b) = 0, (21)

i.e., ∆t,∆n and ∆b must remain coplanar vectors under time evolution.
Further, since Eq. (21) is automatically satisfied for ∆t = 0, we see that
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∆n and ∆b need not necessarily vanish. In addition, we see from Eqs. (19)
that ∆t = 0 implies α1 = α2 = 0, so that

∆n = α3b, ∆b = −α3n. (22)

Thus ∆n and ∆b are perpendicular to each other and have the same mag-
nitude. Next, we use Eqs. (22) to show that the non-vanishing of ∆n and
∆b gives rise to a certain geometric phase δΦinc: Let us first consider
the incompatibility phase δΦinc: Let the origin of the Frenet-Serret frame
(t(s, u),n(s, u),b(s, u)) be the center of a unit sphere. Consider the fol-
lowing infinitesimal closed path in space-time: [s, u] → [(s + ds), u] →
[(s+ ds), (u+ du)]→ [(s, (u+ du)] → [s, u]. Corresponding to this path, let
the tips of t, n and b create three curves (indicatrices) on the sphere. Now,
these curves do not close in general; the non-closure vector connecting the
starting point A and the end point B for any vector F(= t,n or b) is easily
found to be

−−→
AB = (Fsu − Fus) dsdu ≡ ∆F dsdu. (23)

Thus the non-closure of the indicatrix of F is a measure of the incompat-
ibility ∆F. Next, taking F = n and b in succession in Eq. (23) and using
Eqs. (22), we see that the two (non-closure) distances for n and b are equal,
and are given by

|−−→AB| = |∆n| dsdu = |∆b| dsdu = α3 dsdu. (24)

Since the sphere has unit radius, this distance is also identical to a non-
closure angle or geometric phase δΦinc in the (n,b) plane. This is why
we have termed it the “incompatibility phase”: The (n,b) plane does not
return to its original orientation but gets rotated by an angle δΦinc when
the triad (t,n,b) is taken around an infinitesimal closed path in (s, u) space
in such a way that ∆t = 0. Using this and Eq. (20) for α3 in Eq. (24), we
obtain

δΦinc = [τu − τ0
s −Kh] dsdu. (25)

Let us now consider the Fermi-Walker phase δΦFW : There is another type of
geometric phase [5] that can be associated with curve evolution. Equations
(1) and (5) can be written in the form Fs = L(1) × F and Fu = L(0) ×
F; here, L(1) = τt + Kb, and L(0) = τ0t + hn + gb. If we work in a
Fermi-Walker (non-rotating) frame of reference [2] in which t essentially
gets parallel transported, the triad undergoes a rotation τds about t as one
moves along the curve by an amount ds (for fixed u), and a rotation τ0du

as one moves along the ‘temporal curve’ by an interval du (for fixed s). This
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in turn implies that there is an underlying angle anholonomy or “Fermi-
Walker phase” δΦFW associated with curve evolution, i.e., the (n,b) plane
undergoes a rotation around t through an angle [5].

δΦFW = (τu − τ0
s ) dsdu (26)

with respect to its original orientation, when s and u change along an
infinitesimal closed path of area dsdu. Further, from Eqs. (2) and (3), we
find

−Khdsdu = t.(tu × ts) dsdu = δΩ, (27)

where the area t.(tu × ts) dsdu on a unit sphere is just the solid angle δΩ.
Substituting Eqs. (26) and (27) in Eq. (25), we get

δΦinc = δΦFW + δΩ. (28)

This is the general geometric relationship between the two types of geo-
metric phases, and it is valid for all smooth curve evolutions. Returning to
Eqs. (19) and (20) with ∆t = 0, we get

Ku = gs − hτ, τ0 = (hs + gτ)/K. (29)

So far, our analysis has been quite general. We must now find g, h and τ0 in
such a way that Eqs. (17) and (18) are obtained. In turn, this would imply
the equivalence of the Schrödinger equation (15) and the curve evolution
equations (1) and (5), as already explained. Comparing Eq. (17) with Eq.
(5) immediately identifies g and h as

g = −Kτ, h = Ks. (30)

Substituting these in the second equation in (29) gives

τ0 = [(Kss/K)− τ2]. (31)

Hence Eq. (18) yields

(τu − τ0
s ) = −Vs. (32)

Next, setting h = Ks in Eq. (27), and substituting for δΩ thus obtained into
Eq. (28), we get δΦinc = δΦFW −KKsdsdu. But Eq. (16) gives 1

2 |ψ2|s =
KKs. Thus

δΦinc = δΦFW − 1
2
|ψ2|s dsdu. (33)

Two possibilities arise, depending on whether δΦinc = 0 or δΦinc �= 0.
(i) In the special case δΦinc = 0, Eqs. (28) and (33) give δΦFW = −δΩ =
1
2 |ψ2|sdsdu. Using Eq. (26) and substituting for τ0 from Eq. (31), we get



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

Fermi-Walker parallel transport 49

τu = [(Kss/K)− τ2]s + 1
2 |ψ|2s. Noting that Eqs. (17) and (18) follow from

Eq. (15) in a formal sense for any V , a comparison of this equation with Eq.
(18) yields V = − 1

2 |ψ|2. Equation (15) then reduces to the NLS equation,
which is essentially Hasimoto’s result [7].
(ii) More generally, δΦinc �= 0. Then δΦFW �= 1

2 |ψ2|sdsdu any more. Let
δΦFW be of the form f(s, u)dsdu, where the Fermi-Walker phase density
f(s, u) is some function of s and u. Starting with Eq. (26), we repeat the
same steps as in (i) above to find the relationship V =

∫
f(s, u)ds. Hence

the identification f(s, u) = f(s) = −Vs leads at once to the time-dependent
Schrödinger equation (15) for a particle in the potential V (s). Correspond-
ingly, from Eq. (28), δΦinc = (−Vsdsdu + δΩ) in this case. The special
case f = 0, i.e., a vanishing δΦFW , yields the free Schrödinger equation
iψu +ψss = 0. In this case, δΦinc is identically equal to the solid angle δΩ.
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In this short report the authors try to clarify the development of different
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1. Historical notes

The notion of bicomplex number has a long history closely related to the
algebra but sporadically with analysis. Hamilton made some remarks about
this number system considering it as a commutative alternative of the
quaternions, but it was not object of his investigations. H. Hankel in his
lectures [3] formulated a general viewpoint considering “complex numbers
with n units”, which in modern language is “algebra with n generators
over R”. The special case n = 4 is treated in details, but the attention is
concentrated over the quaternions, with many geometric applications. The
bicomplex number are only remarked, but not studied in details. Berloty [1]
considered the case n = 5, and from general point of view the problem is
studied by Study [15,16] and Scheffers [9]. Scheffers examines in details the

2000 MS Classification: 30G35
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problem of construction of an algebra with n generators over R from al-
gebraic position and presents in details the cases n = 3, 4, 5. He gives a
complete classification of the irreducible algebras aver R in dimension 4,
but does not use the term “bicomplex”. The name “bicomplex” is used by
Segre [12] in a paper written entirely in the language of the algebraic ge-
ometry and the bicomplex numbers are treated in connections with some
geometric constructions. Segre is interested only on some algebraic and ge-
ometric properties of this number system and does not consider analytic
problems at all. He calculates the zero divisors and the idempotents in the
bicomplex algebra, but these subjects remain closely related with the ge-
ometry. The algebraic theory is summarized by Study and Cartan [17] with
application principally to geometry.

An independent approach to the bicomplex numbers is demonstrated
by Em. Ivanov [4], who uses the term “tetranions”. His approach is alge-
braic too: he sets up the problem to construct a 4-dimensional associative,
commutative algebra over R, which necessary must contain zero divisors.
The result is an algebra with 4 generators {e0, e1, e2, e3} and the following
multiplication table:

e0 e1 e2 e3
e0 e0 e1 e2 e3
e1 e1 −e0 e3 −e2
e2 e2 e3 −e0 −e1
e3 e3 −e2 −e1 e0

This composition law is exactly the one introduced by Segre, but Ivanov
gives only some geometric and algebraic applications with no relations to
analysis. The most valuable contributions in this stage of the development
of the theory are made by L. Tchakalov [19], who starts from the paper of
Ivanov and concentrates his study on algebraic and analytic aspects. The
main results of his work are: determination of the roots of a bicomplex
polynomial, the notion of analytic function, the zero divisors and the idem-
potents of the bicomplex algebra, some questions of arithmetic character:
the Euclide division algorithm and unique factorization problem. Having
in mind the importance of his results we shall publish in the future a de-
tailed exposition of his work and especially a development of his arithmetic
program.

The next step of development of this subject is more closely related
with analysis and the starting point is the article of Sheffers [10], which
is dedicated to the general problem of the definition of analytic function
over general algebra (over R and C). In this direction are the contributions
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of Scorza [11], Spampinato [13,14] and Ringleb [7]. The last two authors
generalize the notion of analytic function in the case of algebra with (in
general) n generators and noncommutative algebras. It is necessary to pay
attention to the articles of Ward [23,24], who defines analytic functions
in very general context; in some particular cases (especially complex and
bicomplex numbers) his definition is equivalent to the Sheffers one. The no-
tion of generalized bicomplex variable was introoduced by Takasu [18]; the
system of these number forms an associative commutative linear algebra.

The interest in bicomplex algebra and its relations to analysis is reno-
vated after 1950. Riley [7] treats algebraic as well analytic aspects (power
series, analytic functions, Cauchy-Riemann type equations). Vishnevski [21]
proves an decomposition theorem for analytic (in sense of Scheffers) func-
tions over general associative, commutative algebras and its connection with
analytic structures over Riemannian spaces.

In the last decade the interest to the bicomplex variables and their ap-
plications increases and stimulates a range of publications, concerning geo-
metric, analytic as well applied problems. A detailed exposition of different
aspects and results is done by Rönn [8]; Pogorui and Rodriguez-Dagnino [6]
study the roots of polynomials with bicomplex coefficients, they present a
technique for computing zeros of bicomplex polynomials; Turbin [20] is in-
terested on applications of bicomplex analysis in problems of mechanics and
physics.

2. Bicomplex and similar variables — a short recall

Bicomplex numbers are defined as follows: α = a0 +ia1+ja2 +ea3, an ∈ R,
n = 0, 1, 2, 3, α ∈ B, i2 = j2 = −e2 = −1, where ij = ji = e, ie = ei = −j,
je = ej = −i. Each bicomplex number has a complex pair representation

α = (a0 + ia1) + j(a2 + ia3), a0 + ia1 ∈ C, a2 + ia3 ∈ C.

The bicomplex variable α, and respectively the bicomplex function f(α),
admit some complex pair representation. We write α = z + jw, with z =
a0+ia1, w = a2+ia3, j2 = −1, and respectively f(α) = f0(z, w)+jf1(z, w).
According to the formula for the derivative with respect to α,

f ′(a0) = lim
∆α→0

f(a0 + ∆a)− f(a0)
∆a

, with ∆a �= 0,

∆a = ∆z + j∆w = z − z0 + j(w − w0), we receive the bicomplex Cauchy-
Riemann equations

∂f0
∂z

=
∂f1
∂w

and
∂f1
∂z

= −∂f0
∂w

.
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Anticyclic numbers. Following [22] we introduce the algebra (over R)
of the anticyclic numbers R(im−1), dim R(im−1) = m. The basis of this
algebra so constituated form the powers i0 = 1, i1 = i, i2, . . . , im−1 of the
symbol i, which satisfies the condition im = −1.
Double-complex and fourth-complex numbers [2,5]. These kind of
numbers appear naturally as a complexification of the 4-dimensional and
8-dimensional anticyclic numbers:

a0 + a1f + a2f
2 + a3f

3, f4 = −1, ak ∈ R

b0 + b1f + b2f
2 + b3f

3 + · · ·+ b7f
7, f8 = −1, bk ∈ R.

The complexification can be obtained as follows: rewriting the above
written expressions in the form:

a0 + a2f
2 + f(a1 + a3f

2),

we can set f = j, f2 = i, i ∈ C. Thus we obtain α = z + jw, where
z = a0 + ia2, w = a1 + ia3.

Analogously, we deduce the complexification of 8-dimensional anticyclic
numbers:

b0 + b4f
4 + (b1 + b5f

4)f + (b2 + b6f
4)f2 + (b3 + b7f

4)f3, f8 = −1.

Setting f = j, f4 = i, i ∈ C, we obtain: α = z0 + z1j+ z2j
2 + z3j

3 with
j4 = i. Addition and multiplication operations are defined by the usual
way; in result we receive associative and commutative algebras with units,
denoted respectively by C(1, j) with j2 = i, and C(1, j, j2, j3) with j4 = i.

According to the definition of Scheffers [10] the mapping f : A → A

(A is algebra over C) is called holomorphic if there is a linear map f ′(α),
α ∈ A, such that:

df(α) = f ′(α)dα

Applying this definition to the algebra C(1, j) we receive the Cauchy-
Riemann system in a new form:

∂f0
∂z

=
∂f1
∂w

,
∂f0
∂w

= i
∂f1
∂z

,

f = f0 + jf1, df = df0 + jdf1 with j2 = i.

Here the symbol j can be considered as a hypercomplex number with re-
spect to C×C by an analogy with i which is regarded as complex number
(or hyper real) with respect to R×R.

In the case of fourth-complex numbers C(1, j, j2, j3), j is considered
as a second order hypercomplex number with respect to C2 ×C2. So, the
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double-complex algebra C(1, j) is isomorphic to the bicomplex algebra B
introduced by Segre and the fourth-complex algebra C(1, j, j2, j3) is alge-
braically isomorphic to the algebra B×B.

3. Real matrix representation of C(1, j) and C(1, j, j2, j3)

The bi-complex and, respectively, fourth-complex numbers admit real ma-
trix representation by real anticircular matrices. For instance C(1, j) (or
R(i3)) is represented by the matrices:

α = a0 + a1f + a2f
2 + a3f

3 �→


a0 a1 a2 a3

−a3 a0 a1 a2

−a2 −a3 a0 a1

−a1 −a2 −a3 a0

 .

This representation is analogous to the real matrix representation of a com-
plex number:

z = a0 + ia1 �→
(
a0 a1

−a1 a0

)
.

In the case of C(1, j, j2, j3) we have real representation with 8 × 8 an-
ticircular matrices. Anticycles numbers can be considered as a real form of
double-complex numbers and, isomorphicaly, of bicomplex numbers. In the
book [22] there is nothing about the term bicomplex number.

4. Complex quadratic geometries over C(1, j) and
C(1, j, j2, j3)

In the pseudo-Euclidean geometry of the algebra C(1, j) the scalar product
of the basis vectors is defined by the following equalities

〈1, 1〉 = 1, 〈1, j〉 = 〈j, 1〉 = 0, 〈j, j〉 = i.

The quadratic form 〈α, α〉 = z2 + iw2 determines the isotropic cone{
α ∈ C(1, j) : 〈α, α〉 = 0

}
in the introduced geometry (corresponding to

the quadratic form z2+iw2). In the case 〈j, j〉 = −i we obtain the quadratic
form 〈α, α〉 = z2− iw2, wich corresponds to the analytic set of zero-divisors
in the algebra C(1, j).

Proceeding by analogy, for the algebra C(1, j, j2, j3) we can define the
scalar products:

〈1, 1〉 = 1, 〈j, j〉 = a, 〈j2, j2〉 = b,

〈j3, j3〉 = c, 〈jk, jm〉 = 0 if k �= m, a, b, c ∈ C.
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The equation 〈α, α〉 = 0 is the condition for the isotropic cone in the
corresponding pseudo-Euclidean geometry. It may be of interest to study
the geometric and analytic properties of these isotropic cones.

The authors have no pretences that this brief report on some themes on
bicomplex variables can be considered as a complete review of the subject.
Our task is to present some aspects, which may be of interest in the future
work, but we hope that some of the problems outlined can be developed
in different directions. The bicomplex analysis is subject of active interest
and every progress in this area may open new nontrivial problems. Let
we express our sincere thanks to O. Gerus and A. Pogorui for the useful
discussion and some bibliographic indications. Y. Matsushita helps us to
complete the list of references published here.
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This paper aims to present a general idea for description of finite physical ob-
jects with consistent internal dynamical structure and evolution as a whole
making use of the mathematical concepts and structures connected with the
Frobenius integrability/nonintegrability theorems and to present an example.
The idea consists in to consider some distribution ∆o of vector fields on a
manifold, then to separate some integrable subdistribution ∆ ⊂ ∆o, represent-
ing the integrity of the object considered. The curvatures of all nonintegrable
subdistributions of ∆ will be interpreted as generators of processes of internal
energy-momentum exchange, i.e. of the internal dynamics of the object. The
curvatures of distributions including vector fields from ∆o and ∆ will be in-
terpreted as generators of interaction of the physical object with the outside
world. Example of photon-like objects is considered in detail.

Keywords: Frobenius theorem; photon-like objects.

1. Introduction

We state the main idea of our approach. Any physical system with a dy-
namical structure is characterized with some internal energy-momentum
redistributions, i.e. energy-momentum fluxes during evolution. Any system
of energy-momentum fluxes (as well as fluxes of other interesting for the case
physical quantities subject to change during evolution, but we limit ourselfs
just to energy-momentum fluxes here) can be considered mathematically
as generated by some system of vector fields. A consistent and interelated
time-stable system of energy-momentum fluxes can be considered to cor-
respond to an integrable distribution ∆ of vector fields according to the
principle local object generates integral object . An integrable distribution ∆
may contain various nonintegrable subdistributions ∆1,∆2, . . . which sub-
distributions may be interpreted physically as interacting subsytems. Any
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physical interaction between 2 subsystems is necessarily acompanied with
available energy-momentum exchange between them, this could be under-
stood mathematically as nonintegrability of each of the two subdistributions
of ∆ and could be naturally measured by the corresponding curvatures. For
example, if ∆ is an integrable 3-dimensional distribution spent by the vec-
tor fields (X1, X2, X3) then we may have, in general, three non-integrable
2-dimensional subdistributions (X1, X2), (X1, X3), (X2, X3). Finally, some
interaction with the outside world can be described by curvatures of non-
integrable distributions in which elements from ∆ and vector fields outside
∆ are involved (such processes will not be considered in this paper).

We recall the Frobenius theorem on a manifold Mn [1] (further all
manifolds are assumed smooth and finite dimensional and all objects de-
fined on M are also assumed smooth). If the system of vector fields
∆ = [X1(x), X2(x), . . . , Xp(x)], x ∈ M , 1 < p < n, satisfies X1(x) ∧
X2(x) ∧ · · · ∧ Xp(x) �= 0, x ∈ M then ∆ is integrable iff the Lie brack-
ets [Xi, Xj], i, j = 1, 2, . . . , p are representable linearly through the very
Xi, i = 1, 2, . . . , p: [Xi, Xj ] = CkijXk, where Ckij are functions. Clearly, an
easy way to find out if a distribution is integrable is to check if the exterior
products

[Xi, Xj] ∧X1(x) ∧X2(x) ∧ · · · ∧Xp(x) �= 0, x ∈M ; i, j = 1, 2, . . . , p

are identically zero. If this is not the case (which means that at least one
such Lie bracket ”sticks out” of the distribution ∆) then the corresponding
coefficients, which are bilinear combinations of the components of the vec-
tor fields and their derivatives, represent the corresponding curvatures [2].
Clearly, if two subdistributions contain at least one common vector field it
seems naturally to expect interaction.

In the dual formulation of Frobenius theorem in terms of differential
1-forms (i.e. Pfaff forms) we look for (n−p)-Pfaff forms (α1, α2, . . . , αn−p),
i.e. a (n− p)-codistribution ∆∗, such that αi(Xj) = 0, and α1 ∧ α2 ∧ · · · ∧
αn−p �= 0, 1 = 1, 2, . . . , n− p, j = 1, 2, . . . , p. Then the integrability of the
distribution ∆ is equivalent to the requirements

dαm ∧ α1 ∧ α2 ∧ · · · ∧ αn−p = 0, m = 1, 2, . . . , (n− p),
where d is the exterior derivative. Clearly, if the manifold is 4-dimensional
(the usual case in physics) and ∆ is 3-dimensional, then to a 2-dimensional
nonintegrable subsystem of ∆ will correspond a 2-dimensional noninte-
grable codistribution of ∆∗.

We are going now to make use of the above general consideration to
find appropriate objects and relations in an attempt to describe photon-
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like objects. Under photon-like object we mean a spatially finite time-stable
massless physical object with a consistent translational-rotational dynamical
structure living in 4-dimensional space-time.

We are going to comment just the requirement for masslessness [3]. The
term “massless” characterizes the way of propagation: the integral energy E
and momentum p of a photon-like object should satisfy the relation E = cp,
where c is the speed of light in vacuum, and in relativistic terms this means
that its integral energy-momentum vector must be isotropic, i.e. it must
have zero module with respect to Lorentz-Minkowski (pseudo)metric in
R

4. Since the translational velocity of every point where the corresponding
field functions are different from zero must be equal to c, we have in fact
an isotropic vector field ζ̄. The integral trajectories of this vector field are
isotropic straight lines. It follows that just the corresponding direction is
important, so, canonical coordinates (x1, x2, x3, x4) = (x, y, z, ξ = ct) on
R4 may be chosen such that ζ̄ may have only two non-zero components
of magnitude 1: ζ̄µ = (0, 0,−ε, 1), where ε = ±1 accounts for the two
directions along the coordinate z. Further such a coordinate system will be
called ζ̄-adapted and will be of main usage.

2. Modelling Photon-like Objects

We consider the space R4 as a manifold related to standard global coordi-
nates

(x1, x2, x3, x4) = (x, y, z, ξ = ct),

and the natural volume form ωo = dx ∧ dy ∧ dz ∧ dξ. We introduce the
vector field ζ̄, which in appropriate coordinates (throughout used further)
is assumed to look as follows:

ζ̄ = −ε ∂
∂z

+
∂

∂ξ
, ε = ±1. (1)

Let’s denote the corresponding to ζ̄ completely integrable 3-dimensional
Pfaff system by ∆∗(ζ̄). Thus, ∆∗(ζ̄) is generated by three linearly indepen-
dent 1-forms (α1, α2, α3) which annihilate ζ̄, i.e.

α1(ζ̄) = α2(ζ̄) = α3(ζ̄) = 0; α1 ∧ α2 ∧ α3 �= 0.

We fix ∆∗(ζ̄) as generated by (A,A∗, ζ), where

A = udx+ pdy; A∗ = −pdx+ udy; ζ = εdz + dξ, (2)
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and (u, p) are two arbitrary functions. This completely integrable
3-dimensional Pfaff system contains three 2-dimensional subsystems:
(A,A∗), (A, ζ) and (A∗, ζ). We have the following

Proposition 1. The following relations hold:

dA ∧A ∧A∗ = 0; dA∗ ∧A∗ ∧A = 0;

dA ∧A ∧ ζ = ε
[
u(pξ − εpz)− p(uξ − εuz)

]
ωo;

dA∗ ∧A∗ ∧ ζ = ε
[
u(pξ − εpz)− p(uξ − εuz)

]
ωo.

Proof. Immediately checked.

These relations say that the 2-dimensional Pfaff system (A,A∗) is com-
pletely integrable for any choice of the two functions (u, p), while the two 2-
dimensional Pfaff systems (A, ζ) and (A∗, ζ) are NOT completely integrable
in general, and the same curvature factor R = u(pξ − εpz) − p(uξ − εuz)
determines their nonintegrability.

Since ζ is closed, it determines a 3-dimensional completely integrable
distribution (or differential system) ∆(ζ), and a basis of this distribution is
given by the following vector fields (Ā, Ā∗, ζ̄):

Ā = −u ∂
∂x
− p ∂

∂y
; Ā∗ = p

∂

∂x
− u ∂

∂y
; ζ̄ = −ε ∂

∂z
+

∂

∂ξ
, ε = ±1. (3)

We have

ζ(Ā) = ζ(Ā∗) = ζ(ζ̄) = 0; Ā ∧ Ā∗ ∧ ζ̄ �= 0.

Proposition 2. The following relations hold:

[Ā, Ā∗] ∧ Ā ∧ Ā∗ = 0 (4)

[Ā, ζ̄] = (uξ − εuz) ∂
∂x

+ (pξ − εpz) ∂
∂y

; (5)

[Ā∗, ζ̄] = −(pξ − εpz) ∂
∂x

+ (uξ − εuz) ∂
∂y
. (6)

Proof. Immediately checked.

From these last relations (4)-(6) and in accordance with Proposition 1
it follows that the distribution (Ā, Ā∗) is integrable, and it can be easily
shown that the two distributions (Ā, ζ̄) and (Ā∗, ζ̄) would be completely
integrable only if the same curvature factor

R = u(pξ − εpz)− p(uξ − εuz) (7)
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is zero.
We mention also that the projections

〈A, [Ā∗, ζ̄]〉 = −〈A∗, [Ā, ζ̄]〉 = u(pξ − εpz)− p(uξ − εuz)
give the same factor R. The same curvature factor appears, of course, as
coefficient in the exterior products [Ā∗, ζ̄] ∧ Ā∗ ∧ ζ̄ and [Ā, ζ̄] ∧ Ā ∧ ζ̄. For
the other two projections we obtain

〈A, [Ā, ζ̄]〉 = −〈A∗, [Ā∗, ζ̄]〉 =
1
2
[
(u2 + p2)ξ − ε(u2 + p2)z

]
. (8)

Clearly, the last relation (8) may be put in terms of the Lie derivative Lζ̄
as

1
2
Lζ̄(u

2 + p2) = −1
2
Lζ̄〈A, Ā〉 = −〈A,Lζ̄Ā〉 = −〈A∗, Lζ̄Ā∗〉.

Remark. Further in the paper we shall denote
√
u2 + p2 ≡ φ, and shall

assume that φ is a spatially finite function, so, u and p must also be spatially
finite.

Proposition 3. There is a function ψ(u, p) such, that

Lζ̄ψ =
u(pξ − εpz)− p(uξ − εuz)

φ2
=

R
φ2
.

Proof. It is immediately checked that ψ = arctan p
u is such one.

We note that the function ψ has a natural interpretation of phase be-
cause of the easily verified now relations u = φ cosψ, p = φ sinψ, and φ

acquires the status of amplitude. Since the transformation (u, p) → (φ, ψ)
is non-degenerate this allows to work with the two functions (φ, ψ) instead
of (u, p).

From Proposition 3 we have

R = φ2Lζ̄ψ = φ2(ψξ − εψz). (9)

This last formula (10) shows something very important: at any φ �= 0 the
curvature R will NOT be zero only if Lζ̄ψ �= 0, which admits in principle
availability of rotation. In fact, lack of rotation would mean that φ and ψ

are running waves along ζ̄. The relation Lζ̄ψ �= 0 means, however, that
rotational properties are possible in general, and some of these properties
are carried by the phase ψ. It follows that in such a case the translational
component of propagation along ζ̄ (which is supposed to be available) must
be determined essentially, and most probably entirely, by φ. In particular,
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we could expect the relation Lζ̄φ = 0 to hold, and if this happens, then
the rotational component of propagation will be represented entirely by
the phase ψ, and, more specially, by the curvature factor R �= 0, so, since
the objects we are going to describe have consistent translational-rotational
dynamical structure, further we assume that, in general, Lζ̄ψ �= 0.

We consider now the Lie-brackets [Ā, ζ̄] and [Ā∗, ζ̄] in terms of ψ:

[Ā, ζ̄] = −Lζ̄ψ.Ā∗; [Ā∗, ζ̄] = Lζ̄ψ.Ā; [Ā, ζ̄]∧[Ā∗, ζ̄] = − (Lζ̄ψ)2Ā∗∧Ā �= 0.

These relations say that the 2-dimensional frame (Ā, Ā∗) on the (x, y)-plane
is transformed to the 2-dimensional frame ([Ā, ζ̄], [Ā∗, ζ̄]) on the same plane
by means of the matrix Lζ̄ψ.J , where J is the canonical complex structure
in R2, generating rotation to the angle of π/2. It is easy now to see that the
4-frame (Ā, Ā∗, ∂z, ∂ξ) is transformed to the 4-frame ([Ā, ζ̄], [Ā∗, ζ̄], ∂z , ∂ξ)
by means of a linear map with determinant (Lζ̄ψ)2. Hence, at φ �= 0 any
of the conditions Lζ̄ψ �= 0, R �= 0 guarantees availability of rotational
component of propagation.

The two nonintegrable Pfaff systems (A, ζ) and (A∗, ζ) define corre-
sponding 2-forms:

G = A ∧ ζ and G∗ = A∗ ∧ ζ.
We have also the 2-vectors

Ḡ = Ā ∧ ζ̄, and Ḡ∗ = Ā∗ ∧ ζ̄.
We shall need the quantities

i(Ḡ)dG+ i(Ḡ∗)dG∗ and i(Ḡ∗)dG+ i(Ḡ)dG∗,

where

i(Ḡ) = i(ζ̄) ◦ i(Ā), and i(Ḡ∗) = i(ζ̄) ◦ i(Ā∗),

d is the exterior derivative, and i(X) is the standard insertion operator in
the exterior algebra of differential forms on R4 defined by the vector field X .
Having in view the explicit expressions for A,A∗, ζ, Ā, Ā∗ and ζ̄ we obtain

i(Ḡ)dG = i(Ḡ∗)dG∗ =
1
2
Lζ̄
(
φ2
)
. ζ. (∗)

Also, we have

i(Ḡ∗)dG = −i(Ḡ)dG∗,

i(Ḡ∗)dG + i(Ḡ)dG∗ =
1
2

[
(Ḡ∗)αβ(dG)αβµ + (Ḡ)αβ(dG∗)αβµ

]
dxµ = 0.
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A direct calculation shows that

i(Ḡ∗)dG = −i(Ḡ)dG∗

= ε
[
u(pξ − εpz)− p(uξ − εuz)

]
dz +

[
u(pξ − εpz)− p(uξ − εuz)

]
dξ = R. ζ.

3. Physical Interpretation

The relations obtained suggest and allow the following physical interpreta-
tion. Let η be the pseudoeuclidean metric with signature (−,−,−,+), then
making use of the corresponding Hodge ∗-operator, the following relations
can be easily verified:

(εG∗)µν = (∗G)µν , Āµ = ηµνAν , ζ̄µ = ηµνζν ,

Ḡµν = ηµσηντGστ , ( ¯εG∗)µν = ηµσηντ (∗G)στ .

Let now the 2-forms G = A ∧ ζ and G∗ = A∗ ∧ ζ be interpreted as field
functions. Then the corresponding analog of the Maxwell stress-energy-
momentum tensor is given by

1
4
GαβḠ

αβδνµ −GµσḠ
νσ =

1
2

[
GµσḠ

νσ + (∗G)µσ ¯(∗G)
νσ
]

= φ2ζµζ̄
ν ,

and with respect to the corresponding Levi-Civita covariant derivative ∇
we obtain

∇ν
[1

4
GαβḠ

αβδνµ −GµσḠνσ
]

=
1
2

[
(Ḡ)αβ(dG)αβµ + (∗̄G)αβ(d ∗G)αβµ

]
.

Now, the explicit form of the energy-momentum tensor as a sum of the
two fully similar expressions 1

2GµσḠ
νσ and 1

2 (∗G)µσ ¯(∗G)
νσ

, suggests that
our photon-like object is described by two vector components, namely G

and G∗, so that the correct mathematical modelling object should look like

Ω = G⊗ e1 +G∗ ⊗ e2,
where (e1, e2) is a basis of an appropriately chosen linear space. The above
relations suggest to consider the two expressions

i(Ḡ)dG = ∗(G ∧ ∗dG) =
1
2

(Ḡ)αβ(dG)αβσdxσ =
1
2
Lζ̄
(
φ2
)
. ζ,

i(Ḡ∗)dG∗ = ∗(∗G∗ ∧ ∗d ∗G∗) =
1
2

(Ḡ∗)αβ(dG∗)αβσdxσ =
1
2
Lζ̄
(
φ2
)
. ζ

as local changes of the field energy-momentum carried by each vector com-
ponent. Relation

i(Ḡ∗)dG = −i(Ḡ)dG∗

= ε
[
u(pξ − εpz)− p(uξ − εuz)

]
dz +

[
u(pξ − εpz)− p(uξ − εuz)

]
dξ = R. ζ
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suggests, in turn, that the two components G and G∗ exchange locally
energy-momentum simultaniously and in equal quantities. These two ex-
pressions are proportional (up to a sign) to the common for the two nonin-
tegrable subsytems (Ā, ζ̄) and (Ā∗, ζ̄) curvature expressions, which in turn
are proportional to the energy density φ2 : R = φ2Lζ̄ψ = φ2(ψξ − εψz).
The proportionality coefficient depends strongly on the change of the phase
ψ along the vector field ζ̄. The relation

i(Ḡ)dG = i(Ḡ∗)dG∗ =
1
2
Lζ̄
(
φ2
)
. ζ, (∗)

together with the zero value of the divergence of the energy-momentum
tensor: ∇ν(φ2ζµζ̄

ν) = 0, shows that the changes of the energy-momentum
carried by each vector component G and G∗ are equal and depend only on
φ2 and NOT on the phase ψ, and that if each vector component keeps its
energy momentum, then the amplitude φ must be running wave along ζ̄.

If lo is a positive constant (with physical dimension of distance) the two
1-forms A and A∗ given by:

A =
[
φ(x, y, ξ + εz) cos

(
± z

lo
+ const

)
,

φ(x, y, ξ + εz) sin
(
± z

lo
+ const

)
, 0, 0

]
;

A∗ =
[
−φ(x, y, ξ + εz) sin

(
± z

lo
+ const

)
,

φ(x, y, ξ + εz) cos
(
± z

lo
+ const

)
, 0, 0

]
generate a solution. All the relations obtained suggest to use the corre-
sponding Maxwell stress-energy-momentum tensor defined by any of the
2-forms G = A ∧ ζ and ∗G = A∗ ∧ ζ as an unifying quantity characterizing
the physical properties of the solutions to the equations

i(Ḡ)dG = 0, i(Ḡ∗)dG∗ = 0, i(Ḡ∗)dG+ i(Ḡ)dG∗ = 0. (10)

It is seen from the above expressions for A and A∗ that among the
solutions of (10) there are spatially finite ones with photon-like nature. A
natural measure/characteristic of the rotational properties of these solu-
tions is the 3-form

β = ∗
(

2π
l2o
c
i(Ḡ)dG∗

)
= 2π

l2o
c
G ∧ ∗d ∗G = 2π

l2o
c
G ∧ δG = ∗

(
2π
l2o
c

R.ζ
)
,

where δ = ∗d∗ is the coderivative, because if we choose the phase ψ as
mentioned above then this 3-form is closed (for any φ(x, y, ξ+εz)): dβ = 0,
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so we get a conservative quantity. The corresponding integral of the R3-
restriction of β over the whole R

3 is finite (since φ is a spatially finite
function) and equal to 2πloE/c, where E is the corresponding integral en-
ergy, so, denoting 2πlo/c by τ = 1/ν we obtain an analog E = h̃ν of the
Planck formula, where h̃ is a conservative quantity equal to the value of the
integral

∫
R3 β dxdydz, and h̃ �= 0 only if R �= 0.

4. Conclusion

The above results allow to conclude that equations (10), under suitable
choice of the amplitude function φ, admit time-stable photon-like solutions,
which are localized inside a standard (left or right oriented) finite helical
cylinder with height 2πlo. The evolution of such a solution follows the pro-
longation of the helical cylinder along some spatial direction (the external
axis of the cylinder, chosen for coordinate z in our consideration). The
translational and rotational components of propagation exist consistently,
the translational velocity is c, the rotational component of propagation is
of periodical nature with period τ = 2πlo/c. The dynamical structure of
the solution is of intrinsic nature and demonstrates itself through a per-
manent energy-momentum exchange between the two vector components
G and ∗G. A remarkable in our view property of these solutions is that the
curvatures obtained are proportional to the energy density of the solution.

The work on this paper was partially supported by contract φ1515 with
the bulgarian fund “Science Research”.

References
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COMPLEX SUBMANIFOLDS AND LAGRANGIAN
SUBMANIFOLDS ASSOCIATE WITH MINIMAL SURFACES

IN TORI∗
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We consider the some energy function on a complex submanifold with param-
eter in the Siegel upper half space. We proved that the catastrophe set is ana-
lytic on an appropriate complex structure. This is a generalization of complex
structure of the complex manifolds associated with minimal surfaces in tori.
Furthermore, we investigate the catastrophe set as a Lagrangian submanifold.

1. Introduction

Let Ln,2γ be the space of real (n, 2γ) matrices. We consider some energy
function E with Ln,2γ as a parameter space on the Siegel upper half spce
Hγ of degree γ and the restriction EM to a complex manifolod M in Hγ .
The catastrophe set of EM in M × Ln,2γ is not analytic with respect to
the complex structure induced from the product structure of M and Ln,2γ .
Each point τ of Hγ gives a complex structure Jτ on the vector space Ln,2γ
as follows.

Jτ (L1, L2) = (−(L1Reτ−L2)(Imτ)−1,−(L1Reτ−L2)(Imτ)−1Reτ−L1Imτ),

where L = (L1, L2) ∈ Ln,2γ , L1 and L2 are (n, γ)-matrices. We can show
that Jτ , τ ∈ M induces a complex structure on M × Ln,2γ such that
M×Ln,2γ is a holomorphic trivial vector bundle. Thus M×Ln,2γ looks like
a twistor space of Ln,2γ. With respect to this complex structure, we prove

∗This work is supported by etc, etc.
†The author is partially supported by Grant-in-Aid for Scientific Research (C) (No.
16540060), Ministry of Education, Science, Sports Culture and Technology.
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that a catastrophe set is an analytic set. Moreover an irreducible compo-
nent containg a non-degenerate critical point gives a Lagrangian cone in
the cotangent bundle T ∗Ln,2γ of Ln,2γ . When M is the space of Riemann
matrices, we have analytic sets associated with minimal surfaces in flat
tori [1], [3]. In the next paper, we shall prove that these Lagrangian cones
with complex structure are totally complex cones in the quaternion vector
space T ∗Ln,2γ .

2. A review on a function with parameter

Let Rk be the k-dimensional Euclidean space, (q1, . . . , qk) the canonical
coordinate system of Rk, and U a neighborhood of the origin 0 of Rk.
Similarly, suppose that (λ1, . . . , λn) is the canonical coordinate system of
Rn and V is a neighborhood of the origin 0 of Rn. Let F be a real valued
function on U × V such that F (0, 0) = 0 and 0 ∈ U is a critical point
of F |U×{0}. Then we consider that F is a unfolding of F |U×{0} such that
q1, . . . , qk are innervariables and λ1, . . . , λn are parameter. The catastrophe
set C(F ) is defined by

C(F ) =
{

(q, λ) ∈ U × V
∣∣∣∣ ∂F∂q1 = · · · =

∂F

∂qk
= 0

}
.

0 ∈ U is called a non-degenerate critical point if the Hessian of F |U×{0} at
0 ∈ U is non-degenerate. We also call (0, 0) ∈ C(F ) to be non-degenerate.
A sufficient condition such that some neighborhood of (0, 0) ∈ C(F ) is a
submanifold in U × V is that (0, 0) is a non-degenerate critical point as
follows: Since the Jacobi matrix of the map K of U ×V into Rk defined by

(
∂F

∂q1
, . . . ,

∂F

∂qk

)

is given by


∂2F

∂q1∂q1
. . .

∂2F

∂qk∂q1
∂2F

∂λ1∂q1
. . .

∂2F

∂λn∂q1
...

...
...

...
∂2F

∂q1∂qk
. . .

∂2F

∂qk∂qk
∂2F

∂λ1∂qk
. . .

∂2F

∂λn∂qk


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and 
∂2F

∂q1∂q1
. . .

∂2F

∂qk∂q1
...

...
∂2F

∂q1∂qk
. . .

∂2F

∂qk∂qk


is non-degenerate, K is submersive and the implicit function theorem im-
plies that a neighborhood of (0, 0) ∈ C(F ) is a graph over a neighborhood
of 0 ∈ V .

There is a weaker sufficient condition, which is that K is submersive at
(0, 0). In this case, F is called a Morse family. Then we can construct the
Lagrangian embedding of this submanifold ⊂ C(F ) containing (0, 0) into
T ∗Rn as

(q, λ) �→
(
∂F

∂λ1
(q, λ), . . . ,

∂F

λn
(q, λ), λ1, . . . , λn

)
,

where (p1, . . . , pn, x
1, . . . , xn) is the canonical coordinate system of T ∗Rn.

The reason is as follows: The Liouville form is
∑n

j=1 pjdx
j and the symplec-

tic form of T ∗Rn is
∑n

j=1 dpj ∧ dxj = d(
∑n

j=1 pjdx
j). Since the Liouville

form induced on C(F ) is given by
∑n
j=1(∂F/∂λj)dλj = d(F |C(F )), the

symplectic form induced on C(F ) vanishes.

3. A function with parameter on the Siegel upper half
space Hγ

Let S2
C be the space of complex symetric matrices of size γ andHγ the Siegel

upper half space of degree γ defined by Hγ =
{
X + iY ∈ S2

C

∣∣ Y > 0
}
.

Then Hγ is an open set of S2
C . We consider the Hermitian form on S2

C such
that 〈A,B〉 = tr AB, where A, B ∈ S2

C .
We define P (τ) for τ ∈ Hγ by

P (τ) =
(

(Im τ) + (Re τ)(Im τ)−1(Re τ) −(Re τ)(Im τ)−1

−(Im τ)−1(Re τ) (Im τ)−1

)
and the energy function E on Hγ × Ln,2γ by

E(τ, L) =
1
2

trP (τ) tLL.

Suppose that M is a k-dimensional complex submanifold in Hγ and τ

is the immersion of M into Hγ . Then we have the function EM restricted
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to M × Ln,2γ and the catastrophe set as

C(EM ) =
{

(q, L) ∈M × Ln.2γ
∣∣∣∣ ∂EM∂z1

= · · · =
∂EM
∂zk

= 0
}
,

where (z1, . . . , zk) be a complex coordinate system of M . We induce a com-
plex structure of M × Ln,2γ different from the standard complex structure
of M × Ln,2γ as the product manifold of complex manifolds M and Ln,2γ
and show the following.

Theorem 3.1. C(EM ) is an analytic set.

Using the Hermitian form on S2
C , we calculate the gradient vector field

gradE on Hγ for a fixed L ∈ Ln,2γ [2].

Lemma 3.1. For (τ, L) ∈M × Ln,2γ,

gradE(τ, L) = 2i×
1
2

t (
L1 + i[L1Re τ − L2](Im τ)−1

) 1
2
(
L1 + i[L1Re τ − L2](Im τ)−1

)
.

Proof. Let Kn,γ be the space of (n, γ) complex matrices. Then we define
a diffeomorphism I of Hγ × Ln,2γ onto Hγ ×Kn,γ by

I(τ, (L1, L2)) =
(
τ,

1
2
(
L1 + i[L1Re τ − L2](Im τ

)−1)
)
.

We setK = (1/2)(L1+i[L1Re τ−L2](Im τ)−1). Then (q, (L1, L2)) ∈ C(EM )
if and only if gradE(τ(q), L) is perpendicular to ∂τ/∂z�(q), � = 1, . . . , k,
which is equivalent to〈

∂τ

∂z�
(q), 2i(tKK)

〉
= 0, � = 1, . . . , k

and hence

tr tKK
∂τ

∂z�
(q) = 0, � = 1, . . . , k.

Since

tr tKK
∂τ

∂z�

is holomorphic, I(C(EM )) is an analytic set of M ×Kn,γ . So C(EM ) is an
analytic set with respect to the complex structure on M × Ln,2γ induced
from the complex structure of the product manifold M ×Kn,γ .
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Since the invese mapping of I is given by

I−1(τ,K) =
(
τ,
(
Re (2K),Re (2Kτ)

))
,

we get Jτ in the introduction.
Since C(EM ) is an analytic set, we can consider an irreducible compo-

nent N of C(EM ). If N has a non-degenerate critical point P , then some
neighborhood of P is a graph over some neighborhood of Ln,2γ of real di-
mension 2nγ. Thus we see dimC N = nγ. By the analyticity of N , N is
consists of non-degenerate critical points except proper real analytic subset
S. So we obtain the Lagrangian immersion of N with singularity S into
T ∗Ln,2γ . By a direct calculation, we obtain the following.

Lemma 3.2. If N has a non-degenerate critical point, then the Lagrangian
immersion is given by(

q, (L1, L2)
) ∈ N �→ (

(L1, L2)P (τ(q)), (L1, L2)
) ∈ T ∗Ln,2γ.

In particular, the obtained Lagrangian submanifold (with singularity) is a
cone.

Let Tn,2γ be the set of elements L ∈ Ln,2γ such that column vectors
of L generate a lattice <L>. Since Tn,2γ contains the set of matrices of
rank = n with rational components which is dense in Ln,2γ , Tn,2γ is also
dense in Ln,2γ . Let π be the projection of Hγ × Ln,2γ onto Ln,2γ . Then
So π−1(Tn,2γ) is dense in Hγ × Ln,2γ . Generally we do not know whether
the intersection of N and π−1(Tn,2γ) is dense in N . If the density holds,
we say that N has the density property. It is easy to see that if N has a
non-degenerate critical point, then N has the density property.

Theorem 3.2. If an irreducible component N of C(EM ) has a non-
degenerate critical point, then we obtain
(1) dimC N = nγ,
(2) N gives a Lagrangian cone (with singularity) in T ∗Ln,2γ,
(3) N has the density property.

4. Minimal surfaces in tori

Let M be a compact Riemann surface of genus γ and {Ai, Bi} a canoni-
cal homology basis. We define the basis {ψi} of the space of holomorphic
1-forms on M such that

∫
Ai
ψj = δij . Then the matrix τ of size γ de-

fined by (τij) = (
∫
Bj
ψi) is called the Riemann matrix associated with

M and {Ai, Bi}. It is well-known that τ ∈ Hγ . Suppose that RM is
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the space of Riemann matrices in Hγ , RMnon-hyper is the space of Rie-
mann matrices for non-hyperelliptic Riemann surfaces, and RMhyper is
the space of Riemann matrices for hyperelliptic Riemann surfaces. Then
RM = RMnon-hyper

⋃
RMhyper holds. Alfors proved that RMnon-hyper is

a (3γ − 3)-dimensional complex submanifold and RMhyper is a (2γ − 1)-
dimensional complex submanifold in Hγ . We shall consider the geometric
meaning of C(RMnon-hyper) and C(RMhyper). From a Rauch’s result, we
note the following (see [2], for example).

Lemma 4.1. Let τ be a Riemann matrix associated with M and {Ai, Bi}.
Then A = (Aij) ∈ S2

C is a normal vector at τ if and only if the holomorphic
quadratic differential

∑γ
i,j=1 Aijψiψj vanishes.

By Lemma 3.1, (τ, L) ∈ C(RMnon-hyper) if and only if

gradE(τ, L)

= 2i
1
2
t
(
L1 + i[L1Re τ − L2](Im τ)−1

) 1
2
(
L1 + i[L1Re τ − L2](Im τ)−1

)
is a normal vector of RMnon-hyper at τ , which, together with Lemma 4.1,
is equivalent to

γ∑
i,j=1

(
t(L1+i[L1Re τ−L2](Im τ)−1)(L1+i[L1Re τ−L2](Im τ)−1)

)
ji
ψiψj = 0.

We denote by Ψ t(ψ1 · · · ψγ). Then the above condition is

t
(
(L1 + i[L1Re τ − L2](Im τ)−1)Ψ

)(
(L1 + i[L1Re τ − L2](Im τ)−1)Ψ

)
= 0.

(∗)
We define a Rn-valued harmonic 1-form on M as

(L1, L2)T−1
τ

t(Reψ1 · · · Reψγ Imψ1 · · · Imψγ),

where

Tτ =
(
I Re τ
0 Im τ

)
and a multivalued harmonic map S of M into Rn by integrating along a
path from a fixed point. Note that the peroid matrix of S is (L1, L2) by(∫

A1

dS, . . . ,

∫
Aγ

dS,

∫
B1

dS, . . . ,

∫
Bγ

dS

)
= (L1, L2).
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Let dS1,0 be the differential form of type (1, 0) for dS. Then

dS1,0 =
1
2
(
L1 + i[L1Re τ − L2](Im τ)−1

)ψ1

...
ψγ

 .

So we see that (∗) is equivalent to tdS1,0dS1,0 = 0 which implies that S is
weakly conformal. So C(ERMnon-hyper

) ∩ π−1(L) is the space of multivalued
branched minimal immersions of a non-hyperelliptic Riemann surface of
genus γ into Rn with period L. Furthermore if L ∈ Tn,2γ , then S is a
branched minimal immersion of M into the torus Rn/<L> with period L.
We obtain the similar result for RMhyper.

Theorem 4.1. If an irreducible component N of C(RMnon-hyper) admits
a non-degenerate critical point, then we see (1) dimC N = nγ, (2) N gives
a Lagrangian cone in T ∗Ln,2γ and (3) N has the density property. Namely
there exists a dense det of N whose point gives a branched minimal im-
mersion of a compact Riemann surfaces of genus γ into an n-dimensional
torus. We obtain the same result woth respect to a irreducible component
of C(RMhyper).

We can give a sufficient criterion that N has a non-degenerate critical
point. Suppose that indexa and nullitya are the index and the nullity of the
Jacobi operator associated with the second variation of the area functional
at the corresponding minimal surface. Then we obtain the following [2].

Theorem 4.2. Let S be a full minimal immersion of a Riemann surface
M into a torus Rn/<L>, where L is the period matrix associated with a
canonical homology basis of M . If M is not hyperelliptic, then

(1) indexa = index of ERMnon-hyper
,

(2) nullitya = n+ nullity of ERMnon-hyper
.

If M is hyperelliptic

(1) indexa = index of ERMhyper
+ α,

(2) nullitya = n+ nullity of ERMhyper
+ 2γ − 4− 2α,

where α is an integer satisfying 0 ≤ α ≤ γ − 2.

We see that if S has only trivial Jacobi fields (Killing Jacobi fields),
which is equivalent to nullitya = n, then the corresponding critical point is
non-degenerate.



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

Complex submanifolds and Lagrangian submanifolds 73

Corollary 4.1. An irreducible component containing a critical point cor-
responding a minimal surface with only trivial Jacobi fields satisfies (1), (2)
and (3) in Theorem 4.1.
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We prove that there are no resonances embedded in the positive real line for
the family of operators

−∆ + iaj(x)
∂

∂xj
+ b(x),

under suitable short - range assumptions at infinity and possible local singu-
larities of the coefficients aj(x) and b(x).

Keywords: Resonances; Schrödinger equation; Resolvent estimates.

1. Introduction

In this work we study the existence of non-trivial solutions to the equation

−∆u+ iaj(x)
∂u

∂xj
+ b(x)u = λu, x ∈ Rn, λ > 0, (1)

is a typical obstacle to establish dispersive properties of the time evolution
group associated with the perturbed Laplace operator

−∆ + iaj(x)
∂

∂xj
+ b(x).

In this work we shall obtain a simple sufficient condition for the non -
existence of (non-trivial) solutions to the eigenvalue problem (1) under the
additional assumption that u(x) satisfies appropriate radiation conditions
at infinity.

The case of vanishing magnetic field (i.e. aj ≡ 0) is treated by Kato [1],
Agmon [2], Alsholm-Schmidt [3], under the assumption u ∈ H2

loc, b ∈ L2
loc.

The result in [1] concerns the solutions u ∈ L2 and therefore triviality
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of solutions to (1) can be interpreted as absence of embedded eigenvalues
in this case. The phenomena of nonexistence of solutions in weaker L2

weighted spaces is known as absence of resonances and it is treated in the
works [2,3]. Recently, Ionescu-Jerison [4], and Koch-Tataru [5] considered
the case of rough potentials (not necessarily L2

loc) and established a unique
continuation principle for (1). Typical decay assumption imposed there is∫

(1 + |x|)−1+δ|u(x)|2dx <∞, δ > 0,

without any additional radiation condition. The results in [5] imply also the
unique continuation principle for more general magnetic type perturbation.

To give a precise definition of the radiation conditions let us recall that
due to the self-adjointness of the operator

∆ : L2 ⊃ H2 → L2,

it is meaningful to consider the operators (−∆− λ± iε)−1 ∈ L(L2, H2) for
any ε > 0 and hence also the existence of the following limit in a suitable
sense

R(λ± i0) = lim
ε→0

(−∆− λ∓ iε)−1, (2)

(this is called in the literature limiting absorption principle for the free
resolvent, see [6]). It is well-known (see chapter 14, [6]) that the operators
R(λ± i0), λ > 0, act from the Banach space B, that consists of measurable
functions f ∈ L2

loc with finite norm

‖f‖B =
(∫

|x|<1

|f(x)|2dx
) 1

2

+
∞∑
k=0

2
k
2

(∫
2k<|x|<2k+1

|f(x)|2dx
) 1

2

(3)

into its dual space B∗ (see (12) for the definition of the norm in this space).
One can verify (see Propositions 2.1 and 2.2) that for any λ > 0, we

have

R(λ± i0) : B + L2n/(n+2)
comp −→ W∗, (4)

where W∗ is the space of all functions in B∗ having gradient in B∗, endowed
with the following norm:

‖f‖2W∗ = ‖f‖2B∗ + ‖∇f(x)‖2B∗ . (5)

Our goal is to show that any solution to (1) that satisfies the additional
outgoing (respectively incoming) radiation condition

u ∈ ImR(λ+ i0) (respectively u ∈ ImR(λ− i0)) (6)
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is trivial, i.e. u ≡ 0.
To be more precise, we shall say that u ∈ ImR(λ+ i0) if there exists an

element f ∈ B + L
2n/(n+2)
comp , so that

u = R(λ+ i0)f.

Let us describe next the main assumptions that we require on aj(x) and
b(x):

b(x), aj(x) ∈ R, (7)

|aj(x)| ≤M |x|−1−ε0 , |b(x)| ≤M |x|−1−ε0 ∀x ∈ Rn s.t. |x| > D,

where M,D, ε0 > 0 are suitable constants,

b(x) ∈ L
n
2
loc(Rn), aj(x) ∈W 1,n

loc (Rn). (8)

Finally, we fix a Coulomb gauge for the magnetic potential aj , i.e.
n∑
j=1

∂aj
∂xj

(x) = 0. (9)

It is easy to verify that if u ∈ W∗, then

p(x,Dx)u = −iaj(x)
∂u

∂xj
− b(x)u ∈ B + L2n/(n+2)

comp , (10)

so if u ∈ W∗ is a solution to

R(λ± i0) p(x,Dx)u = u, λ > 0, (11)

then u satisfies also (1) in distribution sense.
Adding the outgoing radiation condition in (6), one can see that any so-

lution to (1) is also a solution to (11) (with sign +). Similarly, the incoming
radiation condition in (6) and (1) yield (11) (with sign −). For this, since
now on our purpose is to study the non - existence of non-trivial solutions
to (11), taking u ∈ W∗.

We can now state the main result of this paper.

Theorem 1.1. Assume n ≥ 3, and aj(x), b(x) satisfy (7), (8) and (9).
Then for any λ > 0, the operator R(λ ± i0) p(x,Dx) is a linear endomor-
phism of the Banach space W∗. If moreover u ∈ W∗ satisfies (11), then
u ≡ 0.

Remark 1.1. The solutions to (11) that belong to W∗ are called often
resonances. Hence theorem 1.1 can be interpreted as a result on the absence
of resonances under short range assumptions on aj(x) and b(x).
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Remark 1.2. Let us notice that theorem 1.1 is false if we consider general
solutions to (1). In fact the nontrivial function

u(x) =
∫
|ξ|=√

λ

eix·ξ dσ√λ,

where dσ√λ denotes the natural measure on the sphere
{|ξ| =

√
λ
}

, satisfies
(1) in the free case, and moreover a stationary phase argument shows that
u ∈ W∗.

Remark 1.3. The assertion of theorem 1.1 is a key point in order to extend
the limiting absorption principle to the first order perturbations of the free
laplacian. In particular theorem 1.1 guarantees that the operator Id−R(λ±
i0) p(x,Dx) ∈ L(W∗,W∗) is injective and hence, via the Fredholm theory,
it is surjective.

Next we fix some notations that will be used in the sequel.

Notations. If A ⊂ Rn is any measurable set then we shall denote by IA(x)
the function defined as follows:

IA(x) = 1 ∀x ∈ A and IA(x) = 0 ∀x ∈ Rn \A;

for any ρ > 0 we shall write

Sρ =
{
x ∈ Rn

∣∣ |x| = ρ
}

and

Bρ =
{
x ∈ Rn

∣∣ |x| < ρ
}

;

the measure dσρ is the natural measure on the sphere Sρ; for any function
f(x) we shall denote by supp f its support; we shall denote by W k,p

loc the
usual localized Sobolev spaces and in the case k = 0 we shall denote by
Lploc the localized Lebesgue spaces, we shall also write W k,2 = Hk; for any
λ, ε > 0 we shall use the notation

R(λ± iε) = (−∆− λ∓ iε)−1 ∈ L(L2, H2);

if X,Y are Banach spaces then L(X,Y ) shall denote the space of the linear
and continuous operators between X and Y ; the space B is defined by (3);
the space B∗, dual to the space B, is a Banach space with norm

‖f‖2B∗ = sup
ρ≥1

ρ−1

∫
|x|<ρ

|f(x)|2 dx; (12)
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along the paper we shall make use also of the space B∗
0 defined as the

functions f ∈ B∗ such that

lim
ρ→+∞ ρ−1

∫
|x|<ρ

|f(x)|2 dx = 0; (13)

finally, the space W∗ is defined as the set of functions in B∗ having finite
norm (5).

2. On the continuity of the operator R(λ ± i0)

The space

X = B + L2n/(n+2)
comp ,

appeared in the introduction seems to be very natural since the following
property

p(x,D) : W∗ → B + L2n/(n+2)
comp

is guaranteed by the assumptions (7), (8). Hence in order to justify the
composition operator R(λ± i0) p(x,Dx) in the basic equation (11), we have
to verify the property (4).

Typically, the elements f ∈ X are measurable functions f : Rn → C,
such that

ID(x)f ∈ L 2n
n+2 and (1− ID(x))f ∈ B

where ID(x) denotes the characteristic function of the set
{|x| < D

}
and

D > 0 is a suitable number. Notice that for any fixed D > 0 we can
introduce the norm

‖f‖X = ‖ID(x)f‖
L

2n
n+2

+ ‖(1− ID(x))f‖B, (14)

that depends on D > 0. In the sequel, when it is not better specified, it
will be assumed that the norm ‖ · ‖χ is computed with respect to a fixed
parameter D > 0 that in general will be clear from the context.

Let us recall the following basic result that includes in himself the defi-
nition of the operator R(λ± i0).

Proposition 2.1. The following limit is well-defined

lim
ε→0

R(λ± iε)f = R(λ± i0)f in W∗

for any f ∈ B and for any λ > 0. Moreover the following estimate holds

‖R(λ± i0)f‖W∗ ≤ C‖f‖B ∀f ∈ B,
where C = C(λ) > 0.
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The aim of next proposition is to study some other continuity properties
of the operators R(λ± i0).

Proposition 2.2. Let D be a positive number, λ > 0, f ∈ L
2n

n+2 and
supp f ⊂ {|x| < D

}
. Then there exists a constant C = C(λ) > 0, such that

‖R(λ± i0)f‖B∗ + ‖∇R(λ± i0)f‖B∗ ≤ C‖f‖
L

2n
n+2

.

As a consequence of the previous propositions we get the following

Corollary 2.1. For any λ > 0 the following estimate holds:

‖R(λ± i0)f‖W∗ ≤ C‖f‖X ∀f ∈ X ,

where C = C(λ) and the norm in X is the one defined in (14).

3. Some preliminary computations

In the sequel the trace operator will play a relevant role, hence we recall
the following basic result.

Proposition 3.1. For any 1 ≤ p < n and ρ > 0 there exists C(ρ, p) > 0
such that(∫

Sρ

|f | p(n−1)
n−p dσρ

) n−p
p(n−1)

≤ C(ρ, p)‖f‖W 1,p(Bρ) ∀f ∈ C∞
0 (Rn). (15)

In the limit case p = n we get the following estimate:(∫
Sρ

|f |q dσρ
) 1

q

≤ C(ρ, q)‖f‖W 1,n(Bρ) ∀f ∈ C∞
0 (Rn), (16)

for any 1 ≤ q <∞. In particular by a density argument it is meaningful to
define restriction on Sρ for any f ∈ Ẇ 1,p(Bρ) with 1 ≤ p ≤ n.

In next proposition the restriction of functions on spheres will be in-
tended in the trace sense.

Proposition 3.2. Assume that aj(x) and b(x) are as in theorem 1.1 and

u ∈ W∗ satisfies (1). Then we have u ∈ W 2, 2n
n+2

loc and moreover

Im
∫
Sρ

(ū ∂|x|u) dσρ =
1
2

∫
Sρ

|u|2(aj(x)νj(x)) dσρ ∀ρ > 0. (17)
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Proof. Regularity of u: By assumption u satisfies the following partial dif-
ferential equation

−∆u− λu + iaj(x)
∂u

∂xj
+ b(x)u = 0, x ∈ Rn, λ > 0,

that can be rewritten as follows:

−∆u = f,

where

f = λu− iaj(x)
∂u

∂xj
− b(x)u. (18)

Notice that the assumptions done imply

u ∈ W 1,2
loc (Rn), aj(x) ∈ Lnloc(Rn) and b(x) ∈ L

n
2
loc(Rn).

By using the Sobolev embedding we get u ∈ L
2n

n−2
loc , that can be combined

with the Hölder inequality in order to deduce b(x)u ∈ L
2n

n+2
loc .

Due again to the Hölder inequality, and recalling that ∇u ∈ L2
loc we

have that aj(x) ∂u∂xj
∈ L

2n
n+2
loc . In particular, looking at (18) and recalling

that u ∈ L2
loc ⊂ L

2n
n+2
loc we get

−∆u = f ∈ L
2n

n+2
loc

that in turn, due to classical regularity results, implies

u ∈W 2, 2n
n+2

loc . (19)

Proof of (17): Let us fix ρ > 0 and let uk be a sequence such that

uk ∈ C∞
0 (Rn) and uk → u in W 2, 2n

n+2 (Bρ). (20)

Notice that the following identities are satisfied:

−
∫
Bρ

ūk ∆uk dx =
∫
Bρ

|∇uk|2dx −
∫
Sρ

(ūk ∂|x|uk) dσρ (21)

and

Im
∫
Bρ

iaj(x)ūk
∂uk
∂xj

dx =
1
2

∫
Bρ

aj(x)
∂|uk|2
∂xj

dx (22)

= −1
2

∫
Bρ

|uk|2 ∂aj
∂xj

dx+
1
2

∫
Sρ

|uk|2aj(x)νj(x) dσρ

=
1
2

∫
Sρ

|uk|2aj(x)νj(x) dσρ
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where νj(x) = xj

|x| and where we have exploited the assumption
∑n

j=1
∂aj

∂xj
=

0. On the other hand, due to (20) we get

∆uk → ∆u in L
2n

n+2 (Bρ)

that in turn, due to the Sobolev embedding, implies

uk → u in L
2n

n−2 (Bρ).

By combining these facts we get:

lim
k→∞

∫
Bρ

uk ∆uk dx =
∫
Bρ

u∆u dx. (23)

Due again to the Sobolev embedding and (20) we deduce ∇uk → ∇u in
L2(Bρ) that gives

lim
k→∞

∫
Bρ

|∇uk|2dx =
∫
Bρ

|∇u|2dx. (24)

Finally by combining the trace inequality (15) with (20), we deduce that the
restrictions of uk and ∂|x|uk on the spheres Sρ converge to the restrictions

(in trace sense) of u and ∂|x|u respectively in the spaces L
2(n−1)

n−2 (Sρ) and

L
2(n−1)

n (Sρ) and hence

lim
k→∞

∫
Sρ

(ūk ∂|x|uk) dσρ =
∫
Sρ

(ū ∂|x|u) dσρ. (25)

By combining (21), (23), (24) and (25) we get:

−
∫
Bρ

ū∆u dx =
∫
Bρ

|∇u|2dx−
∫
Sρ

(ū ∂|x|u) dσρ. (26)

In similar way we can take the limit in (22) in order to get

Im
∫
Bρ

iaj(x)ū
∂u

∂xj
dx =

1
2

∫
Sρ

|u|2(aj(x)νj(x)) dσρ (27)

where νj(x) = xj

|x| . Hence if we multiply (1) by ū, we integrate on Bρ and
we take the imaginary part, then due to (26) and (27) we get

Im
∫
Sρ

(ū ∂|x|u) dσρ =
1
2

∫
Sρ

|u|2(aj(x)νj(x)) dσρ. (28)
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4. Proof of theorem 1.1

The basic result that we shall need is the following

Proposition 4.1. Assume that u, aj(x) and b(x) are as in theorem 1.1,
then there exists δ > 0 such that∫

Rn

|u|2〈x〉−1+δdx <∞. (29)

The idea of the proof of proposition 4.1 is based on the following propo-
sition 4.2, where

f̂(ξ) =
∫
Rn

e−ix·ξf(x) dx.

Let us recall that a possible proof of next proposition can be found in [7],
however in order to make the paper self - contained we present a simplified
argument.

Proposition 4.2. The following asymptotic formulas are satisfied for any
f ∈ B:

R(1± i0)f(x) = ∓
√
π

2
e∓i (n+1)π

4

(2π)
n
2

e±i|x|

|x|(n−1)/2
f̂

(
± x

|x|

)
+ ε(x), (30)

∂|x|R(1± i0)f(x) = ∓i
√
π

2
e∓i

(n+1)π
4

(2π)
n
2

e±i|x|

|x|(n−1)/2
f̂

(
± x

|x|

)
+ δ(x). (31)

where ε(x), δ(x) ∈ B∗
0.

Proof. Notice that the space B∗
0 is a closed subspace of B∗. Due to this

fact, to the density of C∞
0 in B and to proposition 2.1 it is enough to show

(30) and (31) for any f ∈ C∞
0 .

Next we shall focus on the proof of (30) since the proof of (31) is similar
and we shall treat the operator R(1+ i0) (in fact R(1− i0) can be treated in
similar way). Let us recall that R(1 + i0) can be expressed by convolution
with the appropriate kernel.

Due to the decay property it is easy to prove that(
ei|x|a+(|x|)
|x|n−1

2

)
∗ f ∈ B∗

0 ∀f ∈ C∞
0 ,

and hence it is sufficient to show that∫
Rn

ei|x−y|

|x− y|n−1
2

f(y) dy −
∫
Rn

ei|x|e−i x
|x| ·y

|x|n−1
2

f(y) dy ∈ B∗
0 ∀f ∈ C∞

0 , (32)
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in order to deduce (30) for f ∈ C∞
0 . Let us fix R > 0 such that

supp f ⊂ BR (33)

and let us introduce the function φ(x, y) defined as follows:

ei(|x|−
x
|x| ·y) = ei|x−y| + φ(x, y) ∀x �= 0, y ∈ Rn. (34)

Then the proof of (32) will follow from the following facts:∫
Rn

ei|x−y|
( 1

|x− y|n−1
2

− 1

|x|n−1
2

)
f(y) dy ∈ B∗

0 (35)

and ∫
Rn

φ(x, y)f(y)
dy

|x|n−1
2

∈ B∗
0 (36)

where φ is defined as in (34).
Notice that the following inequality follows from the mean value theorem

applied to the one variable function t→ 1

t
n−1

2
:∣∣∣∣∣ 1

|x− y|n−1
2

− 1

|x|n−1
2

∣∣∣∣∣
≤ C max

{
1

|x|n+1
2

,
1

|x− y|n+1
2

}
||x− y| − |x|| ∀x, y ∈ Rn

and hence by changing in a suitable the constant C > 0, we get∣∣∣∣∣ 1

|x− y|n−1
2

− 1

|x|n−1
2

∣∣∣∣∣ ≤ C

|x|n+1
2

∀y ∈ BR and |x| > 2R

where R > 0 is the constant given in (33). It is now easy to deduce (35).
In order to show (36) let us notice that due to (34) we get:

|φ(x, y)| =

∣∣∣∣∣
∫ |x|− x

|x| ·y

|x−y|
eit dt

∣∣∣∣∣ (37)

≤
∣∣∣∣|x− y| − |x|+ x

|x| · y
∣∣∣∣ ∀x, y ∈ Rn, x �= 0.

In particular if we prove∣∣∣∣|x− y| − |x|+ x

|x| · y
∣∣∣∣→ 0 as |x| → ∞, (38)

where the limit is uniform for y ∈ BR, then by using (37) we get∫
Rn

φ(x, y)f(y)
dy

|x|n−1
2

=
o(1)

|x|n−1
2

,
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where o(1) → 0 as |x| → ∞, that in turn implies (36).
Next we shall prove (38). Let us consider the family of functions

Fx : BR � y → |x− y| ∈ R

where |x| > 2R. Since we are assuming |x| > 2R, the function Fx are of
class C∞ on the domain BR, then we can write its Taylor development at
the first order in the origin y = 0 for any fixed x such that |x| > 2R:

|x− y| = |x| − x

|x| · y + r(x, y). (39)

Let us recall that the reminder r(x, y) can be expressed in terms of the
second derivatives of Fx. An explicit computation of these derivatives allows
us to deduce

|r(x, y)| → 0 as |x| → ∞ and y ∈ BR.
The proof of (38) follows then by (39).
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We consider the application of the inverse scattering method to a special non-
linear equation related to so(5) with a Z4 reduction imposed on it. Typical
representative of these equations is the affine Toda field theory (ATFT). Here
we outline the spectral properties of the Lax operator and prove the com-
pleteness relation for its ‘squared solutions’. They are used to construct the
action-angle variables of the corresponding ATFT and demonstrate the special
properties of their hierarchy of Hamiltonian structures.

Keywords: Soliton equations; Deep reductions; Hamiltonian formalism.

1. Introduction

The reduction group technique introduced by Mikhailov [1] gives an effec-
tive tool to derive new integrable equations from generic ones. Integrable
equations obtained by imposing certain symmetry conditions (or reduc-
tions) on generic equations form a class of significant importance. A com-
mon case is the one related to a Z2-reduced equation: nonlinear Schrödinger
equation [2] (NLS), N -wave equation [2,3], chiral field models [4] etc. Deep
reductions, i.e. reductions connected with more complicated groups — Zn,
n > 2 or the dihedral group Dn, are of practical interest too. They appear
to be natural for some models such as the affine Toda field theory (ATFT),
NLS etc.

In this paper we consider a special case of an integable nonlinear evo-
lution equation (NLEE), an affine Toda field model, connected with so(5)
algebra and obeying a Z4 symmetry condition. Affine Toda field models
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are widely investigated, see for example [5–7]. Our aim in this paper is to
discuss the application of the inverse scattering method (IST) to it. We
stress on the squared solutions and derive their completeness relations.

2. Preliminaries

In this section we are going to outline the basic features of the scattering
theory in the case when a Z4 reduction is imposed on the Lax operators. The
scattering theory of Zh-reduced Lax operators connected with a generalized
Zakharov-Shabat system was developed by Beals and Coifman [8] for sl(n)
and it was later generalized by Gerdjikov and Yanovski [9] for an arbitrary
simple Lie algebra.

It is said that a 1 + 1 differential equation is S-integrable if it admits a
zero curvature representation

[L(λ),M(λ)] = 0, (1)

holding identically with respect to the spectral parameter λ. We will restrict
ourselves with considering Lax operators L(λ) and M(λ) in the form

L(λ)ψ(x, t, λ) ≡ (i∂x − i∂xq(x, t) − λJ)ψ(x, t, λ) = 0, (2)

M(λ)ψ(x, t, λ) ≡ (i∂t − I(x, t)/λ)ψ(x, t, λ) = 0, (3)

where J is a constant element of the Cartan subalgebra h of so(5). The
potential functions qx(x, t) (the subscript means differentiation with respect
to x) and I(x, t) are linear combinations of its Weyl generators, see eqs. (9),
(10) below. The corresponding ATFT model looks as follows

∂2
xtq1 = eq2−q1 − eq1+q2 , (4)

∂2
xtq2 = −eq2−q1 + e−q2 − eq1+q2 . (5)

Reminder. We shall use a basis in C5 such that the matrix elements of
the metric S that is involved in the definition of so(5)

X ∈ so(5) ⇔ XTS + SX = 0,

are given by

Sij = (−1)i+1δi 6−j , i, j = 1, . . . , 5.

Thus the Cartan subalgebra h consists of diagonal matrices of the form

a ∈ h⇒ a = a1H1 + a2H2,
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where H1 = diag (1, 0, 0, 0,−1) and H2 = diag (0, 1, 0,−1, 0). The root sys-
tem ∆ of so(5) is formed by the roots

∆ = {±e1 ± e2, ±e1, ±e2},
where {e1, e2} is an orthonormal basis in R2. There exist many ways to
introduce an ordering in ∆. We shall use a “canonical” ordering which
leads to the following set of all positive roots

∆+ = {e1 − e2, e1 + e2, e1, e2}.
The Lie algebra so(5) has 2 simple roots: α1 = e1 − e2 and α2 = e2. The
maximal root is α0 = e1 + e2, the Coxeter number is h = 4. We require
that the Cartan-Weyl generators Hj and Eα are normalized with respect
to Killing form, i.e.

〈Eα, Eβ〉 ≡ 1
2

tr (EαEβ) = δα,−β, 〈Hj , Hk〉 = δjk, (6)

where δα,β denotes the Kronecker symbol.
The second Casimir operator P which has the important property

P (A⊗B) = (B ⊗A)P, ∀A,B ∈ SO(5) (7)

looks as follows

P =
∑
j=1,2

Hj ⊗Hj +
∑
α∈∆

Eα ⊗ E−α. (8)

We recommend the classical book by Helgasson10 for more details on Lie
algebra and Lie group theory. �

Remark 2.1. If we choose L(0) and M (0) with qx ≡ q
(0)
x = q1,xH1+q2,xH2,

J ≡ J (0) = Eα1 + Eα2 + E−α0 and

I(x, t) ≡ I(0)(x, t) = e−(α1,�q)E−α1 + e−(α2,�q)E−α2 + e(α0,�q)E−α0 ,

where �q = q1e1+q2e2, we recover one of the well known Lax representations
for the so(5) ATFT.

However, analyzing the spectral properties of L it will be more conve-
nient to consider an equivalent Lax pair:

L = U−1
0 L(0)U0, M = U−1

0 M (0)U0,

where U0 ∈ SO(5) is a constant matrix diagonalizing J (0). Thus we get:

J ≡ U−1
0 J (0)U0 = H1 + iH2, I(x, t) = U−1

0 I(0)(x, t)U0, (9)

qx ≡ U−1
0 (q1,xH1 + q2,xH2)U0 = −1

2
q1,x(iEe1 + Ee2 − iE−e1 + E−e2 )

− 1
2
q2,x(Ee1−e2 − Ee1+e2 + E−e1+e2 − E−e1−e2). (10)
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Both sets of Lax operators possess Z4 reduction group in the sense of
Mikhailov.1In the first case with J (0) the automorphism C is realized by
the element C0 = exp(−iπ(H1 + H2/2)) of the Cartan subgroup. In the
second case with J = H1 + iH2, C is the Coxeter element of the Weyl
group: C = Sα1Sα2 .

Let us consider the action of Z4 in the set of fundamental solutions
{ψ(x, t, λ)} given by

Cψ(x, t, κ(λ))C−1 = ψ̃(x, t, λ), (11)

where C = C0 satisfies C4
0 = 11 and κ : λ→ ωλ, ω = eiπ/2. We require that

the Lax representation [L(λ),M(λ)] = 0 remains invariant under the action
of GR. As a result the potentials U(x, t, λ) and V (x, t, λ) must satisfy the
following symmetry conditions [1]:

C(U(x, t, κ(λ)))C−1 = U(x, t, λ), C(V (x, t, κ(λ)))C−1 = V (x, t, λ). (12)

The continuous spectrum of L consists of a bunch of 8 rays lν closing equal
angles π/4 (see the figure below). With each ray lν it is associated a sl(2)
subalgebra. It is the algebra {Eα, E−α, Hα} generated by the root α to
fulfill the condition [9]:

δν ≡
{
α ∈ ∆

∣∣ Imλα(J) = 0, ∀λ ∈ lν
}
, ν = 1, . . . , 8. (13)

Obviously, the following relations between these root subsystems hold true

δν = δν+4, ∆ =
4⋃

ν=1

δν .

The list of roots βν and the correspondent rays lν are shown in the table
below

ray lν l1, l5 l2, l6 l3, l7 l4, l8
root βν ±e1 ±(e1 − e2) ±e2 ±(e1 + e2)

.

The condition (13) allows one to introduce ordering in Ων

∆±
ν ≡ {α ∈ ∆| Imλα(J) ≶ 0, ∀λ ∈ Ων}. (14)

We shall use the notation δ±ν = ∆±
ν ∩ δν as well. One can easily see that

the following symmetries hold

∆±
ν+4 = ∆∓

ν , δ±ν+4 = δ∓ν . (15)

Following the approach in [9] we are able to construct fundamental
solutions ην(x, t, λ) of the auxiliary linear problem

i∂xη
ν(x, t, λ) + q(x, t)ην(x, t, λ) − λ[J, ην(x, t, λ)] = 0 (16)



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

Soliton equations with deep reductions 89

���

�

�

�

�

�

�

�

	


�

�




� �

�

l1

l2

l3

l4

l5

l6

l7

l8

Ω1

C1
Ω2

C2

Ω3

C3

Ω4

C4

Ω5

C5 Ω6

C6

Ω7

C7

Ω8

C8

Fig. 1. The contours of integration γν = lν ∪ Cν ∪ lν+1.

to possess analytic properties in each sector Ων . By analogy with the nonre-
duced situation when the FAS η±(x, t, λ) are solutions of a local Riemann-
Hilbert problem on R the FAS ην(x, t, λ) and ην−1(x, t, λ) are interrelated
via a sewing function Gν(λ)

ην(x, t, λ) = ην−1(x, t, λ)e−iλJxGν(λ)eiλJx, λ ∈ lν , (17)

Gν(λ) = Ŝ−
ν (λ, 0)S+

ν (λ, 0) = D̂−
ν (λ)T̂+

ν (λ, 0)T−
ν (λ, 0)D+

ν (λ). (18)

The matrices S±
ν (t, λ), T±

ν (t, λ) and D±
ν (λ) are Gauss factors of the scat-

tering matrices Tν(t, λ) which can be related to each of the rays lν , i.e.

Tν(t, λ) = T±
ν (t, λ)D∓

ν (λ)Ŝ∓
ν (t, λ). (19)

Note that Tν(t, λ) take values in the subgroup Gν ⊂ SO(5) corresponding
to the subalgebra gν with a root system δν [9].

It can be proven that the Gauss factors have the form

S±
ν (λ) = exp(s±ν (λ)E±βν ), T±

ν (λ) = exp(t±ν (λ)E±βν ) (20)

D±
ν (λ) = exp(±d±ν (λ)Hβν ), βν ∈ δ+ν . (21)

D±
ν (λ) are piece-wise analytic functions of λ which generate the integrals

of motion of the corresponding NLEE. The reduction leads to certain sym-
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metries of the scattering data which is related to different sectors, namely:

S±
ν+2(λω) = C

(
S±
ν (λ)

)
C−1, T±

ν+2(λω) = C
(
T±
ν (λ)

)
C−1, (22)

D±
ν+2(λω) = C

(
D±
ν (λ)

)
C−1. (23)

We refer the reader who is interested to the paper [11] where this topic is
considered in great detail in the case of a reduced generalized Zakharov-
Shabat system.

3. Wronskian relations and squared solutions

The IST can be viewed as a generalization of the Fourier transform. In order
to demonstrate this statement one usually derives the so-called Wronskian
relations. Starting from the equality

(χ̂νJχν(x, λ) − J)|∞−∞ =
∫ ∞

−∞
dxχ̂ν [J, qx]χν(x, λ) (24)

where χν(x, λ) is a FAS that is related to ην(x, λ) via

ην(x, λ) = χν(x, λ)eiλJx,

we obtain a Wronskian relations which connect the scattering data and the
potential qx(x, t)

s+ν (λ) = − 1
βν(J)

∫ ∞

−∞
dx 〈qx(x), [J, χνE−βν χ̂

ν(x, λ)]〉 (25)

s−ν (λ) =
1

βν(J)

∫ ∞

−∞
dx
〈
qx(x), [J, χν−1Eβν χ̂

ν−1(x, λ)]
〉

(26)

Another type of Wronskian relation occurs when we consider the following
equality

χ̂νδχν(x, λ)|∞−∞ =
∫ ∞

−∞
dxχ̂νδqxχ

ν(x, λ). (27)

The result reads

δs+ν (λ) = −
∫ ∞

−∞
dx 〈δqx, χνE−βν χ̂

ν(x, λ)〉 , (28)

δs−ν (λ) = −
∫ ∞

−∞
dx
〈
δqx, χ

ν−1Eβν χ̂
ν−1(x, λ)

〉
. (29)

Introduce squared solutions in the following manner

e(ν)α (x, λ) = PJ (χνEαχ̂ν(x, λ)), h
(ν)
j (x, λ) = PJ(χνHjχ̂

ν(x, λ)), (30)

where PJ stands for the projection which maps onto so(5)/h.
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4. Completeness of the squared solutions

The next theorem represents the main result in our paper.

Theorem 4.1. The squared solutions form a complete set with the follow-
ing completeness relations

δ(x− y)Π =
1

2π

8∑
ν=1

(−1)ν+1

∫
lν

dλ
(
G

(ν)
βν

(x, y, λ)−G(ν−1)
−βν

(x, y, λ)
)

− i
8∑

ν=1

∑
nν

Res
λ=λnν

G(ν)(x, y, λ), (31)

where

G
(ν)
βν

(x, y, λ) = e
(ν)
βν

(x, λ) ⊗ e(ν)−βν
(y, λ), Π =

∑
α∈∆+

Eα ⊗ E−α − E−α ⊗ Eα
α(J)

.

Proof. We will derive the completeness relations (31) starting from the
expression

J (x, y) =
8∑

ν=1

(−1)ν+1

∮
γν

G(ν)(x, y, λ)dλ, (32)

where the contours γν1 are shown on figure 1. The Green functions
G(ν)(x, y, λ) have the form

G(ν)(x, y, λ) = θ(y − x)
∑
α∈∆+

ν

e(ν)α (x, λ)⊗ e(ν)−α(y, λ)− θ(x − y)

×
 ∑
α∈∆−

ν

e(ν)α (x, λ) ⊗ e(ν)−α(y, λ) +
2∑
j=1

h
(ν)
j (x, λ) ⊗ h(ν)

j (y, λ)

 .
The next important result underlies the proof of the theorem

Lemma 4.1. The following equality holds for λ ∈ lν∑
α∈∆

e(ν−1)
α (x, λ) ⊗ e(ν−1)

−α (y, λ) +
∑
j=1,2

h
(ν−1)
j (x, λ) ⊗ h(ν−1)

j (y, λ)

=
∑
α∈∆

e(ν)α (x, λ) ⊗ e(ν)−α(y, λ) +
∑
j=1,2

h
(ν)
j (x, λ) ⊗ h(ν)

j (y, λ). (33)

Proof. The proof is based on the interrelation (17), the definition of
χν(x, λ) and the properties of the Casimir operator P .
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According to Cauchy’s residue theorem we have

J (x, y) = 2πi
8∑

ν=1

∑
nν

Resλ=λnν
G(ν)(x, y, λ). (34)

In the simplest case when e
(ν)
α (x, λ) and h

(ν)
j (x, λ) possess only a single

simple pole λν ∈ Ων , i.e.

e(ν)α (x, λ) ≈ e
(ν)
α,nν (x)
λ− λnν

+ ė(ν)α (x) +O(λ − λnν)

h
(ν)
j (x, λ) ≈ h

(ν)
j (x)

λ− λnν

+ ḣ
(ν)
j (x) +O(λ − λnν ).

The following lemma holds true

Lemma 4.2. Residues of G(ν)(x, y, λ) are given by

Resλ=λnν
G(ν)(x, y, λ) = ė

(ν)
βν ,n

(x)⊗ e(ν)−βν ,n
(y) + e

(ν)
βν ,n

(x)⊗ ė(ν)−βν ,n
(y).

Proof. The statement of that lemma follows from the result formulated
in lemma 4.1 and the observation that Jost solutions (for potentials on
compact support) do not possess any pole singularities.

On the other hand taking into account the orientation of the contours γν
the expression (32) turns into

J (x, y) =
8∑

ν=1

(−1)ν+1

∫
lν

(G(ν)(x, y, λ) −G(ν−1)(x, y, λ))dλ

+
8∑

ν=1

(−1)ν+1

∫
Cν

G(ν)(x, y, λ)dλ. (35)

It turns out that the sum above can be simplified, namely the following
lemma holds

Lemma 4.3. In the integrals along the rays contribute only terms related
to the roots that belong to δ+ν and δ−ν respectively, i.e.

G(ν)(x, y, λ)−G(ν−1)(x, y, λ) = e
(ν)
βν

(x, λ) ⊗ e(ν)−β�(y, λ)

− e(ν−1)
−βν

(x, λ) ⊗ e(ν−1)
βν

(y, λ). (36)
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Proof. As a consequence of lemma 4.1 one can verify that

G(ν)(x, y, λ)−G(ν−1)(x, y, λ) =
∑
α∈∆+

ν

e(ν)α (x, λ) ⊗ e(ν)−α(y, λ)

−
∑

α∈∆+
ν−1

e(ν−1)
α (x, λ) ⊗ e(ν−1)

−α (y, λ). (37)

At this point we make use of the property ∆+
ν \δ+ν = ∆+

ν−1\δ−ν and the fact
that the sewing function Gν(λ) is an element of SL(2) group related to
lν . Then the sums in G(ν)(x, y, λ) and in G(ν−1)(x, y, λ) over these subsets
annihilate each other.

In order to evaluate the integrals along the arcs Cν we need the asymptotic
behavior of G(ν)(x, y, λ) as λ→∞. It is given by the expression

G(ν)(x, y, λ) ≈
λ→∞

∑
α∈∆+

ν

eiλα(J)(y−x)Eα ⊗ E−α − θ(x − y)

×
∑
α∈∆

eiλα(J)(y−x)Eα ⊗ E−α +
∑
j=1,2

Hj ⊗Hj

 . (38)

Asymptotically G(ν)(x, y, λ) is an entire function hence we are allowed to
deform the arcs Cν into lν ∪ lν+1. Hence the integrals along the arcs Cν we
rewrite as follows

8∑
ν=1

(−1)ν+1

∫
Cν

G(ν)(x, y, λ)dλ =
8∑

ν=1

(−1)ν+1

∫
lν

dλ

×
(
e−iλβν(J)(y−x)E−βν ⊗ Eβν − eiλβν(J)(y−x)Eβν ⊗ E−βν

)
. (39)

After we combine the term associated with lν and that one associated with
lν+4 and perform an integration, the result reads

2πδ(x− y)
∑
α∈∆+

(Eα ⊗ E−α − E−α ⊗ Eα)
α(J)

. (40)

That way we reach the completeness relations (31). �

5. Expansions over the squared solutions

The completeness relations (31) allows one to expand a function X(x, t)
over the squared solutions e(ν)α (x, t, λ) as displayed below in the case when
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L does not have discrete eigenvalues

X(x, t) =
8∑

ν=1

(−1)ν+1

2π

∫
lν

dµ
(
ξ+ν (t, µ)e(ν)βν

(x, t, µ) − ξ−ν−1(t, µ)e(ν)−βν
(x, t, µ)

)
,

(41)
where the coefficients ξ+ν (x, t) and ξ−ν−1(t, µ) are given by

ξ+ν (t, µ) =
∫ ∞

−∞
dy tr ([J,X(y, t)]e(ν)βν

(y, t, µ)) (42)

ξ−ν (t, µ) =
∫ ∞

−∞
dy tr ([J,X(y, t)]e(ν−1)

−βν
(y, t, µ)).

For example, if we consider X(x, t) = [J, qx(x, t)] and X(x, t) = δqx(x, t)
then using the Wronskian relations (25) and (28) respectively, we obtain

qx(x, t) =
8∑

ν=1

(−1)ν

2π

∫
lν

dµβν(J)
(
s+ν e

(ν)
βν

+ s−ν e
(ν−1)
−βν

)
(x, t, µ), (43)

ad−1
J δqx(x, t) =

8∑
ν=1

(−1)ν

2π

∫
lν

dµ
(
δs+ν e

(ν)
βν
− δs−ν e(ν−1)

−βν

)
(x, t, µ), (44)

δq(x, t) = i

8∑
ν=1

(−1)ν+1

2π

∫
lν

dµ

µ

(
δs+ν e

(ν)
βν
− δs−ν e(ν−1)

−βν

)
(x, t, µ). (45)

These formulae make obvious the fact that the IST for the Lax oper-
ator (2) can be interpreted as generalized Fourier transform. The squared
solutions are analogues of the usual plane waves eiλx. In order to complete
the analogy we need also the recursion operator Λ defined by

Λ+e
(ν)
±α(x, λ) = λ4e

(ν)
±α(x, λ), Λ−e

(ν)
∓α(x, λ) = λ4e

(ν−1)
∓α (x, λ), (46)

where α ∈ ∆+
ν . These integro-differential operators, whose explicit form

will be published elsewhere, generalize the ones obtained in [9,12–14] for
the case of sl(3,R). It can be used to derive all fundamental properties of
the relevant NLEE.

6. Hamiltonian formalism

The ATFT model has obvious Hamiltonian formulation

H
(0)

ATFT =
∫ ∞

−∞
dx
(

(�qx, �qt) + e−( �α1,�q) + e−( �α2,�q) + e−( �α0,�q)
)

(47)

Ω0 =
∫ ∞

−∞
dx
〈
ad−1

J δqx ∧ [J, δq]
〉
. (48)
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Using the expansions (44) and (45) after some calculations we are able
to cast Ω0 in the canonical form

Ω0 =
8∑

ν=1

∫
lν

dλ

λ
δπν(λ) ∧ δκν(λ), (49)

where the action-angle variables πν(λ) and κν(λ) are defined by

πν(λ) =
1
π

ln
(
1− s+ν s−ν (λ)

)
, κν(λ) =

1
2

ln
(
b+ν
b−ν

)
. (50)

Along with Ω0 there exists a hierarchy Ωm, m = 0, 1, . . . of symplectic
forms

Ωm =
∫ ∞

−∞
dx
〈
ad−1

J δqx ∧ Λm[J, δq]
〉

(51)

Skipping the calculational details we formulate the most important re-
sults concerning the Hamiltonian hierarchies of the ATFT, namely their
pairwise compatibility. Indeed, calculating Ωm in terms of action-angle vari-
ables due to equation (46) we obtain:

Ωm =
8∑

ν=1

∫
lν

dλλ4m−1δπν(λ) ∧ δκν(λ), m = 0, 1, . . . . (52)

7. Conclusions

We have demonstrated how IST can be applied to Z4-reduced two di-
mensional affine Toda model and have derived completeness relations for
squared solutions. This allows one to interpret IST as a generalized Fourier
transform. A more detailed analysis of these topics will be published else-
where.
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1. Introduction

Let C be the octonions (or Cayley algebra). In ([1]), R.L. Bryant showed
that any oriented 6-dimensional submanifold ϕ : M6 → C of the octonions
admits the almost complex (Hermitian) structure is defined by

ϕ∗(JX) = ϕ∗(X)(η × ξ)

where {ξ, η} is the oriented orthonormal frame field of the normal bundle
of ϕ. The frame field {ξ, η} is defined locally, however, since the exterior
product is skew symmetric, η× ξ is a S6(⊂ Im C)-valued function whole on
M6. Also, this almost complex structure J is compatible with the induced
metric, automatically, therefore M6 admits the almost Hermitian structure.

We note that the induced almost complex (Hermitian) structure is a
Spin (7) invariant in the following sense. Let ϕ1, ϕ2 : M6 → C be two
isometric immersions from the same manifold to the octonions. If there
exist an element (g, b) ∈ Spin (7)×C such that g ◦ϕ1 +b = ϕ2, then the two
maps are said to be Spin (7)-congruent. If two maps are Spin (7)-congruent,
then the induced almost Hermitian structures coincide.

For any h ∈ SO(8), then h ◦ ϕ induce the almost complex structure



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

98 H. Hashimoto

Jh◦ϕ. If there exists an isometry φ ∈ Iso (M6, 〈 , 〉) such that

Jh◦ϕ ◦ φ∗ = φ∗ ◦ Jϕ,
then Jh◦ϕ and Jϕ are said to be equivalent. In this paper, we consider the
equivalence classes of some simple immersions.

2. Clifford algebras, spinor groups and octonions

First we review the definition of the Clifford algebras and spinors.

2.1. Clifford algebras and spinor groups

Let V be a n-dimensional vector space over the real field R, with positive
definite metric 〈 , 〉. The Clifford algebra Cl (V, 〈 , 〉) associated to V and
〈 , 〉 is an associated algebra with unit defined as follows. Let

T (V ) =
∞∑
r=0

⊗r
V

denote the tensor algebra of V , and define I to be the ideal in T (V ) gener-
ated by all elements of the form v ⊗ v + 〈v, v〉1 for any v ∈ V. The Clifford
algebra is defined to be the quotient

Cl (V, 〈 , 〉) = T (V )/I.
We recall the universal property of the Clifford algebra. Let A be an asso-
ciative algebra with unit and f : V → A be a linear map satisfying

f(v)f(v) = −〈v, v〉1
for any v ∈ V . Then f extends uniquely to an algebra homomorphism

F : Cl(V, 〈 , 〉) → A,

such that F |V = f . Furthermore, Cl(V, 〈 , 〉) is the unique associative alge-
bra with this property.

Next, we shall give the relationship the representation of Spin (7) and
the Clifford group. To do this, we define the octonions as follows. Let H
be the skew field of all quaternions with canonical basis {1, i, j, k}, which
satisfy

i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.

The octonions C over R can be considered as a direct sum H⊕H = C with
the following multiplication

(a+ bε)(c+ dε) = ac− d̄b+ (da+ bc̄)ε,
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where ε = (0, 1) ∈ H ⊕ H and a, b, c, d ∈ H, the symbol “̄ ” denote the
conjugation of the quaternion. For any x, y ∈ C, we have

〈xy, xy〉 = 〈x, x〉〈y, y〉
which is called “normed algebra” in ([2]). The octonions is a non-
commutative, non-associative, alternative, division algebra. It is known that
the group of automrphisms of the octonions is the exceptional simple Lie
Group

G2 =
{
g ∈ SO(8)

∣∣ g(uv) = g(u)g(v) for any u, v ∈ C
}
.

For any v ∈ Im C, we define the linear endomorphism Rv of R8 " C by
setting

Rv(x) = xv, (f(v) = Rv),

for any x ∈ C and f : Im C → EndR(C). By altenativity, we see that

Rv
2 = −〈v, v〉 idC, (= f(v)2).

From the universal property of the Clifford algebra, f extends to the a
representation

F : Cl (V, 〈 , 〉) → EndR(C).

In order to define the Clifford groups, we set the automorphism α :
Cl(V, 〈 , 〉) → Cl (V, 〈 , 〉), such that α(v) = −v for any v ∈ V . Then we have
the splitting of the Clifford group Cl (V, 〈 , 〉) = Cl +(V, 〈 , 〉)⊕Cl −(V, 〈 , 〉),
where Cl ±(V, 〈 , 〉) =

{
g ∈ Cl (V, 〈 , 〉)

∣∣ α(g) = ±g }. We denote by
Cl ×(V, 〈 , 〉) the multiplicative group of units in the Clifford algebra. The
Clifford group Γ+is defined by

Γ+ =
{
g ∈ Cl +(V, 〈 , 〉) ∩Cl ×(V, 〈 , 〉)

∣∣ gvg−1 ∈ V for any v ∈ V }.
Then the Spinor group is given by

Spin (n) =
{
g ∈ Γ+

∣∣ gg = 1
}
,

where g is the conjugation of the Clifford algebra defined by

ei1ei2 · · · eik = (−1)keikei(k−1) · · · ei1
whenever 1 ≤ i1 < i2 < · · · < ik ≤ n, and g = ei1ei2 · · · eik . If we identify V
with

{
Rv | v ∈ Im C

} " R7, then we see that (from the definition as above)

Spin (7) =
{
g ∈ SO(8)

∣∣ g ◦Rv ◦ g−1 ∈ V for any v ∈ C
}
.
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Therefore there exists u ∈ Im C such that

g ◦Rv ◦ g−1 = Ru.

From this, we have u = g(g−1(1)v). We set χg(v) = g(g−1(1)v). Then, we
obtain

g ◦Rv ◦ g−1 = Rχg(v), or g ◦Rv = Rχg(v) ◦ g.
From this we get the following definition of Spin (7)

Spin (7) =
{
g ∈ SO(8)

∣∣ g(uv) = g(u)χg(v) for any u, v ∈ C
}
.

We see thatG2 is a Lie subgroup of Spin (7);G2 = { g ∈ Spin(7) | g(1) = 1 }.
The map χ defines the double covering map from Spin (7) to SO(7), which
satisfy the following equivariance

g(u)× g(v) = χg(u× v)

for any u, v ∈ C and u × v = (1/2)(v̄u− ūv) (which is called the “exterior
product”) where v̄ = 2〈v, 1〉 − v is the conjugation of v ∈ C. We note that
u× v is an element of pure-imaginary part of C.

2.2. Spin (7)-structure equations

In this section, we shall recall the structure equation of Spin (7) which is
established by R. Bryant ([1]). To construct this, we fix a basis of the
complexification of the octonions C⊗RC as follows

N = (1/2)(1−
√
−1 ε), N̄ = (1/2)(1 +

√
−1 ε)

E1 = iN, E2 = jN, E3 = −kN, Ē1 = iN̄ , Ē2 = jN̄ , Ē3 = −kN̄.
We extend the multiplication of the octonions complex linearly. We define
a C � Spin (7) (semi-direct product) admissible frame field as follows. Let
o be the origin of the octonions. The Lie group C � Spin (7) acts on C ⊕
End (C⊗RC) such that

(x, g)(o;N,E, N̄ , Ē) = (g · o+ x, g(N), g(E), g(N̄), g(Ē))

= (x, g(N), g(E), g(N̄), g(Ē))

= (o;N,E, N̄ , Ē)
(

1 01×8

ρ(x) ρ(g)

)
where (x, g) ∈ C�Spin (7) and

(
1 01×8

ρ(x) ρ(g)

)
is an its matrix representation.

A frame (x;n, f, n̄, f̄) is said to be a C � Spin (7) admissible one if there
exists a (x, g) ∈ C � Spin (7) such that

(x;n, f, n̄, f̄) = (x, g)(o;N,E, N̄ , Ē).
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Proposition 2.1 ([1]). The Maurer-Cartan form of C � Spin (7) is given
by

d(x;n, f, n̄, f̄) = (x;n, f, n̄, f̄)



0 0 01×3 0 01×3

ν
√−1ρ −th̄ 0 −tθ

ω h κ θ [θ̄]

ν̄ 0 −tθ̄ −√−1ρ −th
ω̄ θ̄ [θ] h̄ κ̄


= (x;n, f, n̄, f̄)ψ

where ψ is the Spin (7) ⊕ C(⊂ M9×9(C))-valued 1-form, ρ is a real-valued
1-form, ν is a complex valued 1-form, ω, h, θ are M3×1-valued 1-form, κ is
a u3-valued 1-form which satisfy

√−1ρ+ trκ = 0, and

[θ] =

 0 θ3 −θ2
−θ3 0 θ1

θ2 −θ1 0


for θ = t(θ1, θ2, θ3). The ψ satisfy the following integrability condition dψ+
ψ ∧ ψ = 0.

3. Gram-Schmidt process of Spin(7)

To construct the Spin (7)-frame field, we recall the Gram-Schmidt process
of G2-frame. Let Im C =

{
u ∈ C

∣∣ 〈u, 1〉 = 0
}

be the subspace of purely
imaginary octonions.

Lemma 3.1. For a pair of mutually orthogonal unit vectors e1, e4 in Im C

put e5 = e1e4. Take a unit vector e2, which is perpendicular to e1, e4 and
e5. If we put e3 = e1e2, e6 = e2e4 and e7 = e3e4 then the matrix

g = [e1, e2, e3, e4, e5, e6, e7] ∈ SO(7)

is an element of G2.

By Lemma 3.1, we can take e4 = η × ξ, we can get the G2-frame field
as follows. We set

N∗ = (1/2)(1−
√
−1 e4), N̄∗ = (1/2)(1 +

√
−1 e4),

E∗
1 = (1/2)(e1 −

√
−1 e5), Ē∗

1 = (1/2)(e1 +
√
−1 e5),

E∗
2 = (1/2)(e2 −

√
−1 e6), Ē∗

2 = (1/2)(e2 +
√
−1 e6),

E∗
3 = −(1/2)(e3 −

√
−1 e7), Ē∗

3 = −(1/2)(e3 +
√
−1 e7).
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Then spanC{N∗, E∗
1 , E

∗
2 , E

∗
3} is a

√−1 -eigen space T (1,0)
p C(⊂ C⊗C) with

respect to the almost complex structure J = Rη×ξ at p ∈ C. On the other
hand, n = (1/2)(ξ −√−1 η) is a local orthonormal frame field of the com-
plexified normal bundle T⊥(1,0)M . Since T⊥(1,0)

ϕ(m) M ⊂ T
(1,0)
ϕ(m)C, there exists

a M4×1(C)-valued function a1 = t(a11, a21, a31, a41), such that

n = (1/2)(ξ −
√
−1 η) = (N∗, E∗

1 , E
∗
2 , E

∗
3 )a1.

By the Gram-Schmidt orthonormalization with respect to the Hermi-
tian inner product of T (1,0)

ϕ(m)C, there exist three M4×1(C)-valued functions
{a2, a3, a4} such that {a1, a2, a3, a4} is a special unitary frame. We set

fi = (N∗, E∗
1 , E

∗
2 , E

∗
3 )ai+1

for i = 1, 2, 3, then

(n, f, n̄, f̄) = (n, f1, f2, f3, n̄, f̄1, f̄2, f̄3)

is a (local) Spin (7)-frame field on M .

4. Invariants of Spin(7)

We shall recall the invariants of Spin(7)-congruence classes. By Proposi-
tion 2.1, we have

Proposition 4.1 ([1]). Let ϕ : M6 → C be an isometric immersion from
an oriented 6-dimensional manifold to the octonions.Then

dϕ = fω + f̄ ω̄,

ν = 0,

dn = n
√
−1ρ+ fh + f̄ θ̄,

df = n(−th̄) + fκ+ n(−tθ̄) + f̄ [θ].

The second fundamental form II is given by

II = −2Re
{

(th̄# ω + tθ̄ # ω̄)⊗ n}
where the symbol “#” is the symmetric tensor product. By Cartan’s Lemma
(since ν = 0), there exist M3×3-valued matrices A,B,C such that(

h

θ

)
=
(
B A
tB C

)(
ω

ω̄

)
(1)
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where tA = A and tC = C. We have the following decomposition

II(2,0) = (−tω #Aω)⊗ n
II(1,1) = (−tω̄ # tBω − tω #Bω̄)⊗ n
II(0,2) = (−tω̄ # C̄ω̄)⊗ n.

We shall write each elements more explicitly. There exists a unitary frame
{ei, Jei} for i=1,2,3, such that

n = (1/2)(ξ −
√
−1η), fi = (1/2)(ei −

√
−1Jei).

Thus elements of second fundamental form are given by

Aij = −2〈II(fi, fj), n̄〉,
Bij = −2〈II(fi, f̄j), n̄〉,
Cij = −2〈II(f̄i, f̄j), n̄〉.

We shall recall the relation of Ricci ∗-curvature ρ∗ and ∗-scalar curvature τ∗

which are fundamental invariants on almost Hermitian manifolds. Generi-
cally, these curvatures of an almost Hermitian manifold M = (M,J, 〈 , 〉)
with even dimension 2n, are defined by

ρ∗(x, y) = (1/2)
2n∑
i=1

〈R(ei, Jei)Jy, x〉 and τ∗ =
2n∑
i=1

ρ∗(ei, ei),

respectively. We note that Ricci ∗-curvature tensor is neither symmetric
nor skew-symmetric.

Proposition 4.2 ([4]). The Ricci ∗-curvature and ∗-scalar curvature of
oriented 6-dimensional submanifolds in C are given by

ρ∗(x, y) = tα(AB̄ −BC − t(AB̄ −BC))β

− tα(AĀ −B tB̄ − tB̄B + CC̄)β̄ + its conjugation

τ∗ = −4(trAĀ− 2tr tB̄B + trCC̄),

where x = fα+ f̄ ᾱ, y = fβ + f̄ β̄ and α, β ∈M3×1(C).

We give the equivalent condition for Spin (7)-congruence.

Proposition 4.3. Let M6 be a connected 6-dimensional manifold and
ϕ1, ϕ2 : M6 → C be two isometric immersions with same induced met-
rics and almost complex structures. Let II(2,0)ϕ1

, II(2,0)ϕ2
be the corresponding

(2, 0) part of the 2nd fundamental forms. Then there exists an element
g ∈ Spin (7) such that g ◦ ϕ1 = ϕ2 if and only if II(2,0)ϕ1

∼= II(2,0)ϕ2
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5. Homogeneous spaces related to Spin(7)

The Lie group Spin (7) acts on some homogeneous spaces, transitively. From
the above argument, a 7-dimensional sphere S7 has an exceptional repre-
sentation S7 = Spin (7)/G2. If we identify R7 with the tangent space TpS7

for some point p ∈ S7, the isotropy group G2 acts transitively on a 6-
dimensional sphere S6 ⊂ TpS

7, so we have S6 = G2/SU(3). In the same
way, we identify R6 with the tangent space TqS6 for some point q ∈ S6, we
see that S5 = SU(3)/SU(2). In this case, SU(2) can not acts transitively
on S4.

Let Vk(R8) be the Stiefel manifold of orthonormal k-frames in R8 and
G+
k (R8) the Grassmann manifold of oriented k-planes in R8.

From these arguments, Spin (7) can not acts transitively on the Stiefel
manifold V4(R8) of orthonormal 4-frames in R8 and the Grassmann mani-
fold G+

4 (R8) of oriented 4-planes in R8. However, we have the exceptional
representation of the homogeneous manifolds as follows

V2(R8) " Spin (7)/SU(3), V3(R8) " Spin (7)/SU(2),

G+
2 (R8) " Spin (7)/U(3), G+

3 (R8) " Spin (7)/SO(4).

The Grassmann manifold of the quaternionic plane in the octonions can be
represented by Spin (7)/(Sp (1)×Sp (1)×Sp (1)/Z2). Note that ρ : Sp (1)×
Sp (1)× Sp (1) → Spin (7) is given by

ρ(q1, q2, q3)(a+ bε) = q2aq1 + (q3aq1)ε

where (q1, q2, q3) ∈ Sp (1)× Sp (1)× Sp (1) and (a, b) ∈ H⊕H.

6. Deformations of some examples

In this section, we consider the deformations of almost complex structure
of some simple examples.

6.1. On S2 × S4

In this section, we give the ∗-scalar curvature ∗τ of the immersion

ϕα0(p, y0, y) = cos(α0)p+ sin(α0)(y0 · 1 + yε),

where α0 ∈ (0, π/2) is a constant, p ∈ S2 ⊂ Im H (|p| = 1), and y0 ·1+yε ∈
S4 ⊂ R ⊕Hε (y2

0 + |y|2 = 1). Then the oriented orthonormal basis {ξ, η}
of the normal bundle T⊥M is given by ξ = y0 · 1 + yε, η = p. The almost
complex structure is given by the right multiplication of the vector field
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u = η × ξ = y0 p + (y p)ε. Let {e1, e2} be the oriented orthonormal basis
at p (i.e., e2 = e1p), then {e1, e2, p} is an associated plane in Im C. We
construct G2-frame field from the vector field u as follows: Let e1 ∈ TpS2,
e4 = u, then e5 = e1e4 = y0e2 − (ye2)ε. We set

ẽ2 =
(ye1)
|y| ε,

e3 = e1ẽ2 = − y

|y|ε,

e6 = ẽ2e4 = −|y|e2 − y0(ye2)
|y| ε,

e7 = e3e4 = −|y|p− y0(yp)
|y| ε.

Then {e1, e2, · · · , e7} is the G2-adapted frame at p+ y0 · 1 + y ε ∈ S2 × S4.
By straightforward calculations, we get the local Spin (7) frame field along
ϕα0 as follows

n =
1
2
(
(y0p+ (yp)ε)−

√
−1 p

)
,

f1 = E∗
1 =

1
2
(
e1 −

√
−1 (y0e2 − (ye2)ε)

)
,

f2 = E∗
2 =

1
2

(ye1
|y| ε +

√
−1
(
|y|e2 +

y0
|y| (ye2)ε

))
,

f3 =
1
2

(
−|y|1 +

y0y

|y| ε+
√
−1
( 1
|y|(yp)ε

))
.

To calculate the Spin (7) invariants, we need the representation of co-frame
as follows;

dϕα0 = cos(α0)dp + sin(α0)
(
dy0 + (dy)ε

)
=

3∑
i=1

fiω
i + fiωi.

Therefore, we have

ω1 = 2〈dϕα0 , f1〉
= cos(α0)

(〈dp, e1〉+
√
−1 〈dp, e2〉

)−√−1 sin(α0)〈ydy, e2〉,
ω2 = 2〈dϕα0 , f2〉

= −
√
−1 cos(α0)|y|(〈dp, e2〉) +

sin(α0)
|y|

(〈ydy, e1〉 − √−1 〈ydy, e2〉
)
,

ω3 = 2〈dϕα0 , f3〉

= sin(α0)
(
−|y|dy0 +

y0
|y| 〈ydy, 1〉 −

√−1
|y| 〈ydy, p〉

)
.
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By (1), we have

A = C =
1
4

(
1

sin(α0)
−

√−1
cos(α0)

)y2
0 − 1 −y0|y| 0
−y0|y| 1− y2

0 0
0 0 0

 ,

B =
1
4



1− y2
0

sin(α0)
+

1 + y2
0

cos(α0)
y0|y|

(
1

sin(α0)
−

√−1
cos(α0)

)
0

y0|y|
(

1
sin(α0)

−
√−1

cos(α0)

)
1 + y2

0

sin(α0)
+

1− y2
0

cos(α0)
0

0 0
2

sin(α0)

 .

Hence the ∗-scalar curvature τ∗ of ϕα0 is given by

τ∗ =
2(cos2(α0) + y2

0)
sin2(α0) cos2(α0)

.

Therefore the induced almost complex structure of ϕα0 is not homogeneous.
Since Spin (7)/SO(4) = G+

3 (R8), we see that the induced almost complex
structure is unique (depend only on the radius of spheres). The equivalence
classes (of the fixed radius) of the induced almost complex structures on
S2 × S4 is one point.

6.2. On 1-parameter family of embeddings from S2 × R4 to

C

Since V3(R8) " Spin (7)/SU(2), the imbedding from S2 ×R4 to the octo-
nions are obtained as a 1-parameter family ϕt, up to the action of Spin (7),
as follows (ϕt : S3 ×R4 → C)

ϕt(q, ỹ) = qiq +
(− sin(t) + cos(t)ε

)
y1 + (y2i+ y3j + y4k)ε,

where 0 ≤ t ≤ π/2, q ∈ S3 ⊂ H, ỹ = (y1, y2, y3, y4) ∈ R4. The image
ϕ0(S3×R4) coincide with S2×R4 as a Riemannian manifold. In particular
the image of ϕ0 satisfies

ϕ0(S3 ×R4) = S2 ×R4 ⊂ Im H⊕Hε.

The induced almost Hermitian structure is homogeneous and satisfy
Quasi-Kähler condition. Next we give the Spin (7) frame field on the ϕt. To
do this, we define the action of Sp (1) as follows

ρII(q)(a+ bε) = qaq + (qbq)ε
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where q ∈ S3 " Sp (1), a + bε ∈ C. Then the Spin (7) frame field along ϕt
is given by

n =
1
2

{
ρII(q)(cos(t) · 1 + sin(t)ε−

√
−1 i)

}
,

f1 =
1
2

{
ρII(q)

(
jε+

√
−1 (cos(t) · k − sin(t)kε)

)}
,

f2 =
1
2

{
ρII(q)

(
jε+

√
−1 (cos(t) · k − sin(t)kε)

)}
,

f3 = −1
2

{
ρII(q)(− sin(t) · 1 + cos(t)ε +

√
−1 ε)

}
.

In order to represent to the coframe field (ω1, ω2, ω3), We set the local one
form µ1, µ2 on S2

µ1 = 〈d(qiq), qjq〉, µ2 = 〈d(qiq), qkq〉,
and Im H-valued 1-form dβ such that

dβ = idy1 + jdy2 + kdy3.

Then we have

ω1 = µ1 −
√
−1
(
cos(t)µ2 − sin(t)〈qkq, dβ〉),

ω2 = 〈qjq, dβ〉+
√
−1
(
sin(t)µ2 + cos(t)〈qkq, dβ〉),

ω3 = dy1 −
√
−1 〈qkq, dβ〉.

Next, we calculate the 2nd fundamental forms. We see that

dn = −
√−1

2
dqiq = −

√−1
2

(qjq ⊗ µ1 + qkq ⊗ µ2).

Therefore, we get

A = −C =
√−1

4

 sin2(t) sin(t) cos(t) 0
sin(t) cos(t) − sin2(t) 0

0 0 0

 ,

B =
√−1

4

 1 + cos2(t) − sin(t) cos(t) 0
− sin(t) cos(t) sin2(t) 0

0 0 0

 .

Hence the ∗-scalar curvature τ∗ = −4
{

trAA − 2tr tBB + trCC
}

is
given by

τ∗ = 1 + cos 2t ≥ 0

We can show that the induced almost complex structures of ϕt are homo-
geneous for any t.



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

108 H. Hashimoto

Proposition 6.1. The induced homogeneous almost complex structures of
ϕt depend on the parameter t.

6.3. On 1-parameter family of embeddings from

S1 × S2 × R3 to C

In this section, we consider the imbedding from S1 × S2 ×R3 to the octo-
nions, which are defined as a 1-parameter family ϕt, as follows

ϕt(eıθ, q, x1, x2, x3)

= cos(θ)
(
cos(t) · 1− sin(t) · iε)+ x1

(
sin(t) · 1 + cos(t) · iε)

+ qiq + sin(θ)ε + x2jε+ x3kε,

where (eıθ, q, x1, x2, x3) ∈ S1 × S3 ×R3 and q → qiq is the Hopf map from
S3 to S2 and 0 ≤ t ≤ π

2
. Then the Spin (7)-frame field along ϕt is given by

n =
1
2
{

cos(θ) cos(t) · 1 + α0ε−
√
−1 qiq

}
,

f1 =
1
2
{
qjq +

√
−1 (cos(θ) cos(t)qkq − (α0qkq)ε

}
,

f2 =
1
2
{−|α0| · 1 + (cos(θ) cos(t)/|α0|)(α0)ε+

√
−1
(
(1/|α0|)(α0qiq)ε

)}
,

f3 = −1
2
{

(1/|α0|)(α0qjq)ε

−
√
−1 (|α0|qiq + (cos(θ) cos(t)/|α0|)(α0qkq)ε

}
,

where α0 = sin(θ) − cos(θ) sin(t) · i. Since

dϕt =
3∑
i=1

fiω
i + fi ωi,

the coframe ωi of the Spin (7)-frame field are given by

ω1 = µ1 −
√
−1
{

cos(θ) cos(t)µ2 − sin(t)〈iq, qk〉dθ
− cos(t) sin(θ)〈iq, qk〉dx1

− (sin(θ)〈jq, qk〉 + cos(θ) sin(t)〈kq, qk〉)dx2

− (sin(θ)〈kq, qk〉 − cos(θ) sin(t)〈jq, qk〉)dx3

}
,

ω2 = (1/|α0|)
{

(sin(θ) cos(t)−
√
−1 sin(t)〈iq, qi〉)dθ

− (sin(t) +
√
−1 sin(θ) cos(t)〈iq, qi〉)dx1

−
√
−1 (sin(θ)〈jq, qi〉 + cos(θ) sin(t)〈kq, qi〉)dx2
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−
√
−1 (sin(θ)〈kq, qi〉 − cos(θ) sin(t)〈jq, qi〉)dx3

}
,

ω3 = −(1/|α0|)
{√
−1 |α0|2µ2

+
(
sin(θ)〈iq, qj〉 +

√
−1 cos(θ) sin(t)〈iq, qk〉)dθ

+ cos(t)
(
sin(θ)〈iq, qj〉 +

√
−1 cos(θ) cos(t)〈iq, qk〉)dx1

+
(
sin(θ)〈jq, qj〉 + cos(θ) sin(t)〈kq, qj〉

+
√
−1 cos(θ) cos(t)(sin(θ)〈jq, qk〉 + cos(θ) sin(t)〈kq, qk〉))dx2

+
√
−1 cos(θ) cos(t)

(
sin(θ)〈kq, qk〉 − cos(θ) sin(t)〈jq, qk〉)dx3

}
.

By a tedious calculation we verified that the ∗-scalar curvatures are given
by

Theorem 6.1. τ∗ = 2 cos2(θ) cos2(t).

We see that, for fixed t �= π/2 mod π, the ∗-scalar curvatures are not con-
stant on S1 × S2 ×R3. Therefore the induced almost complex structures
are not homogeneous. We can show that the induced almost complex struc-
ture for t = π/2 is also not homogeous. As a Riemannian manifold, this
is homogeneous, however the automorphism groups of the induced almost
Hermitian structures do not act transitively on S1 × S2 ×R3.
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There are sixteen classes of real hypersurfaces of Kähler manifold, generated
by the four basic classes W1, W2, W4 and W6 in the classification scheme for
almost contact metric manifolds [1]. In [5] these classes are described in terms
of the hypersurface second fundamental form. In the partial case when the
ambient manifold is complex space form the identities for the Riemannian and
for the Hermitian-like curvatures are introduced [6,9]. The paper deals with the
classification problem for the real hypersurfaces of locally conformally Kähler
manifolds.

Keywords: Hermitian manifolds; Locally conformally Kähler manifold; Almost
contact metric manifolds; Contact conformal changes; Real hypersurfaces.

1. Preliminaries

1.1. Locally conformally Kähler manifolds

Let AH be the class of almost Hermitian manifolds M2n(J, g) of even real
dimension dimR M = 2n, n ≥ 2, almost complex structure J : J2 = −id and
compatible Riemannian metric g : g(Jx, Jy) = g(x, y), ∀x, y ∈ XM , (XM
is the set of C∞ vector fields over M). Let ∇ be the Levi-Civita connection
of g. In general ∇J �= 0. From viewpoint of the well known classification
scheme [7] the class K of Kähler manifolds is the null-class W0 = K: ∇J =
0. In the table below, the four basic classes of almost Hermitian manifolds
are described in terms of the essential complex components and equations in
local Hermitian frame

{
Zα = eα − iJeα, Zα = Zα, α ∈ I = {1, . . . n}, α ∈

I = {1, . . . n}} for:

∗Partially supported by Scientific researches fund of “St. Cyril and St. Methodius” Uni-
versity of V. Tarnovo under contract RD620-02/2006.
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• Ω(x, y) = g(x, Jy) — the fundamental (Kähler) 2-form,
• F (x, y, z) = −(∇xΩ)(y, z) = −F (x, z, y) = −F (x, Jy, Jz) — the funda-

mental (0,3)-tensor field,
• dΩ = ΩABC dzA ∧ dzB ∧ dzC , 3ΩABC = − σ

(A,B,C)
F (ZA, ZB, ZC),

• N = [J, J ] — the Nijenhuis tensor,
• θ = 1

2(n−1)δΩ ◦ J = 1
2(n−1)divΩ ◦ J = 1

2(n−1)g
ABF (ZA, ZB, J∗) — the

Lee form.
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The class of Hermitian manifolds is H = SH ⊕ CK (= W3 ⊕W4) and
is characterized by the conditions:

F (x, y, z) = F (Jx, Jy, z) i.e. F = −3dΩ, θ �= 0 ⇐⇒ N = 0.

Modulo a constant, the vector field

E = JδJ, where δJ = divJ = gAB(∇ZAJ)ZB,

is the metric-dual to the Lee form θ : θ(X) = g(E,X), ∀X ∈ XM . It
is called the Lee vector field and JE is called anti-Lee vector field . The
section Lp = span{Ep, JpEp}, p ∈ M will be called Lee section and the
distribution L =

⋃
p∈M

Lp — Lee distribution.

A Hermitian manifold, in the class CK = W4 : 3dΩ = θ ∧ Ω (=⇒ dθ =
0 ⇐⇒ θ is locally exact, in dimR M ≥ 6), is said to be locally conformally
Kählerian. If the Lee form θ is exact a W4-manifold is said to be globally
conformally Kählerian.

The geometric description of these manifolds is well known. Let g′ =
e2σg be conformal change of the Kähler metric g, where σ ∈ FM (the
set of infinitely smooth R-valued functions on M). Thus it’s obtained the
Hermitian manifold M(J, g′), which is locally conformally Kähler (CK-)
manifold:

K = W0 �M(J, g)
g′=e2σg−−−−−→ M(J, g′) ∈ W4 = CK.

The Levi-Civita connection ∇′ of g′ and ∇ of g are related by

∇′
xy = ∇xy + dσ(x).y + dσ(y).x − g(x, y).E,

E = (θ loc= dσ)�, ∀x, y ∈ XM.

The corresponding Riemannian (0,4)-curvature tensorsR′ and R are related
by

R′ = e2σ[R− ψ(Q)], where Q =
1
2
‖dσ‖2g +∇dσ − dσ ⊗ dσ

and ψ is the operator, transforming a symmetric (0, 2) tensor field Σ to
curvature tensor ψ(Σ) of type (0, 4):

ψ(Σ)(x, y, z, u) =
[

Σu ∧ gz − Σz ∧ gu
]
(x, y),

where Σu, gz, . . . denote the 1-forms Σu(z) = Σ(u, z), gz(u) = g(z, u), . . ..
For example ψ

(
1
2g
)

= π1 is one of the basic U(n)-invariant curvature ten-
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sors, introduced in [11] and gE = θ is the Lee-form. Thus ψ(Q) is

ψ(Q)(x, y, z, u) = ‖dσ‖2.π1(x, y, z, u)

+ [(∇udσ − dσ(u)dσ) ∧ gz − (∇zdσ − dσ(z)dσ) ∧ gu](x, y)︸ ︷︷ ︸
=Θ(x,y,z,u)

.

So, it is valid:

R′ = e2σ
[
R− ‖dσ‖2.π1 −Θ

]
.

The basic examples of CK-manifolds are well known (see [10,12]). The real
hypersurfaces of Generalized Hopf manifold (CK-manifolds with parallel
Lee form: ∇θ = 0) have been studied by many authors (see [4]).

1.2. Contact conformally almost contact metric manifolds

Let M2n+1(ϕ, ξ, η, g) be an almost contact metric manifold with funda-
mental 2-form Φ : Φ(x, y) = g(x, ϕy) and fundamental (0,3)-tensor field
F = −∇Φ. The transformations c(u, v), forming by functions u, v ∈ FM :

M(ϕ, ξ, η, g)
c(u,v)−−−−→ M(ϕ = ϕ, ξ = e−vξ, η = evη, g = e2uhg + e2vη ⊗ η),

are said to be contact conformal transformations of the structure (ϕ, ξ, η, g)
and form the contact conformal group (see [2]).

The Levi-Civita connections ∇ and ∇ for g and g are related by [2]

2g(∇xy, z) = 2e2ug(∇xy, z) + [(de2u)⊗ g](x, y, z) + [(de2u) ∧ gx)](y, z)

+
{
d(e2v − e2u)⊗ η ⊗ η + η ⊗ [d(e2v − e2u) ∧ η]

}
(x, y, z)

+ (e2v − e2u)
{

2η(∇xy)η(z) + [(Lξg)⊗ η](x, y, z)

− 2[dηz ⊗ η](x, y)− 2[dηz ⊗ η](y, x)
}
.

The fundamental (0, 3)-tensors F = −∇Φ and F = −∇Φ are related by [2]

F (x, y, z) = e2uF (x, y, z)− e2u[Φx ∧ du+ gx ∧ du ◦ ϕ](y, z)

− e2v[η ⊗ (η ∧ dv ◦ ϕ)](x, y, z)

+ (e2v − e2u)
{

[η ∧ dηx ◦ ϕ](y, z)

− [η ⊗ (dηϕz + dηz ◦ ϕ)](x, y)
}
.

(1.1)

In the sense of the classification scheme of Alexiev-Ganchev [1] (there are 12
basic classes Wi of almost contact metric manifolds) the contact conformal
class (invariant under the action of contact conformal group) is the class
W1 ⊕W2 ⊕W3 ⊕W9 and the basic classes are described with respect to
local complex frame in the following table.
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class essential C-components and
C-equations

δη δΦ ◦ ϕ δΦ(ξ)

W1 F00α = ωα = 2iη0α = iN0α0

= i(Lξg)α0

0 ω ◦ ϕ 0

W2

α-Sasakian

Fαβ0 =
f(ξ)
2n

gαβ = −iηαβ
= Fβα 0

0 0 f(ξ)

W3

α-Kenmotsu

Fαβ0 = −if
∗(ξ)
2n

gαβ

= − i
2

(Lξg)αβ

= −3
2

Φαβ0 = −Fβα 0

−f∗(ξ) 0 0

W9 Fαβγ = −3Φαβγ
= 2(Φα ∗ ∧ θ)βγ

0 f ◦ ϕ 0

Here:

• θ = − δη
2n
· η +

1
2(n− 1)

· δΦ ◦ ϕ is the Lee form;

• ω(z) = F (ξ, ξ, z), f(z) = gijF (ei, ej , z), f∗(z) = gijF (ei, ϕej , z) are the
1-forms, associated to F , where TpM = span{ei, ϕei, ξ};

• N = [ϕ, ϕ] + 2dη ⊗ ξ is the generalised Nijenhuis tensor;
• L denotes the Lie-differentiation;
• ηAB = dη(ZA, ZB), ΦABC = dΦ(ZA, ZB, ZC).

For any M2n+1(ϕ, ξ, η, g) ∈ W1 ⊕W2 ⊕W3 ⊕W9 and n ≥ 2 it follows:

i) dΦ = θ∧Φ, ii) dη = (ω ◦ϕ)∧ η+
δΦ ◦ ϕ
n

.Φ, iii) dθ = 0, d(ω ◦ϕ) = 0.
The maximal subgroupsGi of the contact conformal groupG, preserving

corresponding subclasses Wi and the local conformal structure of Wi are
well known [2,3]:

• G0 =
{
c(u, v) : du = 0, dv = ξ(v).η

}
preserves the class W0 : ∇ϕ ≡ 0

of cosymplectic manifolds: W0 = G0(W0);
• G1 =

{
c(u, v) : du = 0

}
preserves the class W1 (i.e. the class of man-

ifolds, locally G1-contact conformally equivalent to cosymplectic mani-
fold):

W1 = G1(W1), W1
loc= G1(W0);
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• GSas =
{
c(u, v) : du = 0, v = 2u

}
preserves the class W 0

2 of Sasakian
manifolds: dΦ = η ∧ Φ:

W 0
2 = GSas(W 0

2 );

• G2 =
{
c(u, v) : du = 0, dv = 0

}
(the group of D-homotheties, i.e.

the homotheties on the contact distribution D = Ker η) preserves the
class W2 of α-Sasakian manifolds (i.e. the class of manifolds, locally
D-homothetic equivalent to Sasakian manifod.):

W2 = G2(W2), W2
loc= G2(W 0

2 ),

W1 ⊕W2
loc= G1(W2) loc= G1 ◦G(W

0
2 ) = G1(W 0

2 );

• G3 =
{
c(u, v) : du = ξ(u).η, dv = ξ(v).η

}
preserves the class W3 of

α-Kenmotsu manifolds (i.e. the class of manifolds, locally G3-contact
conformally equivalent to cosymplectic manifold):

W3 = G3(W3), W3
loc= G3(W0), W2⊕W3

loc= G3(W2) loc= G3◦G2(W 0
2 );

• G9 =
{
c(u, v) : du(ξ) = 0, dv = ξ(v).η

}
preserves the class W9 (i.e. the

class of manifolds, locally G9-contact conformally equivalent to cosym-
plectic manifold):

W9 = G9(W9), W9
loc= G9(W0);

• Gu =
{
c(u, v) : u = v

}
— the subgroup of usual conformal changes

locally generates the direct sums: W1⊕W3⊕W9 and W1⊕W2⊕W3⊕W9

W1 ⊕W3 ⊕W9
loc= Gu(W1) loc= Gu ◦G1(W0),

W1 ⊕W2 ⊕W3 ⊕W9
loc= Gu(W1 ⊕W2) loc= Gu ◦G1(W2).

2. Real hypersurfaces of locally conformally-Kähler
manifolds

Over a real (R-)hypersurface M2n+1 of an almost Hermitian manifold
M

2n+2
(J,G) in a natural way arises an almost contact metric structure

(ϕ, ξ, η, g): if N is the unit vector field, normal to M2n+1, then

ξ = −JN, g = G|M , ϕ = J − η ⊗N, η = gξ : η(X) = g(ξ,X)

for all X ∈ XM2n+1. Let ∇ and ∇′ be the Levi-Chivita connections on
M2n+1 and M

2n+2
respectively. We denote by Φ the fundamental 2-form

of the structure (ϕ, ξ, η, g)

Φ(X,Y ) = g(X,ϕY ), X, Y ∈ XM2n+1 and F ′ = −∇′Φ, F = −∇Φ.
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To any point p ∈M the following spaces and vectors are attached:

TpM = TpM ⊕Np, Np ⊥ TpM and TpM = Dp ⊕ {ξp}, ξp ⊥ Dp.

The distribution D =
{
Dp = Ker ηp, p ∈ M

}
is the contact distribution,

and {ξ} =
{

Im ηp.ξp, p ∈ M
}

is the vertical distribution of M . There are
two shape operators A and A, acting in M as follows:

A : TpM −→ TpM A : TpM −→ Dp

X �−→ AX = −∇′
XN, X �−→ AX = ∇Xξ.

If h(X,Y ) = g(AX, Y ), X,Y ∈ XM2n+1 is the second fundamental tensor
of M2n+1, then the Gauss and Weingarten formulas

∇′
XY = ∇XY + h(X,Y )N, ∇′

XN = −AX
imply

(∇′
Xη)Y = (∇Xη)Y,

(∇′
XJ)Y = (∇Xϕ)Y +

{
h(X,ϕY ) + (∇Xη)Y

}
N

− η(Y )AX + h(X,Y )ξ,

F ′(X,Y, Z) = F (X,Y, Z) + η(Z)h(X,Y )− η(Y )h(X,Z).

(2.1)

If M
2n+2

(J,G) is Kählerian (∇′J = 0), then M2n+1(ϕ, ξ, η, g) belongs to
W1 ⊕W2 ⊕W4 ⊕W6 and there are 16 classes of R-hypersurfaces [5], gen-
erated by these four basic classes. The R-hypersurfaces in each of the 16
classes are described by the second fundamental tensor. When the ambient
space is complex space form, the equalities for the Riemannian and for the
Hermitian-like curvatures over the basic classes W1,2,4,6 are obtained [6,9].

Further let M2n+1(ϕ, ξ, η, g) be R-hypersurface of a Kähler manifold
M

2n+2
(J,G), oriented by a unit normal vector field N . Let G′ = e2σG, σ ∈

FM , be conformal change of the metric and let M
2n+2

(J,G′) be the cor-
responding locally conformally Kähler manifold. Over the R-hypersurface
M2n+1(ϕ, ξ, η, g) acts the usual local contact conformal transformation
cσ ∈ Gσ. The image

cσ(M2n+1(ϕ, ξ, η, g)) = M2n+1
(
ϕ, ξ′ = e−σξ, η′ = eση, g′ = e2σ(hg+η⊗η)

)
is R-hypersurface in M

2n+2
(J,G′), oriented by the image N ′ = e−σN and

belongs to the class

Gσ(W1 ⊕W2 ⊕W4 ⊕W6) = Gσ(W1 ⊕W2)⊕Gσ(W4 ⊕W6)

= W1 ⊕W2 ⊕W3 ⊕W9 ⊕Gσ(W4 ⊕W6).
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To obtain the subclass Gσ(W4 ⊕ W6) we calculate the essential C-
components F ′

ABC of the image of the essential C-components Fa β0,
a ∈ I ∪ I. From (1.1) in the considered case: u = v = σ we get the re-
lation

F ′(x, y, z) = e2σ

{
F (x, y, z)−

∣∣∣∣Φ(x, y) Φ(x, z)
dσ(y) dσ(z)

∣∣∣∣
−
∣∣∣∣(g + η ⊗ η)(x, y) (g + η ⊗ η)(x, z)

dσ(ϕy) dσ(ϕz)

∣∣∣∣
}
.

The direct computations give the following essential C-components F ′
ABC :

F ′
αβ0 = −ie2σ[dη + dσ(ξ).g]αβ = F ′

βα 0,

F ′
αβγ = 2e2σ(Φα ∗ ∧ dσ)βγ ,

F ′
αβ0 = e2σFαβ0

and so, locally, Gσ(W4 ⊕W6) = W4 ⊕W6 ⊕W9.
Thus we get the following main result of this subsection

Theorem (Local statement). There are 26 = 64 classes of R-hyper-
surfaces of a locally conformally Kähler manifold of real dimension ≥ 6,
generated by the basic classes Wi, i = 1, 2, 3, 4, 6, 9 of almost contact met-
ric manifolds (each of the classes Wi contains the null-class W0 of the
cosimplectic manifolds: ∇ϕ = 0). When the ambient locally conformally
Kähler manifold is of real dimension 4, then the class W4 is empty and
there are 32 classes of R-hypersurfaces, generated by the basic classes Wi,
i = 1, 2, 3, 6, 9.

By using (2.1) we get the second fundamental tensor for R-hypersurfaces
of CK-manifold.

Remark. As special cases of R-hypersurfaces of CK-manifold one can to
consider the “position” of the Lee vector field and/or Lee distribution with
respect to the unit normal, oriented R-hypersurface. This leads one to con-
siderations as in [8] and can be done for each of the basic classes.
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The definitions and some basic properties of the linear transports along paths
in vector bundles and the normal frames for them are recalled. The formalism
is specified on line bundles and applied to a geometrical description of the
classical electrodynamics. The inertial frames for this theory are discussed.

Keywords: Normal frames; Frame fields; Linear transports along paths; Line
bundles; Inertial frames; Classical electrodynamics.

1. Introduction

The transports along paths in vector bundles [1] are one of the possible
generalizations of the parallel transports in these bundles. They are a useful
tool for a geometric formulation of quantum mechanics [2]. The frames
normal for them are defined as ones in which the transports’ matrices are
the identity matrix. The significance of the normal frames (and coordinates)
for the physics is a result of the assertion that they are the mathematical
concept representing the physical notion of an ‘inertial frame of reference’
[3,4]. From here it follows that the (strong) equivalence principle in gravity
physics is a provable theorem [3] and that the scope of its validity can
be enlarged to include the gauge theories [4]; in particular, the classical
electrodynamics [5].

The paper contains a partial review of the theory of linear transports
along paths in vector bundles and the frames normal for them (sections 2

2000 MSC Numbers: 53B99, 53C99, 53Z05, 55R25, 83D05
2003 PACS Numbers: 02.40.Vh, 11.15-q, 04.50.+h, 04.90.+e
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and 3). It is exemplified on 1-dimensional vector bundles (section 4). The
formalism is applied to a geometric description of the classical electrody-
namics and the inertial frames for it (section 5). Section 6 is devoted to a
brief discussion of the inertial frames for the classical electromagnetic field.
Section 7 closes the paper.

2. Linear transports along paths (brief review)

Let (E, π,B) be a complex a vector bundle [6,7] with bundle (total) space
E, base B, which is a C1 differentiable manifold, projection π : E → B, and
homeomorphic fibres π−1(x), x ∈ B.b By J and γ : J → B are denoted real
interval and path in B, respectively. The paths are generally not supposed
to be continuous or differentiable unless their differentiability class is stated
explicitly. If γ is a C1 path, the vector field tangent to it is denoted by γ̇.

Definition 2.1. A linear transport along paths in the bundle (E, π,B) is
a map L assigning to every path γ a map Lγ , transport along γ, such that
Lγ : (s, t) �→ Lγs→t where the map Lγs→t : π−1(γ(s)) → π−1(γ(t)), s, t ∈ J ,
called transport along γ from s to t, has the properties:

Lγs→t ◦ Lγr→s = Lγr→t, r, s, t ∈ J, (1)

Lγs→s = idπ−1(γ(s)), s ∈ J, (2)

Lγs→t(λu + µv) = λLγs→tu+ µLγs→tv, λ, µ ∈ C, u, v ∈ π−1(γ(s)), (3)

where ◦ (idX) denotes composition of maps (the identity map of a set X).

Let {ei(s; γ)} be a C1 basis in π−1(γ(s)), s ∈ J .c So, along γ : J → B

we have a set {ei} of bases on π−1(γ(J)) such that the liftings γ �→ ei(·, γ)
of paths are of class C1.

Define the matrix L(t, s; γ) :=
[
Lij(t, s; γ)

]
of L by Lγs→t

(
ei(s; γ)

)
=:

Lji(t, s; γ)ej(t; γ), s, t ∈ J . A change {ei(s; γ)} �→ {e′i(s; γ) := Aji (s; γ) ×
ej(s; γ)} via of a non-degenerate matrix A(s; γ) :=

[
Aji (s; γ)

]
implies

L(t, s; γ) �→ L′(t, s; γ) = A−1(t; γ)L(t, s; γ)A(s; γ). (4)

Proposition 2.1. A non-degenerate matrix-valued function L : (t, s; γ) �→
L(t, s; γ) is a matrix of some linear transport along paths L (in a given field

a All of our definitions and results hold also for real vector bundles. Most of them are valid
for vector bundles over more general fields too but this is inessential for the following.
b When writing x ∈ X, X being a set, we mean “for all x in X” if the point x is not
specified (fixed, given) and is considered as an argument or a variable.
c Here and henceforth the Latin indices run from 1 to dim π−1(x), x ∈ B. We also
assume the Einstein summation rule on indices repeated on different levels.
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{ei} of bases along γ) iff

L(t, s; γ) = F−1(t; γ)F (s; γ) (5)

where F : (t; γ) �→ F (t; γ) is a non-degenerate matrix-valued function.

Proposition 2.2. If the matrix L of a linear transport L along paths has a
representation L(t, s; γ) = ∗F−1(t; γ) ∗F (s; γ) for some matrix-valued func-
tion ∗F (s; γ), then all matrix-valued functions F representing L via Eq. (5)
are given by F (s; γ) = D−1(γ) ∗F (s; γ) where D(γ) is a non-degenerate
matrix depending only on γ.

Let {ei(s; γ)} be C1 field of bases along γ : J → B. The derivation
D : γ �→ Dγ : s �→ Dγ

s , associated to L, acts on a C1 lifting of paths λ as

Dγ
sλ =

[
dλiγ(s)

ds
+ Γij(s; γ)λjγ(s)

]
ei(s; γ). (6)

Here the (2-index) coefficients Γij of the linear transport L are defined by

Γij(s; γ) :=
∂Lij(s, t; γ)

∂t

∣∣∣∣
t=s

= −∂L
i
j(s, t; γ)
∂s

∣∣∣∣
t=s

. (7)

If a matrix F determines a transport L according to proposition 2.1, then

Γ(s; γ) :=
[
Γij(s; γ)

]
=
∂L(s, t; γ)

∂t

∣∣∣∣
t=s

= F−1(s; γ)
dF (s; γ)

ds
. (8)

A change {ei} → {e′i = Aji ei} of the bases along a path γ with a
non-degenerate C1 matrix-valued function A(s; γ) :=

[
Aji (s; γ)

]
implies

Γ(s; γ) =
[
Γij(s; γ)

] �→ Γ′(s; γ) =
[
Γ′ i

j(s; γ)
]

with

Γ′(s; γ) = A−1(s; γ)Γ(s; γ)A(s; γ) +A−1(s; γ)
dA(s; γ)

ds
. (9)

3. Normal frames for linear transports

Let a linear transport L along paths be given in a vector bundle (E, π,B),
U ⊆ B be an arbitrary subset in B, and γ : J → U be a path in U .

Definition 3.1. A frame field (of bases) in π−1(γ(J)) is called normal
along γ for L if the matrix of L in it is the identity matrix along the given
path γ. A frame field (of bases) defined on U is called normal on U for L if
it is normal along every path γ : J → U in U . A linear transport along paths
(or along a path γ) is called Euclidean along some (or the given) path γ if
it admits a frame normal along γ. A linear transport along paths is called
Euclidean on U if it admits frame(s) normal on U .
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Proposition 3.1. The following statements are equivalent in a given frame
{ei} over U ⊆ B:

(i) The matrix of L is the identity matrix on U , i.e. L(t, s; γ) = 11 along
every path γ in U .

(ii) The matrix of L along every γ : J → U depends only on γ, i.e. it is
independent of the points at which it is calculated: L(t, s; γ) = C(γ)
where C is a matrix-valued function of γ.

(iii) If E is a C1 manifold, the coefficients Γij(s; γ) of L vanish on U , i.e.
Γ(s; γ) = 0 along every path γ in U .

Corollary 3.1. Every linear transport along paths is Euclidean along every
fixed path without self-intersections.

Theorem 3.1. A linear transport along paths admits frames normal on
some set (along a given path) if and only if its action along every path in
this set (along the given path) depends only on the initial and final point
of the transportation but not on the particular path connecting these points.
So, a transport is Euclidean on U ⊆ B iff it is path-independent on U .

Proposition 3.2. Let L be a linear transport along paths in (E, π,M), E
and M being C1 manifolds, and L be Euclidean on U ⊆ M (resp. along a
C1 path γ : J → M). Then the matrix Γ of its coefficients has the repre-
sentation

Γ(s; γ) =
dimM∑
µ=1

Γµ(γ(s))γ̇µ(s) ≡ Γµ(γ(s))γ̇µ(s) (10)

in any frame {ei} along every (resp. the given) C1 path γ : J → U , where

Γµ =
[
Γijµ

]dimπ−1(x)

i,j=1
are some matrix-valued functions, defined on an open

set V containing U (resp. γ(J)) or equal to it, and γ̇µ are the components of
γ̇ in some frame {Eµ} along γ in the bundle space tangent to M , γ̇ = γ̇µEµ.
The functions Γijµ are termed 3-index coefficients of L.

Let U be an open set. The changes {Eµ} �→ {E′
µ = BνµEν}, B =[

Bνµ
]

being non-degenerate matrix-valued function, and {ei|x} �→ {e′i|x =

Aji (x)ej |x}, with A :=
[
Aji
]dimπ−1(x)

i,j=1
being non-degenerate and of class C1,

imply (see Eq. (9) and Eq. (10)) that Γµ transforms into Γ′
µ such that

Γ′
µ = BνµA

−1ΓνA+A−1E′
µ(A) = BνµA

−1
(
ΓνA+ Eν(A)

)
. (11)

Theorem 3.2. A linear transport L along paths is Euclidean on a subman-
ifold N of M if and only if in every frame {ei}, in the bundle space over N ,
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the matrix of its coefficients has a representation Eq. (10) along every C1

path in N and, for every p0 ∈ N and a chart (V, x) of M such that V � p0

and x(p) = (x1(p), . . . , xdimN (p), tdimN+1
0 , . . . , tdimM

0 ) for every p ∈ N ∩ V
and constant numbers tdimN+1

0 , . . . , tdimM
0 , the equalities(

RNαβ(−Γ1, . . . ,−ΓdimN )
)
(p) = 0, α, β = 1, . . . ,dimN, (12)

where RNαβ(−Γ1, . . . ,−ΓdimN ) := Rαβ(−Γ1, . . . ,−ΓdimM ) = −∂Γα

∂xβ − ∂Γβ

∂xα +
ΓαΓβ−ΓβΓα hold for all p ∈ N∩V . Here Γ1, . . . ,ΓdimN are the first dimN

of the matrices of the 3-index coefficients of L in the frame
{

∂
∂xµ

}
in the

tangent bundle space over N ∩ V .

4. Linear transports and normal frames in line bundles

Let (E, π,M) be one-dimensional vector bundle over a C1 manifold M ; such
bundles are called line bundles. The fibre of (E, π,M) can be identified with
C (R in the real case) and the fibre π−1(x) over x ∈ M is an isomorphic
image of C (R). Let γ : J → M be of class C1 and L be a transport in
(E, π,M). A frame {e} along γ consists of a single non-zero vector field
e : (s; γ) → e(s; γ) ∈ π−1(γ(s))\{0}, s ∈ J , and in it the matrix of Lγ at
(t, s) ∈ J × J is a number L(t, s; γ) ∈ C, Lγs→t(ue(s; γ)) = uL(t, s; γ)e(t; γ)
for u ∈ C and s, t ∈ J . By proposition 2.1, the general form of L is

L(t, s; γ) =
f(s; γ)
f(t; γ)

(13)

where f : (s; γ) �→ f(s; γ) ∈ C\{0} is defined up to multiplication with
a function of γ (proposition 2.2). Due to Eq. (8), the matrix of the co-
efficient(s) of L is Γ(s; γ) = ∂L(t,s;γ)

∂s

∣∣∣
t=s

= 1
f(s;γ)

df(s;γ)
ds = d

ds

[
ln(f(s; γ)

]
and [1, Eq. (2.31)] takes the form L(t, s; γ) = exp

(
− ∫ t

s
Γ(σ; γ)dσ

)
.

A change e(s; γ) �→ e′(s; γ) = a(s; γ)e(s; γ), with a(s; γ) ∈ C\{0}, of
the frame {e} implies (see Eq. (4) and Eq. (9)) L(t, s; γ) �→ L′(t, s; γ) =
a(s;γ)
a(t;γ)L(t, s; γ) and Γ(s; γ) �→ Γ′(s; γ) = Γ(s; γ) + d

ds

[
ln(a(s; γ))

]
.

The action of the derivation D generated by L is Dγ
sλ =

(
dλγ(s)

ds +

Γ(s; γ)λγ(s)
)
e(s; γ) where λ ∈ PLift1(E, π,M) and Eq. (6) was used.

A frame {e} is normal for L along γ (resp. on U) iff in that frame
equation Eq. (13) holds with f(s; γ) = f0(γ) where γ : J → M (resp.
γ : J → U) and f0 : γ �→ f0(γ) ∈ C\{0} (see proposition 3.1). Since, in a
frame normal along γ (resp. on U), it is fulfilled L(t, s; γ) = 11, Γ(s; γ) = 0
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for a given path γ (every path in U), in every frame {e′ = ae}, we have

L′(t, s; γ) =
a(s; γ)
a(t; γ)

, Γ′(s; γ) =
d
ds
[
ln(a(s; γ)

]
. (14)

In addition, for Euclidean on U ⊆M transport L, the representation

Γ′(s; γ) = Γ′
µ(γ(s))γ̇′µ(s) (15)

holds for every C1 path γ : J → U and some Γ′
µ : V → C with V being

an open set such that V ⊇ U (proposition 3.2). Therefore (see theorem 3.1
and [1, theorem 4.2]) Eq. (14) holds for a(s; γ) = a0(γ(s)) for some a0 :
U → C\{0}. So Eq. (15) can be satisfied if we choose

Γ′
µ = Eµ(a) for some a : V → C, a|U = a0 (16)

with {Eµ} being a frame in the bundle space tangent to M . If U is not an
open set, this choice of Γ′

µ is not necessary as Eq. (15) will be preserved, if
to the r.h.s. of Eq. (16) is added a function G′

µ such that G′
µγ̇

′µ = 0.
Due to Eq. (11), the functions Γµ and Γ′

µ in two pairs of frames
({e}, {Eµ}) and ({e′ = ae}, {E′

µ = BνµEν}), respectively, are linked via

Γ′
µ = BνµΓν +

1
a
E′
µ(a) = Bνµ

(
Γν + Eν(ln a)

)
. (17)

So, with respect to changes of the frames in the tangent bundle space over
M , when a = 1, they behave like the components of a one-form.

Frames normal along injective paths always exist (corollary 3.1), but on
an arbitrary submanifold N ⊆M they exist iff the functions Γµ satisfy the
conditions Eq. (12) with x ∈ N in the coordinates described in theorem 3.2.

5. Bundle description of the classical electromagnetic field

Recall [8,9], the classical electromagnetic field is described via a real 1-form
A over a real 4-manifold M (endowed with a (pseudo-)Riemannian metric
g and) representing the space-time model.d The electromagnetic field itself
is represented by the two-form F = dA, where “d” denotes the exterior
derivative operator, with local components (in some local coordinates {xµ})

Fµν = −∂Aµ
∂xν

+
∂Aν
∂xµ

. (18)

The Maxwell equations describing it, and its (minimal) interactions with
other objects are invariant under a gauge transformation

Aµ �→ A′
µ = Aµ +

∂λ

∂xµ
(19)

d The particular choice of M is insignificant for the following.
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or A �→ A′ = A+ dλ, where λ is a C2 function. The electromagnetic field is
invariant under simultaneous changes of the local coordinate frame, Eµ =
∂
∂xµ �→ E′

µ = BνµEν with Bνµ := ∂xν

∂x′µ , and a gauge transformation Eq. (19):

Aµ �→ A′
µ = BνµAν + E′

µ(λ) = Bνµ

(
Aν +

∂λ

∂xν

)
. (20)

The similarity between Eq. (20) and Eq. (17) implies the idea of identi-
fying the electromagnetic potentials Aµ with the matrices Γµ of the 3-index
coefficients of some transport in a line bundle (E, π,M).

Let M be a real 4-manifold, representing the space-time model, and
(E, π,M) be a line bundle over it.e We identify the potentials Aµ of an
electromagnetic field with the coefficients of a linear transport L along paths
in (E, π,M) whose matrix has the representation Eq. (15) (along every
path and in every pair of frames). Hence, the 3-index coefficients of L are
uniquely defined and supposed to be (arbitrarily) fixed in some pair of
frames.

Since the 3-index coefficients of linear transport are defined in a pair
of frames ({e}, {Eµ}), {e} in the bundle space E and {Eµ} in the tangent
bundle space T (M), the change Eq. (20) expresses simply the transforma-
tion of Aµ under the pair of changes e �→ e′ = ae and Eµ �→ E′

µ = BνµEν
and follows from Eq. (17) for a = eλ. It should be emphasized, now the
(pure) gauge transformation Eq. (19) appears as a special case of Eq. (20),
corresponding to a change of the frame in E and a fixed frame in T (M).f

So Eq. (19) is directly incorporated in the definition of the field potential
A. This conclusion is in contrast to classical electrodynamics where the
change Eq. (19) is a simple observation of ‘additional’ invariance of the
field.

Defining the electromagnetic field (strength) by F = dA, the Eq. (18)
remains valid in a coordinate frame {Eµ = ∂/∂xµ}. Since A and F possess
all of the properties they must have in classical electrodynamics, they repre-
sent an equivalent description of electromagnetic field. The only difference
with respect to the classical description is the clear geometrical meaning
of these quantities, as a consequence of which an electromagnetic field can
be identified with a linear transport in a line bundle over the space-time.
The proposed treatment of electromagnetic field is equivalent to the mod-

e The consideration of the real case does not change the above results with the exception
that C should be replaced by R.
f Cf. a similar conclusion in [10, p. 178], in which a gauge transformation, in a general
gauge theory, is interpreted as a change in fibre coordinates of a principle bundle.



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

126 B.Z. Iliev

ern one of gauge theories (see, e.g., [11] or [12]), where the electromagnetic
potentials are regarded as coefficients of a suitable linear connection.

In the approach proposed, the different gauge conditions, which are
frequently used, find a natural interpretation as a partial fix of the class of
frames in the bundle space employed.

6. Normal and inertial frames

Comparing Eq. (18) with Eq. (12), we get g

Fµν = Rµν(−A0,−A1,−A2,−A3). (21)

Thus, the electromagnetic tensor F is completely responsible for the exis-
tence of frames normal for L (theorem 3.2). If N is a submanifold of M ,
frames normal on N for L exist iff in the special coordinates {xµ}, described
in theorem 3.2, is valid Fαβ |U = 0 for α, β = 1, . . . ,dimN . According to
theorem 3.1, an electromagnetic field admits frames normal on U ⊆ M

iff the transport L corresponding to it is path-independent on U . Thus, if
L is path-dependent on U , the field does not admit frames normal on U .
This result is the classical analogue of a quantum Aharonov-Bohm effect
[13,14], whose essence is that the electromagnetic potentials directly, not
only through the field tensor F , can give rise to observable physical results.

Suppose L is Euclidean on a neighborhood U ⊆M . Eq. (21) and theo-
rem 3.2, imply F |U = dA|U = 0, i.e. on U the electromagnetic field strength
vanishes and hence the field is a pure gauge on U ,

Aµ|U =
∂f0
∂xµ

∣∣∣
U

(22)

for some C1 function f0 defined on an open set containing U or equal to it.
By proposition 3.1, in a frame {e′} normal on U for L vanish the 2-index
coefficients of L along any path γ in U :

Γ′(s; γ) = A′
µ(γ(s))γ̇µ(s) = 0 (23)

for every γ : J → U and s ∈ J . Using Eq. (22), it is trivial to see that any
transformation Eq. (20) with λ = −f0 transforms Aµ into A′

µ such that

A′
µ|U = 0. (24)

Hence, by Eq. (23), the frame {e′ = e−f0e} in E is normal for L on U .
Therefore, in the frame {e′}, vanish not only the 2-index coefficients of L

g In this section, we assume the Greek indices to run over the range 0, 1, 2, 3.
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but also its 3-index ones, i.e. {e′} is a frame strong normal on U for L. Ap-
plying Eq. (20) one can verify, all frames strong normal on a neighborhood
U for L are obtainable from {e′} by multiplying its vector e′ by a function
f such that ∂f

∂xµ

∣∣
U

= 0, i.e. they are {b e−f0e} with b ∈ R\{0} as U is
a neighborhood. Thus, every frame normal on a neighborhood U for L is
strong normal on U for L and vice versa.

A frame (of reference) in the bundle space, in which Eq. (24) holds on
U ⊆ M , is called inertial on U for the electromagnetic field . The frames
inertial on U for a given electromagnetic field are the ones in which its
potentials vanish on U .

In a frame inertial on U ⊆ M for an electromagnetic field it is not
only a pure gauge, but in such a frame its potentials vanish on U . Therfore
(see also [15–17]) there existent frames inertial at a single point and/or
along paths without self-intersections for every electromagnetic field; on
m-submanifolds with m ≥ 2 such frames exist only as an exception.

Let there be given a physical system consisting of pure or, possibly,
interacting gravitational and electromagnetic fields which are described via,
respectively, a linear connection ∇ in the tangent bundle (T (M), πT ,M)
over the space-time M and a linear transport along paths in a line bundle
(E, πE ,M) over M . On one hand, the frames inertial for an electromagnetic
field, if any, in the bundle space E are completely independent of any frame
in the bundle space T (M) tangent to M . On the other hand, the frames
inertial for the gravity field, i.e. the ones normal for ∇, if any, are frames
in T (M) and have nothing in common with the frames in E. Consequently,
if there is a frame {Eµ} in T (M) inertial on U ⊆ M for the gravity field
and a frame {e} in E inertial on the same set U for the electromagnetic
field, the frame {e × Eµ} = {(e, Eµ)} in the bundle space of the bundle
(E × T (M), πE × πT ,M ×M) over M ×M can be called simply inertial
on U (for the system of gravity and electromagnetic fields). Thus, in an
inertial frame, if any, the potentials of both, gravity and electromagnetic,
fields vanish. Relying on the results obtained in this work, as well as on
the ones in [3,15–17], we can assert the existence of inertial frames at every
single space-time point and/or along every path without self-intersections
in it. On submanifolds of dimension higher than one, inertial frames exist
only for some exceptional configurations of the fields which can be described
on the base of the results in the cited works.
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7. Conclusion

In the present paper was exemplified the theory of linear transports along
paths and the frames normal for them on line bundles. The application
of the results to the classical electrodynamics gives rise to a geometric
interpretation of the electromagnetic field as a linear transport in a line
bundle and to an introduction of inertial frames for this field. As pointed
in [5], the linear transport, describing the electromagnetic field, is in fact
the parallel transport generated by the linear connection describing it in
the known its geometrical interpretation [18].

The coincidence of the normal and inertial frames for the electromag-
netic field expresses the equivalence principle for that field [5]. This principle
is a provable theorem and it is always valid at any single point or along
given path (without selfintersections) as these are the only cases when nor-
mal frames for a linear connection or transport always exist.

The considerations in this work confirm our opinion that the frames
(and possibly coordinates) in bundle spaces, in which some physical fields
‘live’, should be regarded as parts of the frames of references with respect to
which a physical system is investigated.h For an electromagnetic field, these
are the one-vector field frames {e} in the bundle space E of the line bundle
(E, π,M) in which the field is describe via a transport L. With respect to
{e} is defined the coefficient of L and with respect to a pair ({e}, {Eµ}),
with {Eµ} being a frame in the bundle tangent to the spacetime, are defined
the (3-index) coefficients of L which coincide with the components Aµ of
the 4-vector potential of the electromagnetic field. Since Aµ are observable
(if one beliefs in the Aharonov-Bohm effect) and {Eµ} is an essential path
of the frames of reference, one can conclude that {e} should be a part of
the frame of reference.

The work on this paper was partially supported by the National Science
Fund of Bulgaria under Grant No. F 1515/2005.
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this type of nonlinear Schrödinger equation.
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1. Introduction

The Schrödinger-Poisson system can be written in terms of the wave func-
tion ψ and the potential V as follows

i∂tψ + ∆ψ = V ψ, (t, x) ∈ R+ × R
3, (1)

∆V = −4π|ψ|2, (2)

where the (−) sign in the Poisson equation (2) corresponds to the repulsive
type of the single-quantum state interaction. The above system appears in
Quantum Mechanics, the analysis of the electron transport under particular
contexts and the semiconductor theory.

Solving the second equation with respect to V = V (|ψ|2) and substitut-
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ing into the first one we obtain the following single equation

i∂tψ + ∆ψ = (|x|−1 ∗ |ψ|2)ψ, (3)

where ∗ denotes the usual convolution operator in R3. Equation (3) is known
as the Schrödinger equation with nonlocal nonlinearity of Coulomb type or
the Hartree equation and arises, for instance, as an effective description of
boson stars (see for more details Born [2] and Lieb and Simon [10]).

In general, the Hartree nonlinearities (|x|−γ ∗ |ψ|2)ψ, 0 < γ < 3 are by
far most difficult to handle, due mainly to the presence of the convolution;
the power nonlinearities |ψ|p−1ψ, p > 1 are quite manageable and can be
handled by the standard theory of semilinear Schrödinger equation. The
analysis divides into the following three cases: the short-range case γ > 1,
the long-range case 0 < γ < 1, and the borderline (or the critical) case
γ = 1.

Although there is a large literature on the Cauchy problem for the
Schrödinger-Poisson system (and Hartree equation), there still remains the
question for the optimal energy space, which ensures the local and global
existence of solutions with arbitrary initial data.

Let Hs(R3) denotes the inhomogeneous Sobolev space of positive index
s and Ḣs(R3) denotes the corresponding homogeneous space with norms

‖f‖Hs = ‖〈∇〉sf‖L2(R3); ‖f‖Ḣs = ‖|∇|sf‖L2(R3),

respectively. We shall consider the Cauchy problem for the system (1)–(2)
with initial data

ψ(0, x) = ψ0. (4)

The local existence definition that we shall use reads as follow: for any
choice of initial data ψ0 ∈ Hs, there exists a positive time T = T (‖ψ0‖Hs)
depending only on the norm of the initial data, such that a solution to the
Cauchy problem exists on the time interval [0, T ] and is unique in a certain
Banach space of functions XT ⊂ C0([0, T ], Hs). If T = ∞ we say that a
solution to the Cauchy problem exists globally.

For our purposes we restrict ourselves to initial data in Hs with 0 <

s < 1, and make some comments for the limiting cases where s = 0, 1. It
is known (see Ginibre and Velo [5]), that the initial value problem (1)–(2)
is locally well-posed in Hs when s > 1

2 , and local in time solutions enjoy
charge conservation law

‖ψ(t, · )‖L2 = ‖ψ0( · )‖L2 . (5)
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Moreover, H1 solutions enjoy conservation of the energy

E(ψ)(t) =
1
2
‖ψ(t, ·)‖2

Ḣ1 +
1
4

∫
R3
V (t, x)|ψ(t, x)|2dx = E(ψ)(0), (6)

which together with (5) and the local theory immediately yields global in
time well-posedness with initial data in H1. One of the first results con-
cerning similar problem is the paper of Chadam and Glasey [4], where they
prove global existence for the Hartree equation with an external Coulomb
potential in the energy space H1. A small data global existence and scatter-
ing is proved in the work of Hayashi, Naumkin and Ozawa [6] in the space
Hγ,0 ∩ H0,γ for 1

2 < γ < n
2 , where Hm,s denotes the weighted Sobolev

space.
Another approach for proving local/global existence for the Schrödin-

ger-Poisson system (and Hartree equation) is the use of Strichartz-type
inequalities. In [3] Castella establishes global existence result for solutions in
the class C0(R, L2(R3))∩Lq(R, Lp(R3)) for range of the admissible indices
p > 3, 1

q = 3
4 − 3

2p and initial data in L2. Note that, due to the Sobolev
embedding Hs ⊂ L2 ∩ Lp in R3 with p > 3, implies s = 3

2 − 3
p >

1
2 .

The main purpose of the present work is to construct a local in time
theory for the homogeneous Sobolev space Ḣ

1
2 without using conserva-

tion laws and the Strichartz (i.e., linear space-time) estimates for the free
propagator eit∆. We intend to prove our results by a standard fixed-point
method applied to an integral version of (1)–(2). The proof employs sharp
estimates (e. g., Kato [7] inequality (15) below) for obtaining local Lipschitz
continuity of the nonlinearities of Hartree type. Then, replacing Ḣ

1
2 with

H
1
2 , we succeed to establish global existence for the Schrödinger-Poisson

system with arbitrary initial data in H
1
2 , which improves the Hs- theory

with s > 1
2 .

2. Local existence result in Ḣ
1
2

For R > 0 and T > 0, let ẊT be a ball of radius R in the function space
C0([0, T ], Ḣ

1
2 (R3)), defined by

ẊT =
{
ψ ∈ C0([0, T ], Ḣ

1
2 (R3)); ‖ψ‖

L∞([0,T ],Ḣ
1
2 )
≤ R

}
. (7)

Our first result is the following theorem.

Theorem 2.1. There exists a constant T > 0, such that for any ψ0 ∈
Ḣ

1
2 (R3) with ‖ψ0‖

Ḣ
1
2
≤ R, there exists unique solution ψ ∈ ẊT to (1)–(2),

which satisfies the initial condition (4).
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Proof. Assuming the initial data ψ0 ∈ Ḣ
1
2 and ψ ∈ ẊT and using the

Duhamel’s integral representation we define the map Φ : ψ �→ Φ(ψ) by

Φ(ψ)(t) = U(t)ψ0 − i
∫ t

0

U(t− s)V ψ(s)ds : 0 < t ≤ T, (8)

where U(t) = eit∆ is the free Schrödinger group. Then, the following esti-
mate holds

‖Φ(ψ)‖
L∞([0,T ],Ḣ

1
2 )
≤ C

(
‖ψ0‖

Ḣ
1
2

+ ‖V ψ‖
L1([0,T ],Ḣ

1
2 )

)
. (9)

Using the Leibnitz rule for fractional derivative [9], together with Kato-
Ponce type estimates [8]

‖fg‖Ḣs ≤ C
(
‖f‖Lp1‖|∇|sg‖Lp2 + ‖|∇|sf‖Lp3‖g‖Lp4

)
,

s ≥ 0,
1
p1

+
1
p2

=
1
p3

+
1
p4

=
1
2
, p2, p3 ∈ (1,∞), (10)

the space estimate of the Hartree nonlinearity becomes

‖V ψ‖
Ḣ

1
2
≤ C

(
‖ψ‖L3‖|∇| 12V ‖L6 + ‖ψ‖

Ḣ
1
2
‖V ‖L∞

)
. (11)

Thanks to Sobolev inequality

‖ψ‖Lp ≤ C‖ψ‖Ḣs , p > 1,
1
p

=
1
2
− s

3
, (12)

we get

‖ψ‖L3 ≤ C‖ψ‖
Ḣ

1
2
. (13)

For the L∞ norm of the potential V , we obtain the first crucial estimate

‖V ‖L∞ = sup
x∈R3

∫
R3

|ψ(y)|2
|x− y| dy ≤ C‖(−∆x−y)

1
4ψ‖2L2 ≤ C‖ψ‖2

Ḣ
1
2
, (14)

where we use the operator inequality (see Kato [7])

|x− y|−1 ≤ π

2
(−∆x−y)

1
2 (15)

and the translation invariance ∆x−y = ∆y for all x ∈ R3.
The Gagliardo-Nirenberg inequality (see for instance Stein [12])

‖|∇|jg‖Lp ≤ C‖|∇|mg‖aLr‖g‖1−aLq , (16)

holds for any 1 ≤ q, r ≤ ∞ and any 0 ≤ j < m. Here p ≥ 1 is such that
1
p = j

3 +
(

1
r − m

3

)
a + 1−a

q and the parameter a is any from the interval
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j
m ≤ a ≤ 1. Rewriting the above inequality with j = 1

2 , m = 2, p = 6,
r = 3

2 and q = ∞ we obtain

‖|∇| 12 V ‖L6 ≤ C‖|∇|2V ‖a
L

3
2
‖V ‖1−aL∞ = C‖ −∆V ‖a

L
3
2
‖V ‖1−aL∞ , (17)

which holds for any parameter a ∈ [1/4, 1]. By using (13), (14), and the
fact ∆V = −4π|ψ|2, we get the estimate

‖|∇| 12V ‖L6 ≤ C‖ψ‖2aL3‖V ‖1−aL∞ ≤ C‖ψ‖2a
Ḣ

1
2
‖ψ‖2−2a

Ḣ
1
2

= C‖ψ‖2
Ḣ

1
2
. (18)

Collecting the above estimates yields

‖V ψ‖
Ḣ

1
2
≤ C‖ψ‖3

Ḣ
1
2
, (19)

which after integration over the finite slab [0, T ], leads to the following local
estimate of the nonlinear term

‖V ψ‖
L1([0,T ],Ḣ

1
2 )
≤ CTR3. (20)

Therefore we can rewrite (9) as

‖Φ(ψ)‖
L∞([0,T ],Ḣ

1
2 )
≤ C

(‖ψ0‖
Ḣ

1
2

+ TR3
)
. (21)

In order to prove the contraction property for the map Φ, we shall
proceed in the same way as for (20). Let ψ, φ ∈ ẊT and define the potential
Vψφ by

∆Vψφ = −4πψφ̄, (22)

which is equivalent in R3 to

Vψφ =
1
|x| ∗ ψφ̄. (23)

We can estimate

‖Vψψψ − Vφφφ‖
Ḣ

1
2
≤ ‖(Vψψ − Vφψ)ψ‖

Ḣ
1
2

+ ‖(Vφψ − Vφφ)ψ‖
Ḣ

1
2

+ ‖Vφφ(ψ − φ)‖
Ḣ

1
2

= A+B +D. (24)

For the first quantity, as in (11) we have

A = ‖(Vψψ − Vφψ)ψ‖
Ḣ

1
2

≤ C
(‖ψ‖L3‖|∇| 12 (Vψψ − Vφψ)‖L6 + ‖ψ‖

Ḣ
1
2
‖Vψψ − Vφψ‖L∞

)
(25)

Definition (22) and Kato estimate (14) imply

‖Vψψ − Vφψ‖L∞ ≤ C‖ψ − φ‖
Ḣ

1
2
‖ψ‖2

Ḣ
1
2
, (26)
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while from Gagliardo-Nirenberg inequality (18) we write

‖|∇| 12 (Vψψ − Vφψ)‖L6 ≤ C‖ψ − φ‖
Ḣ

1
2
‖ψ‖2

Ḣ
1
2

(27)

and finally, using (13) we obtain

A ≤ C‖ψ − φ‖
Ḣ

1
2
‖ψ‖2

Ḣ
1
2
. (28)

Repeating the same procedure, we can bound the remaining quantities
in (24) as follows

B ≤ C‖ψ − φ‖
Ḣ

1
2
‖ψ‖

Ḣ
1
2
‖φ‖

Ḣ
1
2

(29)

and

D ≤ C‖ψ − φ‖
Ḣ

1
2
‖φ‖2

Ḣ
1
2
. (30)

Thus, we finally obtain

‖Vψψψ − Vφφφ‖
L1([0,T ],Ḣ

1
2 )
≤ CTR2‖ψ − φ‖

L∞([0,T ],Ḣ
1
2 )
. (31)

Choosing C‖ψ0‖
Ḣ

1
2
≤ R

2 and T ≤ 1
2CR2 , we see that the map Φ : ψ �→ Φ(ψ)

is a contraction on ẊT and hence Φ(t) has a unique fixed point ψ for any
time t ≤ T (‖ψ0‖

Ḣ
1
2

).

Of significant importance is the observation that the homogeneous
Sobolev norms are not invariant under time translation and thus, we can
not extend our local existence result globally in time. In the next section we
shall establish global existence for the Schrödinger-Poisson system (1)–(2)
by assuming at least charge conservation.

3. Global existence result in H
1
2

From the arguments mentioned above, the proof of global existence re-
quires the use of at least one of the conservation laws (5) and (6). There-
fore, we assume conservation of charge and consider the inhomogeneous
Sobolev space H

1
2 . Let XT be a ball of radius R > 0 in the function space

C0([0, T ], H
1
2 (R3)), defined by

XT =
{
f ∈ C0([0, T ], H

1
2 (R3)); ‖f‖

L∞([0,T ],H
1
2 )
≤ R

}
. (32)

Our second main result concerns the global existence below the energy
space.

Theorem 3.1. For any ψ0 ∈ H
1
2 (R3) with ‖ψ0‖

H
1
2
≤ R, there exists

unique solution ψ ∈ XT to (1)–(2), which satisfies the initial condition (4).
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Proof. We start by showing that the nonlinearity V ψ is locally Lipschitz
continuous from L1([0, T ], H

1
2 ) into C0([0, T ], H

1
2 ). In other words, we shall

prove that for all ψ, φ ∈ XT holds the following estimate

‖Vψψψ − Vφφφ‖
L1([0,T ],H

1
2 )
≤ C(T,R)‖ψ − φ‖

L∞([0,T ],H
1
2 )
. (33)

From the equivalence

‖f‖L2 + ‖|∇| 12 f‖L2 � ‖f‖
H

1
2

� ‖f‖L2 + ‖|∇| 12 f‖L2, (34)

it is sufficient to estimate the quantities

‖Vψψψ − Vφφφ‖L2 , ‖|∇| 12 (Vψψψ − Vφφφ)‖L2 . (35)

The second one is estimated in the previous section by (24)–(30) and it is
obvious that

‖|∇| 12 (Vψψψ − Vφφφ)‖L2 ≤ C
(‖ψ‖2

H
1
2

+ ‖φ‖2
H

1
2

)‖ψ − φ‖
H

1
2
. (36)

For the first quantity in (35), applying Hölder inequality we have

‖Vψψψ − Vφφφ‖L2

≤ ‖(Vψψ − Vφψ)φ‖L2 + ‖(Vφψ − Vφφ)ψ‖L2 + ‖Vφφ(ψ − φ)‖L2

≤ C
(‖(Vψψ − Vφψ)‖L6‖φ‖L3 + ‖(Vφψ − Vφφ)‖L6‖φ‖L3

+ ‖Vψψ‖L∞‖φ− ψ‖L2

)
. (37)

Observing that 1
|x| ∈ L(3,∞), where L(p,q) are the Lorentz spaces and L(p,∞)

denotes the weak Lp space (see Berg and Löfström [1] and O’Neil [11] for
more details) and using the weak Young inequality, we get

‖(Vψψ−Vφψ)‖L6 ≤ C

∥∥∥∥ 1
|x|

∥∥∥∥
L(3,∞)

‖|ψ|2−φψ̄‖
L

6
5
≤ C‖ψ‖L3‖φ−ψ‖L2 , (38)

which is the second crucial inequality in the present work. The remaining
terms in (37) deserve no further comment, since they can be estimated in a
similar fashion to all estimates derived so far. Thus, by integration in time,
we derive (33) with a Lipschitz constant C(T,R) = CTR2 ≤ 1

2 .
Let ψ0 ∈ H

1
2 be a fixed initial data of (1)–(2) and let us suppose

that the solution ψ belongs to the Banach space XT . Local existence and
uniqueness of a solution ψ ∈ XT now follows by standard methods for
evolution equations with locally Lipschitz nonlinearities, that is, the map
Φ(t), defined by (8) has a fixed point for any time 0 < t ≤ T (‖ψ0‖

H
1
2

).
Moreover, continuous dependence on initial data, i.e. the map ψ0 �→ ψ ∈ XT

is continuous for every compact interval I ⊂ [0, T ], can also be deduced by
standard arguments for general theory on semilinear evolution equations.
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The global existence result follows from the following remark, that is, if we
choose the radius R of the ball XT ⊂ C0([0, T ], H

1
2 ) to be constant during

the time evolution and such that R ≥ 2C‖ψ0‖
H

1
2

, then one can reiterate
in time with initial data in T, 2T, . . . and cover the whole [0,∞).
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In this paper a multidimensional version of the double-complex algebra C(1, j)
is developed. The problem about the double-complex quadratic forms, stated
in [1], is considered. We find the natural holomorphic Q-geometry and com-
plex Hermitian one following the classical theorem of Lagrange for complex
quadratic forms Q (see for instance [2]). A remark about fourth-complex
quadratic forms is included [3]. Let us note that in fact the double-complex
algebra is an alternative version of the known bi-complex algebra [1].

Keywords: Double-complex n-vectors; Double-complex quadratic forms; Com-
plex Hermitian quadratic forms; Double-complex Q-orthogonal geometry;
Fourth-complex quadratic forms.

1. Double-complex numbers and double-complex vectors

We shall consider the algebra of double-complex numbers C(1, j) consti-
tuted by the elements a = z+ jw, where z and w are complex numbers and
j2 = i, i2 = −1. The underlying vector space coincides with C × C = C2,
the vector space of couples (z, w) of complex numbers. The conjugate a∗ of
a is defined as a∗ = z − jw. It follows that in the algebra C(1, j) we have
aa∗ = z2 − iw2. In C × C we have a+ a∗ = 2z, and a− a∗ = 2jw.

By C2n is denoted the Cartesian product of n times C2, and respectively
by Cn(1, j) the Cartesian product of n times C(1, j). Clearly (C2)n is the
underlying vector space of the algebra Cn(1, j).

Let α := (α1, α2, . . . , αn) be a sequence of n double-complex numbers.
It defines a double-complex n-vector, denoted by α. The double-complex
numbers αk are called coordinates of α. We say that α is vector in Cn(1, j).
We shall consider a system α1, . . . , αm of m double-complex n-vectors. By

2000 MS Classification: 30G35, 31C99, 32W99
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(αlk), k = 1, . . . ,m, l = 1, . . . ,m, is denoted the matrix of all coordinates of
the given system. If this matrix is of maximal rank the mentioned system
is linear independent. In the case when the n×n matrix (αlk), k = 1, . . . , n,
l = 1, . . . , n, is of maximal rank, i.e. det(αlk) �= 0, the sequence of double-
complex vectors (α1, α2, . . . , αn) is a system of linear independent double-
complex n-vectors. Each maximal system of linear independent double-
complex vectors in Cn(1, j) is called a base of Cn(1, j).

Now we will equipped the set of all double-complex n-vectors Cn(1, j)
with operations of addition and multiplication of its elements. Namely, we
have

Proposition 1.1. The set of all double-complex n-vectors is an algebra
with respect to the following operations: if α and β are double-complex n-
vectors

α+ β := (α1 + β1, . . . , αn + βn),

αβ := (α1β1, . . . , αnβn).

Proof. It is easy to verify that with respect to the first operation (the
addition) the set Cn(1, j) is a commutative group with O(0, . . . , 0) as a
neutral element. The second operation is a commutative multiplication.
Both of them define a structure of an algebra over the algebra C(1, j) of
double-complex numbers.

Definition 1.1. We say that the double-complex n-vector α is a zero-
divisor in the algebra Cn(1, j) if there exist double-complex n-vector γ
such that γα = 0.

Proposition 1.2. The double-complex n-vector α is a zero-divisor in
Cn(1, j) iff for each coordinate αk = zk + jwk, we have (zk)2− i(wk)2 = 0,
k = 1, . . . , n.

Proof. Let γ =
{

(uk + jvk)
}

be a double-complex n-vector such that
γα = 0. In coordinates the product γα seems as follows γα =

{
(uk +

jvk)(zk + jwk)
}

. Calculating we obtain the following homogenous linear
system with respect to the given non-zero couple uk, vk

zkuk + iwkvk = 0, wkuk + zkvk = 0.

This implies that the determinant of the coefficients of the considered sys-
tem is equal to zero, namely (zk)2 − i(wk)2 = 0, k = 1, . . . , n.
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Definition 1.2. We say that α∗ is a conjugate n-vector of the n-vector
α = (αk) if α∗ := ((α1)∗, (α2)∗, . . . , (αn)∗).

Proposition 1.3. For every double-complex n-vector α we have

αα∗ = ((z1)2 − i(w1)2, . . . , (zn)2 − i(wn)2) ∈ Cn.

2. Bilinear and quadratic forms on Cn(1, j)

We shall consider C-bilinear symmetric forms on the algebra of double-
complex n-vectors. Let B(α, β) be such form. This means that a mapping
B is defined as follows

B : Cn(1, j)× Cn(1, j) → C, (α, β) → B(α, β),

α, β ∈ Cn(1, j), B(α, β) ∈ C,
and B(α, β) = B(β, α) for every couple (α, β) of elements of Cn(1, j).

Let (ε1, ε2, . . . , εn) be a base in Cn(1, j). Then we have

α =
∑

αlεl and β =
∑

βkεk,

and

B(α, β) =
∑
l

∑
k

αlβkB(εl, εk).

Setting B(εl, εk) = blk we can rewrite the above expression as follows

B(α, β) =
∑
l

∑
k

blkα
lβk with blk = bkl ∈ C.

Definition 2.1. We say that a C-quadratic form Q(α) over Cn(1, j) is
defined if there is a C-bilinear form B(α, β) such that Q(α) = B(α, α) for
every double-complex vector α.

So, Q(α) is defined with the help of the symmetric bilinear form B(α, β).
Inversely, we have

B(α, β) = 1/2(Q(α+ β)−Q(α)−Q(β)), ∀α, β ∈ Cn(1, j).

With α =
∑
αlεl we obtain Q(α) =

∑∑
qlkα

lαk, setting qlk = blk.
A matrix representation for the quadratic form is obtained as ordinary:

Q(α) = (α1, . . . , αn)Q(α1, . . . , αn)τ )

where Q denotes the matrix ‖qlk‖, (α1, . . . , αn)τ is the column of the coor-
dinates αk and (α1, . . . , αn) is its row.
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3. Double-complex holomorphic Q-orthogonal geometry

Let Q := Q(α1, . . . , αn) be a double-complex symmetric quadratic form.
The double-complex coordinate representation of Q seems as follows

Q(α1, . . . , αn) = q11(α1)2 + 2q12α1α2 + · · ·+ 2q1nα1αn

+ q22(α2)2 + · · ·+ 2q2nα2αn

+ · · ·
+ qnn(an)2,

where αk = zk + jwk, k = 1, . . . , n. Having in mind that

(αk)2 = (zk)2 + i(wk)2 + j(2zkwk)

and

αkαl = (zk + jwk)(zl + jwl) = zkzl + iwkwl + j(zkwl + wkzl),

we obtain a complex-coordinate representation of Q,

Q(z1, w1, . . . , zn, wn) =
∑
k

(
(zk)2 + i(wk)2

)
+
∑
k,l

(zkzl + iwkwl)

+ j

[∑
k

(2zkwk) +
∑
k,l

(zkwl + wkzl)
]
.

Or Q = Q0 + jQ1, where Q0 and Q1 are complex-valued quadratic forms,
respectively the even part and the odd part of Q:

Q0 =
∑
k

(
(zk)2 + i(wk)2

)
+
∑
k,l

(zkzl + iwkwl),

Q1 =
∑
k

(2zkwk) +
∑
k,l

(zkwl + wkzl).

3.1. Double-complex holomorphicity

A double-complex function f(α) = f0(z, w)+jf1(z, w), where α = z+jw is
a double-complex variable, is a holomorphic double-complex function [1], if
by definition its even part f0(z, w) and odd part f1(z, w) satisfy the follow-
ing double-complex Cauchy-Riemann system of complex partial differential
equations

∂f0/∂z = ∂f1/∂w, ∂f0/∂w = i∂f1/∂z.

Theorem 3.1. Each double-complex quadratic form

Q(z1, w1, . . . , zk, wk, . . . , zn, wn)
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is a separately double-complex holomorphic function with respect to every
couple (zk, wk) of its coordinates.

Proof. We have αk = zk + jwk, and (αk)2 = (zk)2 + i(wk)2 + j(2zkwk).
So, for the even part (αk)20 we have (αk)20 = (zk)2+i(wk)2, and respectively
for the odd part: (αk)21 = 2zkwl. Calculating we obtain

∂(αk)20/∂z
k = 2zk, ∂(αk)21/∂w

k = 2zk,

∂(αk)20/∂z
k = 2iwk, ∂(αk)21/∂z

k = 2wk.

Clearly, the double-complex Cauchy-Riemann system is satisfied by (αk)20
and (αk)21. Analogousely, we verify that the even part and the odd part
of each product αkαl satisfy the double-complex Cauchy-Riemann system
with respect to the couple (zk, wk). Following the same way we verify that

∂Q0/∂z
k = ∂Q1/∂wk, ∂Q0/∂w

k = i∂Q1/∂z
k.

Remark 3.1. In the above written equalities Q0 and Q1 are considered as
C-valued functions of the complex variables (zk, wk), i.e.

Q(. . . , zk + jwk, . . .) = Q0(. . . , zk, wk, . . .) + jQ1(. . . , zk, wk, . . .).

Remark 3.2. Each double-complex quadratic form in Cn(1, j) is repre-
sented as a couple of complex quadratic forms in C2n, but the inverse is
not true. It is to take in view the proved holomorphicity of the double-
complex quadratic forms as a necessary condition.

Example 3.1. Let us take the couple P0 = z2 +w2, P1 = 2zw of complex
quadratic forms in C2. It is easy to see that the couple (P0, P1) does not
satisfies the double-complex Cauchy-Riemann system.

Remark 3.3. With the notion of analytic double-complex valued function
of many double-complex variables in mind one can prove that if f is a
continuous double-complex function in an open set G ⊂ Cn(1, j), and is
holomorphic in each couple of coordinates variables (zk, wk) separately,
then f is an analytic double-complex function. For this purpose it is to
use an Osgood type lemma for double-complex holomorphic functions (to
be published). Applying this theorem for double-complex quadratic forms
we obtain the each double-complex quadratic form is an analytic double-
complex function with respect to all its coordinates.
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3.2. Q-orthogonal geometry

With the help of the double-complex symmetric quadratic form Q we can
develop a notion of Q-orthogonal base in Cn(1, j). This is a base {εk} for
which Q(εk, εl) = 0 (or B(εk, εl) = 0, as qkl = bkl) for each couple (k, l)
with k �= l. A question arises whether every double-complex base in Cn(1, j)
admits a non-degenerate linear transformation in a Q-orthogonal base in
Cn(1, j)? The answer is given by the following Lagrange type theorem.

Theorem 3.2. For every double-complex quadratic form Q on Cn(1, j)
there exist a base {ε1, . . . , εn} such that Q(εk, εl) = 0 when k �= l.

Proof. The proof follows the classical algorithm of Lagrange, adapted for
double-complex variables.

Corollary 3.1. In a Q-orthogonal base the matrix of Q is diagonal.
q11(α1)2 0 · · · 0

0 q22(α2)2 · · · 0
...

...
...

0 0 · · · qnn(αn)2

 .

For this form we have the so called canonical representation

Q(α1, α2, . . . , αn) = q11(α1)2 + q22(α2)2 + · · ·+ qnn(αn)2,

(in double-complex variables) and, respectively, in complex coordinates

Q =
∑
k

qkk{(zk)2 + i(wk)2 + j(2zkwk)}, qkk ∈ C.

In this Q-orthogonal representation the considered quadratic form is sepa-
rately holomorphic. Indeed, Q = Q0 + jQ1 where

Q0 =
∑

qkk{(zk)2 + i(wk)2} and Q1 = 2
∑

qkkz
kwk.

We see that ∂Q0/∂z
k =

∑
k qkk2zk and ∂Q1/∂w

k =
∑
k qkk2zk, so

∂Q0/∂z
k = ∂Q1/∂w

k.
Analogousely, we see that ∂Q0/∂w

k = i∂Q1/∂z
k.

Remark 3.4. It is to remark that all ternary, . . . , n-ary forms Fn are
holomorphic too, but it is not known if they possess a kind of Fn-geometric
interpretation.
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4. Complex-hermitian double-complex quadratic forms

A complex Hermitian double-complex quadratic form Q, or shortly double-
complex Hermitian form, is defined as follows

Q(α, α) =
∑∑

qlkα
l(αk)∗, qlk = Q(εk, εl) ∈ C.

Theorem 4.1. For every double-complex Hermitian quadratic form Q

there exist a base in which Q has the following canonical form

Q(β, β) =
∑

λkβ
k(βk)∗, λk ∈ C.

The proof can be obtained in the same way like in theorem 3.2.
In coordinates we receive

Q(α, α) =
∑
k

∑
l

qlk(zlzk − iwlwk) + j
∑
l

∑
k

(zkwl − zlwk).

and

Q(β, β) =
∑
k

λk((zk)2 − i(wk)∗).

5. Fourth-complex quadratic forms

The algebra of fourth-complex numbers C(1, j, j2, j3) is introduced in [3].
This is a commutative and associative complex algebra, which elements
are denoted as follows α = z0 + z1j + z2j

2 + z3j
3 ,j4 = i. A treatment

of the quadratic forms of fourth-complex variables in terms of quadruples
of complex quadratic forms can be developed. Here we give the simplest
example

α2 = (z0 + z1j + z2j
2 + z3j

3)2 = Q0 +Q1j +Q2j
2 +Q3j

3,

where Qk, k = 0, 1, 2, 3, are complex quadratic forms,

Q0 = z0 + iz2
2 + 2iz1z3, Q1 = 2(z0z1 + iz2z3),

Q2 = z2
1 + iz2

3 + 2z1z2, Q3 = 2(z0z3 + z1z2).

The algebra of multi fourth-complex vectors, say Cn(1, j, j2, j3), appears
naturally, and the corresponding to the above exposed properties of Cn(1, j)
too.

In view of the pages limitation here, we hope to present elsewhere a
more detailed exposition with a classification of the double-complex and
fourth-complex surfaces.
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1. Introduction

The invention of the digital computer in the middle of XX century led to a
change in the viewpoint on numerical algorithms. It became clear that many
classical computational schemes are not suitable for direct implementation
in finite arithmetic (FA) and this has been recognized by the great numerical
analysts of the past such as J. Von Neumann and A. Turing.

A reliable computational procedure has to take into account the main
factors determining the accuracy of the computed solution, namely 1) the
properties of the FA and in particular its rounding unit ; 2) the properties of
the computational problem and in particular its sensitivity; 3) the proper-
ties of the numerical algorithm and in particular its numerical stability. But
often these factors are not taken into account by users and even developers
of mathematical software, who are not numerical analysts.

The aim of this tutorial paper is to highlight some of these problems.
It is based on previous publications of the authors, some of them together
with V. Mehrmann, N. Higham, N. Vulchanov and Z. Gancheva [1–3].



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

Effects of finite arithmetic in numerical computations 147

2. Myths in computational practice

There are sustainable myths [1,3,4] in computational practice which are
popular even among experienced users. According to Myth 1 “Large er-
rors in the computed solution are due to the effect of large number of small
rounding errors done at each operation in FA”. This is rarely true. If there
is a large error then probably it is due to a small number of critical oper-
ations, when a numerical disaster has occurred. Such operation may be a
catastrophic cancellation of true digits in subtraction of close numbers.

Let for example a = 1.000000000ξ be an approximate number, where
the first 10 digits are correct and the digit ξ > 0 is uncertain. Then the
difference a− 1 = 0.000000000ξ will contain no true significant digits. An-
other example of a simple computation with large error is the calculation
of e by the formula e ≈ en := (1 + 1/n)n for large n. This bad way to
compute e is based on the fact that en → e for n→∞. In FA with round-
ing unit ≈ 10−16 we obtain the good approximation e8 with relative error
|e − e8|/e ≈ 10−8 and the bad result e17 = 1 with |e − e17|/e ≈= 0.6321.
The reason is in the FA summation 1 + 10−17 which gives 1.

According to Myth 2 “Rounding errors are not important because they
are small (a variant: because they are compensated)”. The believers in this
myth have at least heard about rounding errors. The next Myth 3 “A
short computation free of cancellation, overflow and underflow, should be
accurate” seems like true statement but the two examples below [4] prove
the opposite.

Consider the transformation of x > 0 into y by the relations xk+1 =
x

1/2
k , x1 = x, for k = 1, 2, . . . , n and xk+1 = x2

k for k = n+ 1, n+ 2, . . . , 2n,
y := x2n+1. The theoretical result is y = x. But for moderate values of n
of about 100, on most computer platforms and for most computing envi-
ronments (as for December 2006), the computed result will be either 1 or
something else with a very large relative error.

Consider next the solution of the linear vector equation Ax = b, where
the matrix A is nonsingular, by LU decomposition A = LU without piv-
oting. Here L is a lower triangular matrix with diagonal elements, equal
to 1, while U is an upper triangular matrix with nonzero diagonal ele-

ments. Let A =
[
ω −1
1 1

]
=
[

1 0
ω−1 1

] [
ω −1
0 1 + ω−1

]
= LU , b =

[
1 + ω

0

]
,

where ω /∈ {−1, 0}. The solution is x = [1,−1]�. In FA, for |ω| sufficiently
small, the quantity 1 + ω−1 will be rounded to ω−1. Thus the computed

matrices will be L̂ = L, Û =
[
ω −1
0 ω−1

]
. The solution x̂ of the rounded
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system L̂Û x̂ = b is x̂ = [0,−1− ω]� with relative error of 71 percent.
Myth 4 “Subtraction of close numbers in FA is dangerous because the

relative error of subtraction is large” deserves some attention. Indeed, the
relative error in subtraction is not bounded. At the same time subtraction
of close numbers is usually done exactly in FA. What happens is that if the
close numbers are approximate (which is typical in FA) then left-most true
digits are cancelled and possible inaccuracies in right-most digits become
important. So useful information is lost even when the subtraction itself
is done exactly. If the close numbers were exact, then the computed result
would also be exact. Of course, cancellation may be harmless. For example,
the FA operation a+(b−c) will be accurate when 1 ) |b−c|/|a|, a �= 0. Thus
Myth 5 “Cancellation in subtraction of near numbers is always dangerous”
is indeed a myth.

Consider now Myth 6 “Increasing the precision of FA always increases
the accuracy of the computed result”. Sometimes this is not true, e.g. the
sum 1079.5 + 1007 − 1099 + 999 − 1079.5 + 1099 = 2006 will be computed
as 0 on most computers in single, double and extended precision. But it
is true that decreasing the rounding unit decreases the known bounds on
the error of FA computations, since in many of them the rounding unit is
a multiplier.

According to Myth 7 “Rounding errors are always harmful”. Some-
times rounding errors may help. For example, the QR algorithm cannot
start theoretically for certain matrices but due to rounding errors it actu-
ally starts.

Counterexamples to Myth 8 “The final result cannot be more accurate
than the intermediate results” are given in [4]. The direct computation of
y = (exp(x)− 1)/x in FA for small |x| will give erroneous results instead of
the exact answer which is close to 1. At the same time setting z = exp(x)
we may compute y as (z − 1)/ log(z). This seems a bad idea since here we
evaluate two functions exp and log instead of exp only. However, this may
produce acceptable results for y even when the intermediate results z − 1
and log(z) are very inaccurate. In MATLAB, Ver. 7 for x = 1.115× 10−16

we obtain (exp(x) − 1)/x = 1.9914 with relative error of 99 percent, and
(exp(x)− 1)/ log(exp(x)) = 1. The latter result has relative error less than
10−16 although the intermediate results exp(x) − 1 and log(exp(x)) have
large errors.

There are many myths in solving linear and nonlinear equations f(x) =
0, where x and f(x) are vectors of same size and the function f is con-
tinuous. Let x̂ be an approximate solution with residual r(x̂) = ‖f(x̂)‖.
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The continuity of the function r and the fact that r(x) = 0 whenever
f(x) = 0, are at the base of Myth 9 “The accuracy of the computed solu-
tion x̂ may be checked by the residual r(x̂) – the smaller the residual, the
better the approximation” and its close variant Myth 10 “For two approx-
imate solutions the better one has smaller residual”. That these myths fail
for nonlinear equations is illustrated by the next example. The algebraic
equation f(x) = x3 − 23.001x2 + 143.022x− 121.021 = 0 has a single real
root x = 1. Let x̂1 = 0.99 and x̂2 = 11.00 be two approximations to this
root, where only x̂1 may in fact be considered as an approximation. But we
have r(x̂1) = 1.0022 and r(x̂2) = 0.1. Thus the residual of the bad approx-
imation x̂2 (with relative error of 1000 percent) is 10 times less than the
residual of the good approximation x̂1 (with relative error of 1 percent)!
The graph of the function f for x ≥ 0 explains clearly what has happened.

But Myths 9 and 10 fail for linear equations Ax = b as well although this
fact is not very popular among experienced users. This may be observed
in equations with ill–conditioned matrix A for which the condition number
cond(A) = ‖A‖ ‖A−1‖ of A is large. Consider the system Ax = b with

A =
[
ε3 1
0 1

]
, b =

[
1
1

]
, where ε > 0 is a small parameter. The solution is

x = [0, 1]�. Let x̂1 = [0, 1 + ε]� be a good approximation to the solution
and x̂2 = [1/ε, 1]� be a very bad one. The relative error of x̂1 is e1 = ε* 1,
while this of x̂2 is e2 = 1/ε ) 1. At the same time the residual for x1 is
ε
√

2, while the residual for x2 is ε2. For ε → 0 the residual ε2 of the bad
solution x̂2 (with relative error 1/ε tending to∞) is arbitrarily smaller than
the residual ε

√
2 of the good solution x̂1 (with relative error ε tending to

0). Note that here cond(A) is of order 2ε−3. Thus we have the following
rule.

“The accuracy check by residuals may be completely misleading for scalar
and vector nonlinear equations as well as for linear vector equations”.

For the equation Ax = b with nonsingular matrix A and a vector x̂ �=
x, we have (in the 2-norm) 1/‖A−1‖ ≤ ‖Ax̂ − b‖/‖x̂ − x‖ ≤ ‖A‖ and
these inequalities are reachable. Denote by x̂1 and x̂2 the vectors, for which
1/‖A−1‖ = ‖Ax̂1− b‖/‖x̂1− x‖, ‖Ax̂2 − b‖/‖x̂2− x‖ = ‖A‖. Then we have
e1/e2 = cond(A)(r1/r2), where ek = ‖x̂k−x‖, rk = ‖Ax̂k−b‖. This explains
why the better approximation may have larger residual for ill-conditioned
systems. Hence we have the following paradox.

“The accuracy check by the size of the residual may be successful when
the equation is well — conditioned and hence the computed solution is good
and there is nothing to check. But when the equation is ill — conditioned
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and there is a danger of large errors then the check based on the residual
may be misleading.”

There are three sophisticated myths that may be useful. Consider
Myth 11 “A reliable way to check the accuracy of the approximate so-
lution is to repeat the computations with double, or some other extended
precision” and its procedural variant Myth 12 “If, after a repeated com-
putation with extended precision, the first several digits in the approximate
solutions computed in both ways coincide, then these digits are true”.

It is true, however, that if we use FA with sufficiently small rounding
unit, we can achieve an arbitrary number of true digits in the computed
result. And it is also true that for this purpose we shall need an arbitrary
large computing time.

Experienced computer users know that if small changes in the data lead
to large changes in the result (i.e. if the computational problem is very sen-
sitive) then the computed solution may be contaminated with large errors.
Sometimes this correct observation is reversed assuming that if, for a given
set of small perturbations, the result is slightly changed, then the accu-
racy of the solution is satisfactory. Thus we come to the next Myth 13

“If the check of the result by repeated computations with slightly perturbed
data gives slightly perturbed results then the computational procedure is re-
liable and the solution is computed with good accuracy”. The reason why
this statement is a myth is that in sensitive problems there are insensitive
manifolds along which large changes of the data cause small changes in
the result. At the same time small perturbations of the data along other
directions can change the result dramatically.

Consider for example the equation Ax = b with A =
[
a+ 1 a

a a− 1

]
, b =

[2a, 2a], where a > 0 is large. The matrix A is nonsingular with det(A) = −1
and the solution is x = [2a,−2a]�. If we change the parameter a to a + δ

then the relative change in both b and x will be |δ|/a. The system looks very
well conditioned. But if we take b = [2a+ 1, 2a− 1]� the solution becomes
x = [1, 1]�. So a relative change of order 1/(2a) in the data causes a relative
change of order 2a in the result – an amplification of order 4a2. This is due
to the ill-conditioning of the problem with cond(A) = 4a2 + 2 + O(a−2).

The next statement is not only a myth but an useful heuristics.
“If a check of the result by several sets of randomly chosen small pertur-

bations in the data and by several rounding units shows small perturbation
in the computed results, then with a high degree of reliability we may expect
that the computed solution is close to the exact one”.
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3. Bad and good computational practices

3.1. Floating–point computations

Consider the computational problem Y = f(X), where the data X and
the result Y are elements of normed spaces. We shall suppose that near
X it is fulfilled that ‖f(X1) − f(X2)‖ ≤ L‖X1 −X2‖, where ‖ · ‖ denotes
the corresponding norm. The Lipschitz constant L ≥ 0 is known as the
absolute condition number of the computational problem. More precisely,
L = L(X, δ) is the supremum of ‖f(X + ∆) − f(X)‖/‖∆‖ over all ∆ �= 0
with ‖∆‖ ≤ δ.

Below we recall some facts about FA with a finite set M ⊂ R of machine
numbers. For definiteness we consider a floating–point FA with rounding
unit u and standard range R := [m,M ], where m ∈ M is the minimum
positive and M ∈ M is the maximum positive number that may be repre-
sented in FA. According to the IEEE Standard [5] we have u " 1.1×10−16,
m " 4.9× 10−324, M " 1.8× 10308.

Real numbers x ∈ (−m,m) are rounded to zero and this is called un-
derflow . Numbers x with |x| ∈ R are rounded to the nearest machine
number fl(x) with a rule to break ties if x is in the middle between two
machine numbers. Finally, numbers with |x| > M cannot be represented in
FA. The latter phenomenon is called overflow and should be avoided. For
x ∈ [M−1,M ] we have fl(x) = x(1 + ε), |ε| ≤ u.

According to the Main Hypothesis of FA “If ◦ denotes an arithmetic
operation and M−1 ≤ |x|, |y|, |x ◦ y| ≤M then the computed value fl(x ◦ y)
of x ◦ y satisfies fl(x ◦ y) = (x ◦ y)(1 + ε) with |ε| ≤ u”.

A dangerous operation in FA is the subtraction x − y of close approx-
imate numbers x and y. If 2y ≥ x ≥ y ≥ 0 then the computed result
fl(x − y) is obtained without rounding errors if the FA uses a guard digit.
Nevertheless, even if the operands x and y are known with high accuracy,
the computed result may be much less accurate due to the loss of significant
left-most digits. This phenomenon is known as cancellation, or even catas-
trophic cancellation. For example, in FA the quantity 6(x − sinx)/x3 will
be computed wrongly as 0 for small x instead of the exact answer which is
close to 1. The reason is cancellation in the subtraction of the close numbers
fl(x) and fl(sin(fl(x))).

There exist integer algorithms which allow computations which are ex-
act to a large extent. For example, some computer systems for doing mathe-
matics may work in a way which corresponds to a machine word with length
of several thousand or even million decimal digits. However, this leads to a
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slow speed of computations.
Consider a computational algorithm for the computation of Y = f(X)

which produces the answer Ŷ = f̂(X) in FA. Here the expression f̂(X)
depends also on the parameters of FA. The computational algorithm is
numerically stable if the computed result Ŷ is close to the exact result
of a near problem in the sense that ‖Ŷ − f(X̂)‖ ≤ C1u‖Y ‖ and ‖X̂ −
X‖ ≤ C2u‖X‖ within a tolerance of order u2, where C1, C2 ≥ 0 depend on
the algorithm. The above relations give the accuracy estimate ‖Ŷ − Y ‖ ≤
C1u‖Y ‖ + LC2u‖X‖ + O(u2). For X �= 0 and Y �= 0 we obtain an useful
bound on the relative error in the computed solution

‖Ŷ − Y ‖
‖Y ‖ ≤ u(C1 + C2Crel) + O(u2),

where Crel = L‖X‖/‖Y ‖ is the relative condition number of the problem
Y = f(X). This estimate reveals the three main factors determining the
accuracy of the computed solution as follows.

(1) The properties of FA through the constant u and implicitly through
the avoidance of over — and underflows.

(2) The properties of the computational problem through the constant Crel.
(3) The properties of the computational algorithm through the constants

C1 and C2.
It is often assumed that C1 = 0 and C2 = 1. In this case the accuracy

estimate takes the simple form ‖Ŷ − Y ‖/‖Y ‖ ≤ uCrel.
The above estimates correspond to a good computational practice, where

the following heuristic rule of thumb may be useful.
“If uCrel < 1 then one may expect about − lg(uCrel) true decimal digits

in the computed solution”.
When the actual relative error is much larger than u(C1 + C2Crel) or

uCrel we have an example of a bad computational practice. Bad compu-
tational practices may occur as an attempt to translate directly a certain
computational scheme into a computational algorithm without taking into
account the properties of FA.

In the next sections we consider bad and good computational practices
in the main problems of numerical linear algebra, see e.g. [6].

3.2. Computing determinants

Let A = [aik] be an n × n real or complex matrix with determinant
det(A). Determinants provide an useful tool in matrix analysis but their
computation may be difficult in FA, especially if one uses the expression
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det(A) =
∑

j s(j)a1,j1a2,j2 · · · an,jn , where j is the permutation k �→ jk with
sign s(j) = ±1. The use of this formula may be a catastrophic way to
find the determinant. Indeed, the sum contains in general n! terms and
the calculation of each term requires n− 1 multiplications. Hence there are
(n− 1)n! multiplications and the time for computing the determinant of a
general matrix may be very large. Let we have a computer which performs
109 floating point operations (FLOPS) per second. Then the computation
of the determinant of a general 25×25 matrix will require about 1010 years
which is approximately the age of the Universe.

Of course, there are better ways to compute determinants. For instance
one may use the LU decomposition PA = LU of A with partial pivot-
ing, where P is a permutation matrix, L is a lower triangular matrix with
diagonal elements, equal to 1, and U = [uik] is an upper triangular ma-
trix. Here det(A) = s u11u22 · · ·unn, where s = 1 (s = −1) if the matrix
P corresponds to an even (odd) permutation. Other decompositions, e.g.
the QR decomposition A = QRP with column pivoting, may also be used
for computing det(A), where Q is an orthonormed matrix, R = [rij ] is
an upper triangular matrix and P is a permutation matrix. In this case
det(A) = ±r11r22 · · · rnn. Finally, if the singular value decomposition of A
is used then det(A) = ±σ1σ2 · · ·σn, where σk are the singular values of A.

3.3. Solving linear algebraic equations

Consider the linear vector algebraic equation Ax = b, where A is n × n

invertible matrix and b is n vector. Formally the solution is x = A−1b

but the computation of x in this way is not a good idea. Another bad
computational practice here is to use the Cramer formulae.

Instead, one may use the QR decomposition with column pivoting A =
QRP , where Q is n × n matrix with orthonormed columns, R is upper
triangular matrix with nonzero diagonal elements and P is a permutation
matrix. The QR decomposition is obtained via a finite numerically stable
algorithm. After that the elements of the vector y = Px are computed by
back substitution from the equation Ry = QHb, where H denotes complex
conjugate transposition, and the solution is given by x = Py. Another
popular way to solve the equation is via the Gauss elimination method
with pivoting. Both methods are not very expensive and require about
O(n3) FLOPS. Singular value decomposition may also be used but this is
an expensive way to solve the equation requiring about O(n4) FLOPS.
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3.4. Rank determination

Consider a general matrix A ∈ K
m×n, K = R or C. There are several ways

to define the rank of A �= 0, e.g. ρ = rank(A) is the maximum size of the
nonzero minors of A. This leads to a bad computational procedure based on
computation of determinants in FA. In particular, the check for invertibility
of the matrix A ∈ Kn×n using the inequality det(A) �= 0 must be avoided.

Next, ρ may be defined as the number of linearly independent rows of A.
This leads to a good way to compute the rank since the number of linearly
independent rows may be detected using LU or QR decompositions of A.
Let the QR decomposition of A be A = QR = Q1R1, where R1 ∈ Kρ×n

is upper triangular matrix with rank(R1) = ρ. Thus the rank of A is the
number of the first nonzero rows of the factor R in the QR decomposition
A = QR. For improving the accuracy in FA, a QR decomposition A = QRP

with column pivoting is used, where P is a permutation matrix.
The rank of the matrix A is also the number of its positive singu-

lar values. The singular values may be retrieved by the singular value
decomposition (SVD) A = USV H, S = diag(σ1, σ2, . . . , σρ, 0) ∈ K

m×n,
of A, where U ∈ Km×m and V ∈ Kn×n are orthonormed matrices and
σ1 ≥ σ2 ≥ · · · ≥ σρ > 0 are the positive singular values of A. They are also
the square roots of the positive eigenvalues of the matrix AHA.

Using SVD, the Moore — Penrose pseudoinverse A† ∈ Kn×m of A ∈
Km×n is written as A† := 0n×m if A = 0m×n, and A† = V S†UH, S† =
diag

(
σ−1

1 , σ−1
2 , . . . , σ−1

ρ , 0
) ∈ Kn×m, if A �= 0. Note that V S†UH may not

be the SVD of the matrix A†.
The determination of rank(A) as the number of positive singular values

of A is very reliable computational procedure. But there is a principal diffi-
culty in the rank determination in FA: the rank may be a sensitive charac-
teristic of a matrix in the following sense. Suppose that ρ < p = min{m,n}.
Then an arbitrary small perturbation E in A may increase the rank to p in
the sense that rank(A + E) = p but perturbations with ‖E‖ < σρ cannot
decrease the rank.

The computation of the rank of a general matrix A ∈ Km×n of moderate
size cannot be done “by hand”. But when the matrix is written in the
computer memory it is rounded to the nearest machine matrix fl(A), where
‖fl(A) − A‖ is of order u‖A‖. If the initial matrix A is not of full rank
then the rounded matrix may well be of full rank p. Also, if the initial
matrix arises in a mathematical model of a real system, then it may be
subject to measurement and/or parametric uncertainties. In both cases the
“theoretical” rank of the matrix shall remain unknown.
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Let σ̂k be the positive singular values of A ∈ Km×n computed in
FA with rounding unit u. The rank determination is difficult when the
singular values form a sequence with uniformly decreasing members, e.g.
σk " 101−k‖A‖. Here we must eventually delete the singular values which
are not inherent for the problem and are due to the effects of round offs. For
this purpose one may define the concept of numerical rank of a matrix. Let
τ > 0 be a (small) numerical threshold. Then the matrix A is of numerical
rank µ = µ(A, τ) within a threshold τ when it has exactly µ singular values
larger than τ , i.e. when σµ > τ and σµ+1 ≤ τ (if µ ≤ p− 1). If σ1 ≤ τ the
numerical rank is assumed as zero.

Usually the threshold is taken as τ = cu‖A‖ for some c > 0. Since we
usually have only values σ̂k, the numerical rank in FA is defined as the
number of quantities σ̂k > cuσ̂1.

In a similar way is defined the numerical pseudoinverse of a matrix A ∈
Km×n with SVD A = USV H. The numerical pseudoinverse A†

τ ∈ Kn×m

of A within a threshold τ > 0 is defined as A†
τ = 0n×m if σ1 ≤ τ , and

A†
τ = V S†

τU
H, S†

τ = diag
(
σ−1

1 , σ−1
2 , . . . , σ−1

µ , 0
) ∈ Kn×m, if σ1 > τ , where

µ = µ(A, τ) is the numerical rank of A. In practice one may choose τ as
psuσ̂1, where s = 0, 1, 2.

The rank determination and the computation of pseudoinverses based
on the concept of numerical rank are examples of good computational prac-
tices. The rank determination using QR decomposition with column pivot-
ing is also a good computational algorithm.

3.5. Solving algebraic equations

The algebraic equation p(x) = xn + an−1x
n−1 + · · · + a1x + a0 = 0 over

R or C may be solved in general by explicit formulae for n ≤ 4. However,
their direct use may lead to loss of accuracy in the computed result due to
cancellation errors.

It is natural to set two basic requirements for a computational root
finding scheme. First, it should compute certain approximations to the n
roots of the equation whenever all coefficients ak are in the standard range
of FA. Second, the rounding errors in the computed roots should be of order
of the root condition numbers multiplied by u.

For n = 2 the solution is x1,2 =
(
−a1 ±

√
a2
1 − 4a0

)
/2. The direct use

of this formula in FA is a bad algorithm since it may lead to overflow when
a2
1 > M , to underflow when 0 < a2

1 < m and to catastrophic cancellation
when a2

1 ) 4|a0|. Unfortunately, this bad approach is sometimes given
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without warning as an exercise when the concept of algorithm is presented
to the students.

There are several reliable approaches to solve the algebraic equation
p(x) = 0, e.g. via the companion matrix C of the polynomial p. In this case
the QR algorithm or some other sophisticated scheme (as the Kagström–
Ruhe algorithm) is applied to compute the eigenvalues of C which are the
roots of p.

3.6. Computing eigenvalues of a matrix

The eigenvalues of the n × n matrix A are the roots of its characteristic
polynomial (c.p) det(λI − A) = λn − c1λ

n−1 + · · · + (−1)ncn = 0, where
ck is the sum of principal k–th order minors of A. Due to this definition,
sometimes the solution of the characteristic equation is presented as a way
to find the collection of eigenvalues Λ := {λ1, λ2, . . . , λn} of A. This is in
general a bad computational algorithm. Indeed, the computation of ck for
a general matrix A may be a difficult task and hence the computed values
ĉk may be contaminated with large errors. Also, the roots of the c.p. may
be very sensitive to changes in its coefficients even if the eigenvalues of the
matrix A are not sensitive relative to changes in its entries. That is why we
have the following rule.

“The numerical computation of the eigenvalues of a general matrix
should not done via its c.p.”

Modern numerical algorithms for computing Λ are based on transforma-
tion of A into Schur form S = UHAU , where U is unitary matrix and the
matrix S is upper triangular with the eigenvalues of A on its diagonal. The
reduction into Schur form is usually done by the QR algorithm of Francis–
Kublanovskaya. The QR algorithm works well when the eigenvalues of A
are not very sensitive to perturbations and in particular when this ma-
trix has only linear elementary divisors. When the eigenvalues are sensitive
they may be computed with large errors. Consider for example the ma-

trix A =

 −90001 769000 −690000
−810000 6909999 −6200000
−891000 7601000 −6820001

 which has a single Jordan block

with eigenvalue −1 and c.p. λ3 + 3λ2 + 3λ+ 1. The command eig(A) from
MATLAB, ver. 6.0 produces the wrong result λ̂1,2 = −1.5994 ± 1.0441 ı,
λ̂3 = 0.1989. Here even a positive eigenvalue has been computed. The com-
mand poly(A) computes the wrong c.p. λ3 + 3.0000λ2 + 3.0120λ− 0.7255.
The reason is the high sensitivity of the eigenvalues although the result
−0.7255 instead of 1 for − det(A) is strange. In MATLAB, ver. 7.0 the
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computed results are slightly better, namely λ̂1,2 = −1.4506 ± 0.7837 ı,
λ̂3 = −0.0988. The computed c.p. now is λ3 + 3.0000λ2 + 3.0051λ+ 0.2686.
Here again the free term is obtained with large error. Finally, the command
jordan(A) from MATLAB, ver. 7.0 implementing symbolic computations
obtains the correct Jordan form.

For this example the computation of the spectrum of A via its c.p. gives
the correct answer in MATLAB environment because the multiplication of
two elements of A is done in fact in integer arithmetic without rounding.

A good numerical way to find eigenvalues is to apply the QR algorithm
or the algorithm of Kagström and Ruhe. A modification of this algorithm
is implemented in the interactive system SYSLAB [7]. For the matrix A

above SYSLAB computes the Jordan form with 9 true decimal digits.
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We obtain periodic and quasi-periodic wave solutions of a set of coupled non-
linear Schrödinger equations (integrable Manakov model). One and two phase
quasi-periodic solutions for the integrable Manakov system are given in terms
of Weierstrass and Jacobian elliptic functions. The reduction of quasi-periodic
solutions to elliptic functions and soliton solutions is analyzed.

Keywords: Soliton; Elliptic soliton; Manakov model; Periodic solitons.

1. Introduction

A comprehensive algebro-geometric integration of the Manakov system is
developed in [1]. The associated spectral variety is a trigonal Riemann sur-
face, which is described explicitly and the solutions of the equations are
given in terms of θ-functions of the surface. Recently the Darboux-dressing
transformations have been applied to the Lax pair associated with sys-
tems of coupled nonlinear wave equations (vector nonlinear Schrödinger-
type equations and three resonant wave equations) [2,3]. Solutions with
boomeronic and trapponic behaviour were investigated. The method of
squared wavefunctions for the vector nonlinear Schrödinger equation is
given in [4,5] for smooth enough potentials , which tend to zero fast enough
for x→ ±∞ and in [6] for quasi-periodic case. The squared wavefunctions
of the octet representation of SU(3) are related to periodic solutions in
terms of Weierstrass’ elliptic functions. The aim of the present paper is
to derive exact solutions of the Manakov system using inverse scattering
transform method and appropriate ansatzs.

2. Basic equations and solutions

We consider coupled nonlinear Schrödinger equations of the form (Manakov
model) [7]
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ıQ1t +Q1xx + σ(|Q1|2 + |Q2|2)Q1 = 0,

ıQ2t +Q2xx + σ(|Q1|2 + |Q2|2)Q2 = 0,
(1)

where σ = 1 for focussing case and σ = −1 for defocussing case. We seek
solution of (1), σ = 1 in the form [8,9]

Qj = qj(z) eiΘj , j = 1, 2, (2)

where z = x − ct, Θj = Θj(z, t), with qj ,Θj real, where the functions Θj ,
j = 1, 2 behave as

Θj =
1
2
cx+ (aj − 1

4
c2)t− Cj

∫ z

0

dz′

q2j (z′)
+ Θj0.

Let

qj(z) =
√
Aj℘(z + ω′) + Bj, (3)

and using the well known relations∫ z

o

dz′

℘(z)− ℘(ãj)
=

1
℘′(ãj)

(
2zζ(ãj) + ln

σ(z − ãj)
σ(z + ãj)

)
, (4)

and

℘(z + ω′)− ℘(ãj) = −σ(z + ω′ + ãj)σ(z + ω′ − ãj)
σ(z + ω′)2σ(ãj)2

, (5)

we obtain

Q1 =
√
−A1

σ(z + ω′ + ã1)
σ(z + ω′)σ(ã1)

exp
(
i

2
cx+ i(a1 − 1

4
c2)t− (z + ω′)ζ(ã1)

)
,

Q2 =
√
−A2

σ(z + ω′ + ã2)
σ(z + ω′)σ(ã2)

exp
(
i

2
cx+ i(a2 −

1
4
c2)t− (z + ω′)ζ(ã2)

)
,

where
2∑
j=1

Aj = −2, aj =
2∑

k=1

Bk − Bj
Aj
,

C2
j

Aj
=
i

2

√
4λ3 − λg2 − g3|λ=−Bj

Aj

, ℘(ãj) = −Bj
Aj

= âj . j = 1, 2. (6)

These solutions have the following interpretation in terms of spectral func-
tion

ψ(x, t, λ) =
√
g(x, t) exp

(
θ(x, t, λ) − i

2

√
R(λ)

∫ z

0

1
g(z′, λ)

dz′
)
, (7)
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where g(x, t) = µ(x, t)−λ = ℘(z−ω′)−λ, θ(x, t) = 1
2cx+ (λ+

∑2
k=1 Bk−

1
4c

2)t and λ is the spectral parameter. Our solutions are obtained when λ

is given at points −Bj/Aj and Qj =
√
Ajψ(x, t,−Bj/Aj). The dynamics

is on the Riemann surface ν2 = R(λ) = 4λ3 − λg2 − g3 and the function
µ(x, t) obey µx =

√
R(µ).

One special solution of system (1), σ = 1 is written by

q1 = C1cn(αz, k), q2 = C2cn(αz, k), (8)

where α2 = a1/(2k2 − 1), C2
1 + C2

2 = 2α2k2, a1 = a2 = a and in the limit
k → 1 we obtain well known Manakov soliton solution [7]

Q1 =

√
2aε1 exp

{
i
(

1
2c(x− x0) + (a− 1

4c
2)t
)}

ch(
√
a(x− x0 − ct))

,

Q2 =

√
2aε2 exp

{
i
(

1
2c(x− x0) + (a− 1

4c
2)t
)}

ch(
√
a(x− x0 − ct))

,

where we introduce the following notations

|ε1|2 + |ε2|2 = 1, ζ1 =
1
2
c+ i

√
a = ξ + iη, (9)

where x0 is the position of soliton, (ε1, ε2) are the components of polariza-
tion vector. One notes that the real part of ζ1 i.e. c/2 gives us the soliton
velocity while the imaginary part of ζ1, i.e.

√
2a gives the soliton amplitude

and width. Next solution of the system (1), σ = −1 we obtain using the
following ansatz [8,10,11]

qi(ζ) =
√
Ai℘2(ζ + ω′) +Bi℘(ζ + ω′) + Ci, i = 1, 2 (10)

then we have
2∑
i=1

Ai = 0,
2∑
i=1

Bi = −6, ai =
2∑

k=1

Ck − 3
Bi
Ai
, Ci =

B2
i

Ai
− 1

4
Aig2, (11)

C2
i =

A2
i

2 · 33 · 4(4λ5 + 27λ2g3 + 27λg2
2 − 21λ3g2 − 81g2g3), (12)

where λ = −3Bi/Ai. The paremeters Ai, Bi, Ci, i = 1, 2 are expressed in
terms of ai by

A1 =
18

a1 − a2
, A2 =

18
a2 − a1

,

B1 = −6(a1 −∆)
a1 − a2

, B2 = −6(a2 −∆)
a2 − a1

,

C1 =
2(a1 −∆)2

a1 − a2
− 9

2
g2

a1 − a2
, C2 =

2(a2 −∆)2

a2 − a1
− 9

2
g2

a2 − a1
,
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and ∆ = 2
5a1 + 2

5a2. One can obtain the special solution [12]

q1 = Csn(αz, k)dn(αz, k), q2 = Ccn(αz, k)dn(αz, k), (13)

where

α2 =
1
15

(4a2 − a1), C2 =
2
5

(4a2 − a1), k2 = 5
a2 − a1

4a2 − a1
, (14)

in the limit k → 1 we have the following soliton solution

Q1 =
√

6aε1 exp
{
i

(
1
2
c(x− x0) + (a− 1

4
c2)t

)}
× th(

√
a(x− x0 − ct))sech(

√
a(x− x0 − ct)),

Q2 =

√
6aε2 exp

{
i
(

1
2 c(x− x0) + (4a− 1

4c
2)t
)}

ch2(
√
a(x− x0 − ct))

,

where we introduce the following notations

|ε1|2 = |ε2|2 = 1, a1 = a, a2 = 4a1. (15)

Another special solution of (1) , σ = −1 is written by

q1 = C

(
1
3
C1 − k2sn2(αz, k)

)
, (16)

q2 = Csn(αz, k)dn(αz, k), (17)

where

α2 =
1
15

(a2
2 − a2

1), C2 = −6
5

(a1 + a2),

k2 =

√
5
3 (a2

1 − a2
2) + 2a1 − 3a2

2
√

5
3 (a2

1 − a2
2)

,
1
3
C1 =

1
2
− 1

2

(
5
3
a1 − a2

a1 + a2

)1/2

.

in the limit k → 1 we obtain the following soliton solution

Q1 =

√
9a
4
ε1 exp

{
i

(
1
2
c(x− x0)− (a+

1
4
c2)t

)}
×
(
−2

3
+ sech2(

√
a

8
(x− x0 − ct)

)
,

Q2 =

√
9a
4
ε2 exp

{
i

(
1
2
c(x− x0)− (

7
8
a+

1
4
c2)t

)}
× th(

√
a

8
(x− x0 − ct)sech(

√
a

8
(x − x0 − ct)),

where |ε1|2 = |ε2|2 = 1, a1 = −a, a2 = − 7
8a.
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3. Exact solutions of the Manakov system using Lax pairs
method

The system (1) can be solved by the inverse scattering transform method [7]
and is written as zero-curvature representation form by

Ut − Vx + [U, V ] = 0, (18)

where U, V are 3× 3 matrices defined as

U =

 −iλ Q1√
2

Q2√
2

− σ√
2
Q∗

1 iλ 0
− σ√

2
Q∗

2 0 iλ

 , V = V0λ
2 + V1λ+ V2 (19)

and

V0 =

−2i 0 0
0 2i 0
0 0 2i

 , V1 =

 0 Q1

√
2 Q2

√
2

−σQ∗
1

√
2 0 0

−σQ∗
2

√
2 0 0

 ,

V2 =

 i
2σ(|Q1|2 + |Q2|2) i

√
2

2 Q1x i
√

2
2 Q2x

iσ
√

2
2 Q

∗
1x − 1

2 iσ|Q1|2 − i
2σQ

∗
1Q2

iσ
√

2
2 Q

∗
2x − i

2σQ
∗
2Q1 − 1

2 iσ|Q2|2

 ,

where λ is the spectral parameter. The necessary Lax pair is

Ψx = UΨ, Ψt = VΨ. (20)

Next we define 3 × 3 matrix M(x, t, λ), which is solution of Mx = [U,M ]
and

L =

 A(x, t, λ) B1(x, t, λ) B2(x, t, λ)
C1(x, t, λ) D22(x, t, λ) D23(x, t, λ)
C2(x, t, λ) D32(x, t, λ) D33(x, t, λ)

 ,

or in explicit form

Ax =
1√
2

(
Q1C

1 + Q2C
2 + σQ∗

1B
1 + σQ∗

2B
2
)
,

B1
x = −2iλB1 + (D22 −A)

Q1√
2

+D32Q2√
2
,

B2
x = −2iλB2 + (D33 −A)

Q2√
2

+D23Q1√
2
,

C1
x = 2iλC1 + (D22 −A)σ

Q∗
1√
2

+D23σ
Q∗

2√
2
,

C2
x = 2iλC2 + (D33 −A)σ

Q∗
2√
2

+D32σ
Q∗

1√
2
,
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D22
x = − 1√

2
(σQ∗

1B
1 +Q1C

1), D32
x = − 1√

2
(σQ∗

2B
1 +Q1C

2),

D23
x = − 1√

2
(σQ∗

1B
2 +Q2C

1), D33
x = − 1√

2
(σQ∗

2B
2 +Q1C

2),

and define {Al(x, t)}, 0 ≤ l ≤ n + 1,
{
Bkl (x, t)

}
,
{
Ckl (x, t)

}
, 0 ≤ l ≤

n, k = 1, 2,
{
D22
l (x, t)

}
0≤l≤n+1

,
{
D33
l (x, t)

}
0≤l≤n+1

,
{
D23
l (x, t)

}
0≤l≤n,{

D32
l (x, t)

}
0≤l≤n, recursively by

Al+1,x =
1√
2

(
Q1C

1
l +Q2C

2
l + σQ∗

1B
1
l + σQ∗

2B
2
l

)
,

B1
l,x = −2iλB1

l+1 + (D22
l+1 −Al+1)

Q1√
2

+D32
l+1

Q2√
2
,

B2
l,x = −2iλB2

l+1 + (D33
l+1 −Al+1)

Q2√
2

+D23
l+1

Q1√
2
,

C1
l,x = 2iλC1

l+1 + (D22
l+1 −Al+1)σ

Q∗
1√
2

+D23
l+1σ

Q∗
2√
2
,

C2
l,x = 2iλC2

l+1 + (D33
l+1 −Al+1)σ

Q∗
2√
2

+D32
l+1σ

Q∗
1√
2
,

D22
l+1,x = − 1√

2
(σQ∗

1B
1
l +Q1C

1
l ), D32

l+1,x = − 1√
2

(σQ∗
2B

1
l +Q1C

2
l ),

D23
l+1,x = − 1√

2
(σQ∗

1B
2
l +Q2C

1
l ), D33

l+1,x = − 1√
2

(σQ∗
2B

2
l +Q1C

2
l ),

with initial conditions

A0 = −2i, D22
0 = 2i, D33

0 = 2i, D23
0 = 0, D32

0 = 0,

A1 = 0, D22
1 = 0, D33

1 = 0, D23
1 = 0, D32

1 = 0.

Explicitly, one computes

B1
0 =

√
2Q1, B2

0 =
√

2Q2, C1
0 = −

√
2σQ∗

1, C2
0 = −

√
2σQ∗

2

A2 =
i

2
(|Q∗

1|2 + |Q∗
2|2), B1

0 =
1√
2
Q1,x, B2

0 =
1√
2
Q2,x,

C1
0 =

1√
2
Q∗

1,x, C
2
0 =

1√
2
Q∗

2,x, D
22
2 = − i

2
|Q1|2 + ia1, D

23
2 = − i

2
Q∗

1Q2,

D33
2 = − i

2
|Q2|2 + ia2, D32

2 = − i
2
Q∗

2Q1.

The Lax representation yields a trigonal nonhyperelliptic curve V = (ν, λ)
det(L(λ)− νI3) = 0 where I3 is the 3× 3 unit matrix. For the second flow
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the curve is given explicitly by

(ν + 2ıλ2)(ν − 2ıλ2)2 + (A0λ+B0)(ν − 2ıλ2)

− ıC0 + 4D0λ
2 − E0λ− F0ν

2 − ıH0λ
4 = 0, (21)

where

A0 = ıσ

( 2∑
k=1

Q∗
kQk,x −Q∗

k,xQk

)
, B0 = H̃ − a1a2

H̃ =
1
2
σ

2∑
k=1

|Qk,x|2 +
1
4

( 2∑
k=1

|Qk|2
)2

− 1
2
σ

2∑
k=1

ak|Qk|2

C0 =
1
4
Q1,xQ

∗
2,xQ

∗
1Q2 +

1
4
Q2,xQ

∗
1,xQ

∗
2Q1 −

1
4
|Q∗

1,x|2|Q∗
2|2 −

1
4
|Q∗

2,x|2|Q∗
1|2

− 1
2
σ
(
|Q1|2 + |Q2|2

)(
a1a2 − 1

2
σa2|Q1|2 − 1

2
σa1|Q2|2

)
+

1
2
σa2|Q1,x|2 +

1
2
σa1|Q2,x|2,

E0 = σ(Q∗
1,xQ1 −Q∗

1Q1,x)a2 + σ(Q∗
2,xQ2 −Q∗

2Q2,x)a1,

D0 = ıa1a2, F0 = ı(a1 + a2), H0 = −4ıF0. (22)

The series of birational transformations

ν = ν0 + 2iλ2, ν0 =
1
2E0 − 1

2λ1 + 1
4ν1

4iλ2
1 − 4iF0 +D0

, λ = ν1, ν1 = 4w, z = iλ1, (23)

yields a hyperelliptic curve of genus two defined by canonical form

w2 = 4z5 + σ4z
4 + σ3z

3 + σ2z
2 + σ1z + σ0, (24)

where the moduli of the curve σi are expressible in terms of physical pa-
rameters - level of energy H̃ and constants a1, a2, C̃1, C̃2 as follows

σ4 = −8(a1 + a2),

σ3 = −4H̃ + 4(a1 + a2)2 + 8a1a2,

σ2 = 4H̃(a1 + a2)− 4G̃− C2
1 − C2

2 − 8a1a2(a1 + a2),

σ1 = 4G̃(a1 + a2)− 4a1a2H̃ + 2C̃2
1a2 + 2C̃2

2a1 + 4a2
1a

2
2,

σ0 = −4a1a2G̃− C̃2
1a

2
2 − C̃2

2a
2
1,

where

G̃ =
1
8
(
Q1Q

∗
2,x −Q∗

2Q1,x

) (
Q∗

1Q2,x −Q2Q
∗
1,x

)
+

1
8

(Q2Q1,x −Q1Q2,x)
(
Q∗

2Q
∗
1,x −Q∗

1Q
∗
2,x

)
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+
1
2
σ
(|Q1|2 + |Q2|2

) (
a1a2 − 1

2
σa2|Q1|2 − 1

2
σa1|Q2|2

)
− 1

2
σa2|Q1,x|2 −

1
2
σa1|Q2,x|2, C̃2

k =
1
4
| (QkQ∗

k,x −Q∗
kQk,x

) |2, k = 1, 2.

The first transformation in (23) transforms initial sigular spectral curve to
nonsingular trigonal curve of genus two. The second two transformations
in (23) transfom nonsingular curve to canonical Weierstrass form of hyper-
elliptic curve of genus two. This curve is not contained among the curves
investigated in [1], so the solutions parametrized by this curve are new.

4. Alternative Theta-functional integration

Let us consider the nonstationary Schrödinger equation with a real smooth
finite-gap potential u(x, t)

(i∂t + ∂2
x − u(x, t))ψ(x, t, λ) = 0. (25)

For every finite smooth finite-gap potential the following expansion of
u(x, t) in terms of squared eigenfunctions ψ(x, t, λ) hold on [13], u(x, t) =
−∑g

i=1 |αi|2 |ψ(x, t, pi)|2 + C where αi, C are constants parametrized in
general by nonhyperelliptic Riemann surface K of genus g and pi are some
fixed points on K. This approach to the Manakov model has been at
first used in [14]. The quasi-periodic solutions in terms of theta functions
are obtained in [13]. In particular case when K is hyperelliptic Riemann
surface we can construct the following special Baker-AKhiezer function
ψ(x, t, λ) =

√
F(z, λ) exp (Θ) where

Θ =
1
2
ıc x+ ı(λ− 1

4
c2)t− 1

2

(∫ z

0

ν(λ)
F(z′, λ)

dz′
)
,

and z = x− ct, F(z, λ) is the generalised Hermite or the standard Hermite
polynomial [15]. A brief computation reveals that the BA function solves
Hill’s equation(

d2

dz2
− u(z)

)
ψ̃ = λψ̃, ψ̃(z, λ) =

√
F(z, λ) exp

(
−1

2

∫ z

0

ν(λ)
F(z′, λ)

dz′
)
.

For the special points ai−∆ i = 1, 2 in closed intervals [λ2i−1, λ2i], i = 1, 2
the functions Qi = αiψ(x, t, λ = ai−∆) are solutions of (1). We undertake
the shift of the spectral parameter [15], λ −→ λ+∆, ∆ = 2

5a1+ 2
5a2 to make

initial curve compatible with the Lax representation. The final formula for
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the solutions of the system (1) then reads

Q1(x, t) =

√
2
F(x, a1 −∆)
a1 − a2

exp
{
ıa1t− 1

2
ν(ai −∆)

∫ x dx′

F(x′, a1 −∆)

}
,

Q2(x, t) =

√
2
F(x, a2 −∆)
a2 − a1

exp
{
ıa2t− 1

2
ν(a2 −∆)

∫ x dx′

F(x′, a2 −∆)

}
.

(26)

5. Conclusions

New exact solutions of the Manakov model were derived using different
methods: Lax pair method and ansatz method. The solution was explicitly
given in terms of Weierstrass and Jacobian elliptic functions. The relation
to previously derived solutions are given.
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The two time-dependent Schrödinger equations in a potential V (s, u), u de-
noting time, can be interpreted geometrically as a moving interacting curves
whose Fermi-Walker phase density is given by −(∂V/∂s). The Manakov model
appears as two moving interacting curves using extended da Rios system and
two Hasimoto transformations.

Keywords: Soliton curves and surfaces; Manakov model; Periodic solitons.

1. Introduction

In recent years, there has been a large interest in the applications of the
Frenet-Serret equations [1,2] for a space curve in various contexts, and in-
teresting connections between geometry and integrable nonlinear evolution
equations have been revealed. The subject of how space curves evolve in
time is of great interest and has been investigated by many authors. Hasi-
moto [3] showed that the evolution of a thin vortex filament regarded as a
moving space curve can be mapped to the nonlinear Schrödinger equation
(NLSE):

iΨu + Ψss +
1
2
|Ψ|2Ψ = 0. (1)

Here, u and s are time and space variables, respectively, subscripts denote
partial derivatives. Lamb [4] used Hasimoto transformation to connect other
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motions of curves to the mKdV and sine-Gordon equations. Langer and Per-
line [5] showed that the dynamics of non-stretching vortex filament in R3

leads to the NLS hierarchy. Motions of curves on S2 and S3 were consid-
ered by Doliwa and Santini [6]. Lakshmanan [7] interpreted the dynamics
of a nonlinear string of fixed length in R3 through the consideration of the
motion of an arbitrary rigid body along it, deriving the AKNS spectral
problem without spectral parameter. Recently, Nakayama [8] showed that
the defocusing nonlinear Schrödinger equation, the Regge-Lund equation,
a coupled system of KdV equations and their hyperbolic type arise from
motions of curves on hyperbola in the Minkowski space. Recently the con-
nection between motion of space or plane curves and integrable equations
has drawn wide interest and many results have been obtained [9,10,13–17].

2. Preliminaries

2.1. The Manakov model

Time-dependent Schrödinger equation in potential V (s, u)

iΨu + Ψss − V (s, u)Ψ = 0, (2)

goes into the NLS eq. (1) if the potential V (s, u) = −1/2|ψ(s, u)|2. Similarly,
a set of two time-dependent Schrödinger equations:

iΨ1,u + Ψ1,ss − V (s, u)Ψ1 = 0, iΨ2,u + Ψ2,ss − V (s, u)Ψ2 = 0, (3)

where V (s, u) = −|Ψ1|2 − |Ψ2|2, can be viewed as the Manakov system:

iΨ1,u + Ψ1,ss + (|Ψ1|2 + |Ψ2|2)Ψ1 = 0, (4)

iΨ2,u + Ψ2,ss + (|Ψ1|2 + |Ψ2|2)Ψ2 = 0. (5)

It is convenient to use two Hasimoto transformations3

Ψi = κi(s, u) exp
[
i

∫ s

τi(s′, u)ds′
]
, i = 1, 2, (6)

in Eqs. (4), (5). Equating imaginary and real parts, this leads to the coupled
partial differential equations (extended daRios system [18])

κi,u = −(κiτi)s − κi,sτi, i = 1, 2, (7)

τi,u =
[
κi,ss
κi

− τ2
i

]
s

− V (s, u)s, (8)

where

V (s, u) = −|Ψ1|2 − |Ψ2|2 = −κ2
1 − κ2

2. (9)
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2.2. Soliton curves

A three dimensional space curve is described in parametric form by a po-
sition vectors ri(s), i = 1, 2, where s is the arclength. Let ti = (∂ri/∂s),
i = 1, 2 be the two unit tangent vectors along the two curves. At a given
instant of time the triads of unit orthonormal vectors (ti,ni,bi), where ni
and bi denote the normals and binormals, respectively, satisfy the Frenet-
Serret equations for two curves

ti,s = κini, ni,s = −κiti + τibi, bi,s = −τini, i = 1, 2, (10)

κi and τi denote, respectively the two curvatures and torsions of the curves.
A moving curves are described by ri(s, u), where u denote time. The tempo-
ral evolution of two triads corresponding to a given value s can be written
in the general form as

ti,u = gini + hibi, ni,u = −giti + τ0
i bi, bi,u = −hiti − τ0

i ni, (11)

where the coefficients gi, hi and τ0
i , as well as κi and τi, are functions of s

and u.ti
ni
bi


s

=

 0 κi 0
−κi 0 τi

0 −τi 0

ti
ni
bi

 ,

ti
ni
bi


u

=

 0 gi hi
−gi 0 τ0

i

−hi −τ0
i 0

ti
ni
bi

 .

Introduce

Li =

 0 κi 0
−κi 0 τi

0 −τi 0

 , Mi =

 0 gi hi
−gi 0 τ0

i

−hi −τ0
i 0

 (12)

and ∆ti ≡ (ti,su − ti,us), ∆ni ≡ (ni,su − ni,us), and ∆bi ≡ (bi,su − bi,us).
Then ∆ti

∆ni
∆bi

 =
(
∂sMi − ∂uLi + [Li,Mi]

)ti
ni
bi


=

 0 α1
i α2

i

−α1
i 0 α3

i

−α2
i −α3

i 0

ti
ni
bi

 , (13)

where

α1
i = κi,ugi,s + hiτi, α

2
i = −hi,s + κiτ

0
i − giτi, α3

i = τi,u − τi,s − κihi,
(14)

κi,u = gi,s − hiτi, τ0
i = (hi,s + giτi)/κi. (15)
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A generic curve evolution must satisfy the geometric constraints

∆ti · (∆ni ×∆bi) = 0, (16)

i.e., ∆ti, ∆ni and ∆bi must remain coplanar vectors under time involution.
Further, since Eq. (16) is automatically satisfied for ∆ti = 0, we see that
∆ni and ∆bi need not necessarily vanish. In addition, we see from (16)
that ∆ti = 0 implies α1

i = α2
i = 0, so that

∆ni = α3
i∆bi, ∆bi = α3

i∆ni gi = −κiτi, hi = κi,s. (17)

Substituting these in the second equation in (15) gives

τ0
i =

[
κi,ss
κi

− τ2
i

]
, (18)

hence Eq. (7) yields (τi,u − τ0
i,s) = −V (s, u)s = (κ2

1 + κ2
2)s. Next there is

an underlying angle anholonomy [19,20] or ’Fermi-Walker phase’ δΦFW =
(τi,u−τ0

i,s)dsdu with respect to its original orientation, when s and u change
along an infinitesimal closed path of area dsdu.

3. Integration of the extended da Rios system

The coupled nonlinear equations (7), (8) constitute the extended Da Rios
system as derived in [18]. The solutions of (7), (8) with κ(ξ) and τ = τ(ξ),
where ξ = s− c u are simple. On substitution, we obtain

c κi,ξ = 2κi,ξτi + κiτi,ξ, ξ = s− cu, i = 1, 2, (19)

− cτi,ξ =
[
−τ2

i +
κi,ξξ
κi

+ κ2
1 + κ2

2

]
ξ
, τi =

c

2
, (20)

where we use the boundary condition κi → 0, i = 1, 2 as s→∞. Hence κi
obey the nonlinear oscillator equations

κi,ξξ +
( 2∑
j=1

κ2
j

)
κi = aiκi, i = 1, 2, (21)

where ai, i = 1, 2 are arbitrary constants.

Example 1. One soliton solutions of the Manakov system are given by

Ψ1 =
√

2a ε1ei(
1
2 c(s−s0)+(a− 1

4 c
2)u)sech(

√
a(s− s0 − ct)) (22)

Ψ2 =
√

2a ε2ei(
1
2 c(s−s0)+(a− 1

4 c
2)u)sech(

√
a(s− s0 − ct)), (23)

and |ε1|2 + |ε2|2 = 1
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We first note that for Manakov system, the expressions for the curva-
tures κi, i = 1, 2 and the torsions τi, i = 1, 2 for the moving curves corre-
sponding to a one soliton solutions of the Manakov system are given by

κ2 = κ2
1 + κ2

2 =
√

2a sech(
√
a(s− s0 − ct)), τ1 = τ2 =

1
2
c, (24)

and

κ1 =
√

2a ε1sech(
√
a(s− s0 − ct)), κ2 =

√
2a ε2sech(

√
a(s− s0 − ct)).

Fig. 1. Two curves (28) of one soliton solution of Manakov system, ε1 =
√

2/
√

3,
ε2 = 1/

√
3

Example 2. One special solution of Manakov system is written by

κ1 = C1cn(αξ, k), κ2 = C2cn(αξ, k), (25)

where

α2 =
a1

2k2 − 1
, C2

1 + C2
2 = 2α2k2, a1 = a2 = a . (26)

In the limit k → 1 we obtain the well known Manakov soliton solution

Ψ1 =

√
2aε1 exp

{
i
(

1
2c(s− s0) + (a− 1

4c
2)u
)}

ch(
√
a(s− s0 − ct))

,

Ψ2 =

√
2aε2 exp

{
i
(

1
2c(s− s0) + (a− 1

4c
2)u
)}

ch(
√
a(s− s0 − ct))

.
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Here we introduce the following notations

|ε1|2 + |ε2|2 = 1, ζ1 =
1
2
c+ i

√
a = ξ1 + iη1, (27)

where s0 is the position of soliton, (ε1, ε2) are the components of polarization
vector. The real part of ζ1 i.e. c/2 gives us the soliton velocity while the
imaginary part of ζ1, i.e.

√
2a, gives the soliton amplitude and width.

Example 3. Integrating (10) for two unit tangent vectors along the curves
ti = (∂ri/∂s), i = 1, 2 for position vectors ri(s), i = 1, 2 we obtain

rj =


s
2 −

εj
ε2j+ 1

2 c
tanh (εj(s− cu))

− εj
ε2j+ 1

2 c
sech(εj(x− cu)) cos

(
1
2cs+ (ε2j − 1

4c
2)u
)

− εj
ε2j+ 1

2 c
sech(εj(x− cu)) sin

(
1
2cs+ (ε2j − 1

4c
2)u
)
 , j = 1, 2, (28)

and ε1 = cosα, ε2 = sinα, where α is arbitrary positive number.

Example 4. Let u(x) = 6℘(ξ + ω′) be the two-gap Lamé potential with
simple periodic spectrum (see for example [21])

λ0 = −
√

3g2, λ1 = −3e0, λ2 = −3e1, λ3 = −3e2, λ4 =
√

3g2, (29)

and the corresponding Hermite polynomial have the form

F (℘(ξ + ω′), λ) = λ2 − 3℘(ξ + ω′)λ + 9℘2(ξ + ω′)− 9
4
g2. (30)

Consider the genus 2 nonlinear anisotropic oscillator (21) with Hamiltonian

H =
1
2

(p2
1 + p2

2) +
1
4

(κ2
1 + κ2

2)2 − 1
2

(a1κ
2
1 + a2κ

2
2), (31)

where (κi, pi), i = 1, 2 are canonical variables with pi = κi,x and a1, a2

are arbitrary constants. The simple solutions of these system are given in
terms of Hermite polynomial

κ2
1 = 2

F (x, λ̃1)
λ̃2 − λ̃1

, κ2
2 = 2

F (x, λ̃2)
λ̃1 − λ̃2

. (32)

Let us list the corresponding solutions
(A) Periodic solutions in terms of single Jacobian elliptic function
The nonlinear anisotropic oscillator admits the following solutions:

κ1 = C1sn(αξ, k), κ2 = C2cn(αξ, k). (33)

Here the amplitudes C1, C2 and the temporal pulse-width 1/α are defined
by the parameters a1 and a2 as follows:

α2k2 = a2 − a1, C2
1 = a2 + α2 − 2α2k2, C2

2 = a1 + α2 + α2k2, (34)
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where 0 < k < 1.
Following our spectral method it is clear, that the solutions (33) are

associated with eigenvalues λ2 = −e2 and λ3 = −e3 of one — gap Lamé
potential.

(B) Periodic solutions in terms of products of Jacobian elliptic functions
Another solution is defined by [22]

κ1 = Cdn(αξ, k)sn(αξ, k), κ2 = Cdn(αξ, k)cn(αξ, k), (35)

where sn, cn, dn are the standard Jacobian elliptic functions, k is the mod-
ulus of the elliptic functions 0 < k < 1. The wave characteristic parameters:
amplitude C, temporal pulse-width 1/α and k are related to the physical
parameters and, k through the following dispersion relations

C2 =
2
5

(4a2 − a1), α2 =
1
15

(4a2 − a1), k2 =
5(a2 − a1)
4a2 − a1

. (36)

We have found the following solutions of the nonlinear oscillator [23]

κ1 = Cα2k2cn(αξ, k)sn(αξ, k), κ2 = Cα2dn2(αξ, k) + C1 (37)

where C, C1, α and k are expressed through parameters a1 and a2 by the
following relations

C2 =
18

a2 − a1
, α2 =

1
10

(
2a2 − 3a1 +

√
5
3

(a2
2 − a2

1)

)

k2 =
2
√

5
3 (a2

2 − a2
1)√

5
3 (a2

2 − a2
1) + 2a2 − 3a1

, C1 =
C

30
(4a1 − a2). (38)

(C) Periodic solutions associated with the two-gap Treibich-Verdier po-
tentials. Below we construct the two periodic solutions associated with the
Treibich-Verdier potential. Let us consider the potential

u(x) = 6℘(ξ + ω′) + 2
(e1 − e2)(e1 − e3)
℘(ξ + ω′)− e1 , (39)

and construct the solution in terms of Lamé polynomials associated with
the eigenvalues λ̃1, λ̃2, λ̃1 > λ̃2

λ̃1 = e2 + 2e1 + 2
√

(e1 − e2)(7e1 + 2e2), (40)

λ̃2 = e3 + 2e1 + 2
√

(e1 − e3)(7e1 + 2e3).

The finite and real solutions q1, q2 have the form

κ1 = C1sn(ξ, k)dn(ξ, k) + C2sd(ξ, k), κ2 = C3cn(ξ, k)dn(ξ, k) + C4cd(z, k),
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where Ci, i = 1, . . . 4 are constants and have important geometrical in-
terpretation [21] and sd, cd, are standard Jacobian elliptic functions. The
concrete expressions in terms of k, λ̃1, λ̃2 are given in [24,25].

In a similar way we can find the elliptic solution associated with the
eigenvalues

λ̃1 = e2 + 2e1 + 2
√

(e1 − e2)(7e1 + 2e2), λ̃2 = −6e1. (41)

We have

κ1 = C̃1dn2(ξ, k), κ2 = C1sn(ξ, k)dn(ξ, k) + C2sd(ξ, k), (42)

where C̃1, C1, C2 are given in [24,25].
The general formula for elliptic solutions of genus 2 nonlinear anisotropic

oscillator is given by [24]

κ2
1 =

1
λ̃2 − λ̃1

(
2λ̃2

1 + 2λ̃1

N∑
i=1

℘(ξ − xi)

+ 6
∑

1≤i<j≤N
℘(ξ − xi)℘(ξ − xj)− Ng2

4
+

∑
1≤i<j≤5

λiλj

)
,

κ2
2 =

1
λ̃1 − λ̃2

(
2λ̃2

2 + 2λ̃2

N∑
i=1

℘(ξ − xi)

+ 6
∑

1≤i<j≤N
℘(ξ − xi)℘(ξ − xj)− Ng2

4
+

∑
1≤i<j≤5

λiλj

)
,

where xi are solutions of equations
∑

i
=j ℘
′(xi − xj) = 0, j = 1, . . . , N .

4. Extended da Rios-Betchov system

Following Betchov we can derive the system of equations, which may be
reduced to those for a two fictitious gases with negative pressures accom-
panied with two complicated nonlinear dispersive stresses. Introducing four
new variables ρ1 = κ2

1, ρ1 = κ2
1, u1 = 2τ1, u2 = 2τ2 using extended Da Rios

system (7), (8) we obtain

∂ρ1

∂u
+
∂(ρ1u1)
∂s

= 0,
∂ρ2

∂u
+
∂(ρ2u2)
∂s

= 0,

∂(ρ1u1)
∂u

+
∂

∂s

[
ρ1u

2
1 − (ρ2

1 + ρ2
2)− ρ1

∂2

∂s2
(log ρ1)

]
= 0,

∂(ρ2u2)
∂u

+
∂

∂s

[
ρ2u

2
2 − (ρ2

1 + ρ2
2)− ρ2

∂2

∂s2
(log ρ2)

]
= 0.
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5. HF system is gauge equivalent to Manakov system

The vector nonlinear Schrödinger equation is associated with type A.III
symmetric space SU(n + 1)/S(U(1)⊗U(n)). The special case n = 2 of such
symmetric space is associated with the famous Manakov system [26].

Let us first fix the notations and the normalizations of the basis of
g. By ∆+ (∆−) we shall denote the set of positive (negative) roots of
the algebra with respect to some ordering in the root space. By {Eα, Hi},
α ∈ ∆, i = 1, . . . , r we denote the Cartan-Weyl basis of g with the standard
commutation relations.27 Here Hi are Cartan generators dual to the basis
vectors ei in the root space. The root system is invariant under the action
of the Weyl group W(g) of the simple Lie algebra g [27].

Let us now consider the gauge equivalent systems. The notion of gauge
equivalence allows us to associate with the vector nonlinear Schrödinger
equation an equivalent equation solvable by the ISM for the gauge equiva-
lent linear problem [28]:

L̃ψ̃(x, t, λ) =
(
i
d

dx
− λS(x, t)

)
ψ̃(x, t, λ) = 0,

M̃ψ̃(x, t, λ) =
(
i
d

dt
− λ2S − λSxS(x, t)

)
ψ̃(x, t, λ) = 0, (43)

where

ψ̃(x, t, λ) = ψ−1
0 ψ(x, t, λ), S(x, t) =

r∑
α=1

(SαEα + S∗
αE−α) +

r∑
j=1

SjHj ,

S(x, t) = Adψ̂0
J ≡ ψ−1

0 Jψ0(x, t), J =
n∑
s=1

Hs, (44)

and ψ0 = ψ(x, t, 0) is the Jost solution at λ = 0. The zero-curvature condi-
tion [L̃, M̃ ] = 0 is equivalent to iSt − [S,Sxx] = 0 with S2 = In.

6. Conclusions

In this paper the Manakov model is interpreted as two moving interacting
curves. We derive new extended Da Rios system and obtain the soliton,
one-, and two-phase periodic solution of two thin vortex filaments in an
incompressible inviscid fluid. The solution was explicitly given in terms of
Weierstrass and Jacobian elliptic functions.
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It is well known that starting with real structure, the Cayley-Dickson process
gives complex, quaternionic, and octonionic (Cayley) structures related to the
Adolf Hurwitz composition formula for dimensions p = 2, 4 and 8, respectively,
but the procedure fails for p = 16 in the sense that the composition formula
involves no more a triple of quadratic forms of the same dimension; the other
two dimensions are n = 27. Instead, �Lawrynowicz and Suzuki (2001) have
considered graded fractal bundles of the flower type related to complex and
Pauli structures and, in relation to the iteraton process p → p + 2 → p +
4 → · · · , they have constructed 24-dimensional “bipetals” for p = 9 and 27-
dimensional “bisepals” for p = 13. The objects constructed appear to have
an interesting property of periodicity related to the gradating function on the
fractal diagonal interpreted as the “pistil” and a family of pairs of segments
parallel to the diagonal and equidistant from it, interpreted as the “stamens”.
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The present paper aims at an effective, explicit determination of the periods
and expressing them in terms of complex and quaternionic structures, thus
showing the quaternionic background of that periodicity. The proof of the
Periodicity Theorem is given in the case where the index of the generator of
the algebra in question does not exeed the order of the initial algebra, but, in
contrast to our earlier paper [8], in the degenerated situations: with period 1,
or involving perpendicular lower or upper convergence. In contrast to earlier
results, the fractal bundle flower structure, in particular petals, bipetals, the
ovary, ovules, pistils, and stamens are not introduced ab initio; they are quoted
a posteriori , when they are fully motivated.

Keywords: Clifford algebra; Quaternion; Billinear form; Quadratic form.

1. Introduction and statement of the periodicity theorem

Given generators A1
1, A1

2, . . . , A
1
2p−1 of a Clifford algebra Cl2p−1(C), p =

2, 3, . . ., in particular the generators

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
of the Pauli algebra [19,20], consider the sequence

Aq+1
α = σ3 ⊗Aqα ≡

(
Aqα 0
0 −Aqα

)
, α = 1, 2, . . . , 2p+ 2q − 3;

Aq+1
2p+2q−2 = σ1 ⊗ Ip,q ≡

(
0 Ip,q
Ip,q 0

)
,

Aq+1
2p+2q−1 = −σ2 ⊗ Ip,q ≡

(
0 iIp,q

−iIp,q 0

)
,

(1)

of generators of Clifford algebras Cl2p+2q−1(C) q = 1, 2, . . ., and the se-
quence of corresponding systems of closed squares Qαq of diameter 1, cen-
tered at the origin of C, where Ip,q = I2p+q−2 , the unit matrix of order
2p+q−2. It is convenient to start with q always from 1, i.e., to shift q for
α ≥ 2p correspondingly.

Within a closed square Qαq consider its diameter

L∞ =
[

1
2
√

2
(−1 + i);

1
2
√

2
(1 − i)

]
and two segments, symmetric and equidistant with respect to L∞:

L−
h =

[
1

2
√

2
(−1 + i− iεrq);

1
2
√

2
(1− εrq − i)

]
,

L+
h =

[
1

2
√

2
(−1 + εrq + i);

1
2
√

2
(1 − i+ iεrq)

]
,
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where

εrq = 1/2h, h = p+ q − 1− r, r =
{

2 for α = 1, 2, . . . , 2p− 1;[
1
2α
]

for α = 2p, 2p+ 1, . . .

and [ ] denotes the function “entier”. Clearly, dist (L±
h , L∞) = 1/2h+2.

Consider then the sets: L0
∞ of points

z =
1

2
√

2
m

2n
(1− i), m = 0,±1, . . . ,±(2n − 1); n = 0, 1, . . . , of L∞,

L0
h of points

z−−(h) =
1

2
√

2
m

2n
(1 − i)− 1

2
√

2
εrq and z−+(h) =

1
2
√

2
m

2n
(1− i)− i

2
√

2
εrq,

m = 0,±1, . . . ,±(2n − 1); n = 0, 1, . . . , of L−
h ,

z+
+(h) =

1
2
√

2
m

2n
(1− i) +

1
2
√

2
εrq and z+

−(h) =
1

2
√

2
m

2n
(1− i) +

i

2
√

2
εrq,

m = 0,±1, . . . ,±(2n − 1); n = 0, 1, . . . , of L+
h ,

and the corresponding limit cluster sets .
Let

Aqα = (aqkαj), Aα = (akαj), j, k = 1, 2, . . . , 2p+q−2. (2)

Let further

gαq (aqkαj ; z) = aqkαj if gαq (z) = aqkαj ; gαq (aqkαj ; z) = 0 if gαq (z) �= aqkαj ,

where gαq is the gradating function equal aqkαj on the closed square Qαjqk
corresponding to the pair (j, k); we suppose that the original square is
divided into 4p+q−2 squares with sides parallel to the sides of Qαq for α ≤
2p − 1, and into 4p+q−1 analogous squares for α ≥ 2p. We shall call the
squares Qαjqk basic squares for Qαq .

Given z ∈ L0
∞, consider the sequences

gα1 (z), gα2 (z), . . . for α < 2p, (3)

ĝα1 (z1
−), ĝα2 (z2

−), . . . for α < 2p, (4)

ĝα1 (z1
+), ĝα2 (z2

+), . . . for α < 2p, (5)

where

ĝαq (zq−) = (gαq (z−−(h)), gαq (z+
−(h)), ĝαq (zq+) = (gαq (z−+(h)), gαq (z+

+(h)), (6)

as well as

ĝ2r
1 (z1

−), ĝ2r
2 (z2

−), . . . for 2r = α ≥ 2p, (7)
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ĝ2r
1 (z1

+), ĝ2r
2 (z2

+), . . . for 2r = α ≥ 2p, (8)

ĝ2r+1
1 (z1

−), ĝ2r+1
2 (z2

−), . . . for 2r + 1 = α > 2p, (9)

ĝ2r+1
1 (z1

+), ĝ2r+1
2 (z2

+), . . . for 2r + 1 = α > 2p, (10)

with the notation (6), and

ĝ2r
1 (z−1 ), ĝ2r

2 (z−2 ), . . . for 2r = α ≥ 2p, (11)

ĝ2r
1 (z+

1 ), ĝ2r
2 (z+

2 ), . . . for 2r = α ≥ 2p, (12)

ĝ2r+1
1 (z−1 ), ĝ2r+1

2 (z−2 ), . . . for 2r + 1 = α > 2p, (13)

ĝ2r+1
1 (z+

1 ), ĝ2r+1
2 (z+

1 ), . . . for 2r + 1 = α > 2p, (14)

where

ĝαq (z−q ) = (gαq (z−−(h)), gαq (z−+(h)), ĝαq (z+
q ) = (gαq (z+

−(h)), gαq (z+
+(h)). (15)

Denote by 1, i, j, k the matrices representing the orthogonal unit vectors
of the algebra H of (real) quaternions:

1 =
(

1 0
0 1

)
, i =

(
0 i
i 0

)
= iσ1, j =

(
0 1
−1 0

)
= iσ2, k =

(
i 0
0 −i

)
= iσ3.

(16)
Then (1) becomes

Aq+1
α =

1
i
k⊗Aqα, α = 1, 2, . . . , 2p + 2q − 3; (17)

Aq+1
2p+2q−2 =

1
i
i⊗ 1⊗(p+q−2), Aq+1

2p+2q−1 = −1
i
j⊗ 1⊗(p+q−2).

We have

Periodicity Theorem (quaternionic formulation). (i) If aλαλ �= 0 for λ =
2p+q−2, the sequences (3) are periodic of period 2, starting from some term.
The periods are:

1
2
η(aλαλ−a1

α1)1+
1
2i
η(aλαλ+a1

α1)k,
1
2
η(aλαλ+a1

α1)1− 1
2i
η(aλαλ−a1

α1)k (18)

where η = 1 or −1.
(ii) If

aλαλ = 0 and aλ−1
αλ−1 = a2

α2 = a1
α1 = 0, where λ = 2p+q−2, (19)

the sequences (3) are constant-valued, starting from some term; it amounts
at

−1
2
ηa1

α11 +
1
2i
ηa1

α1k, where η = 1 or −1. (20)
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(iii) If (19) holds, the sequences (4) are periodic of period 2, starting from
some term. The periods are:

1
2
η
(
aλ−1
αλ + aλα,λ−1

)
j +

1
2i
η
(
aλ−1
αλ − aλα,λ−1

)
i, (21)

−1
2
η
(
aλ−1
αλ + aλα,λ−1

)
j− 1

2i
η
(
aλ−1
αλ − aλα,λ−1

)
i,

where η = 1 or η = −1.
(iv) If (19) holds, the sequences (5) are constant-valued, starting from some
term; it amounts at

−1
2
η
(
a1
α2 + a2

α1

)
j− 1

2i
η
(
a1
α2 − a2

α1

)
i, where η = 1 or −1. (22)

(v) The sequences (7) and (9) are periodic of period 2, starting from some
term. The periods are:(

1
2
1 +

1
2i

k,
1
2
1 +

1
2i

k
)
,

(
−1

2
1− 1

2i
k, −1

2
1− 1

2i
k
)

(23)

or (
−1

2
1− 1

2i
k, −1

2
1− 1

2i
k
)
,

(
1
2
1 +

1
2i

k,
1
2
1 +

1
2i

k
)

(24)

in the case of (7), and(
1
2i

1− 1
2
k, − 1

2i
1 +

1
2
k
)
,

(
− 1

2i
1 +

1
2
k,

1
2i

1− 1
2
k
)

(25)

or (
1
2i

1 +
1
2
k, − 1

2i
1− 1

2
k
)
,

(
− 1

2i
1− 1

2
k,

1
2i

1 +
1
2
k
)

(26)

in the case of (9).
(vi) The sequences (8) and (10) are constant-valued, starting from some
term; it amounts at(

−1
2
1 +

1
2i

k, −1
2
1 +

1
2i

k
)

or
(

1
2
1− 1

2i
k,

1
2
1− 1

2i
k
)

(27)

in the case of (8), and(
1
2i

1− 1
2
k, − 1

2i
1− 1

2
k
)

or
(
− 1

2i
1 +

1
2
k, − 1

2i
1− 1

2
k
)

(28)

in the case of (10).
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(vii) The sequences (13) and (14) are periodic of period 2, starting from
some term. The periods are:(

1
2i

1− 1
2
k, −1

2
1− 1

2i
k
)
,

(
− 1

2i
1 +

1
2
k, −1

2
1− 1

2i
k
)

(29)

or (
− 1

2i
1 +

1
2
k,

1
2
1 +

1
2i

k
)
,

(
1
2i

1− 1
2
k,

1
2
1 +

1
2i

k
)

(30)

in the case of (13), and (30) or (29) in the case of (14) (given z ∈ L0∞, the
choices (29) and (30) are mutually correlated).
(viii) The sequences (11) and (12) are periodic of period 2, starting from
some term. The periods are:(

1
2
1 +

1
2i

k, −1
2
1 +

1
2i

k
)
,

(
−1

2
1− 1

2i
k, −1

2
1 +

1
2i

k
)

(31)

or (
−1

2
1− 1

2i
k,

1
2
1− 1

2i
k
)
,

(
1
2
1 +

1
2i

k,
1
2
1− 1

2i
k
)
. (32)

The Periodicity Theorem is a consequence of Theorems 1–6 [18]. We
do not repeat the assertions of these theorems that precise the starting
terms of the periodicity — here we have no further contribution in that
field. We are dealing only with the assertions that can be reformulated to
involve quaternions explicitly. More precisely, the Periodicity Theorem in
the quaternionic version has been announced in [8] with the proof of the
assertion (i). Now we restrict ourselves to proving the assertions (ii)–(iv).
Assertions (v)–(viii) will be proved in the forthcoming paper [9].

However, we can remove the second condition in (19) which is done in the
Second and Third Periodicity Theorems in Sections 4 and 5, respectively.

2. Quaternions and octonions in the Cayley-Dickson
construction

Let A be a finite-dimensional algebra over a field K equipped with an
involution, namely the K-linear mapping: � : A→ A such that (ab)� = b�a�

for all a, b ∈ A and with norm given by ‖a‖2 = aa�. Let us consider the
Cartesian product A × A and define addition and multiplication in it by
the formulae:

(a, b) + (c, d) = (a+ c, b+ d),

(a, b) · (c, d) = (ac− db�, a�d+ cb)
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for all (a, b), (c, d) ∈ A × A. The set A′ = A × A with these operations is
an algebra with involution:

(a, b)� = (a�,−b)

and norm

‖(a, b)‖ = (a, b)(a, b)�.

Let us note that the algebra A is a subalgebra of A′ via the embedding:
a �→ (a, 0). The construction defined above is the so-called Cayley-Dickson
construction. If we perform the Cayley-Dickson construction a number of
times, say n times, starting from an arbitrary algebra A0, we shall obtain
a sequence of algebras:

A0 ⊂ A1 ⊂ · · · ⊂ An

such that dimK Aj+1 = 2 dimK Aj for j = 0, 1, . . . , n− 1.
Let us start the construction from A0 = R, the algebra of real numbers

over itself. The mapping � is identity. It is easy to see A1 = C = R ⊕ Ri

is the field of complex numbers. Applying the construction to C we obtain
A2 = C⊕Cj ∼= H, the real quaternions, and consequently:A3 = H⊕H� ∼= O

which is the algebra of octonions. Here j, j2 = −1, has to anticommute with
i, and �, �2 = −1, has to anticommute with i, j, k; (1, i, j, k) being the basis
of H. The next algebra after octonions would be the algebra of sedenions,
which is no longer a division algebra, that is, it possesses zero divisors.

It seems obvious, that the process of Cayley-Dickson construction is
worth continuing, because the bigger algebra, the better, we expect, might
describe the world. However, there are two kinds of losses connected with
this expansion.

Firstly, with every step of the Cayley-Dickson construction the prop-
erties of the new algebra are a little worse than these of the old one. For
example: in C, we have no order of elements which we had in R. Obviously,
lack of order refers to all further algebras in the construction. In H we have
no commutativity, which we had in C. In O we no longer have associativity
of the multiplication.

The second inconvenience about bigger algebras is that, the objects con-
sidered become either too large or too small to be interesting. For example,
the class of holomorphic functions over quaternions is very poor and re-
duces to right H-linear functions f(q) = aq + b where a, b ∈ H. On the
other hand, the power series of quaternion variable q = w + ix + jy + kz

gives a set which is too big to be interesting [18].
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3. The case α ≤ 2p − 1, period 1. A fractal bundle
of the flower type

For (19), the expressions (18) are still correct, but seem not so interesting:
they reduce to (20), so the sequences (3) are constant-valued, starting form
some term; in the cases of Pauli matrices σ1 and σ2 they reduce to 0 and
give no information on the structure in question. Therefore we have to take
into account sequences related to petals of the form

u v , u �= 0, v �= 0, where stands for 0 . cm (33)

This will be done in Sections 4 and 5 of the paper corresponding to Parts
(iii) and (iv) of the Periodicity Theorem.

Having the most important examples of petals: (36), (37) in [8] and (33)
above, we are in a position to understand the definition of a fractal bundle
of the flower type and actually we need it [2,15].

Definition 3.1. Let K0 be a compact metric space with metric ρ. Let
σj : K0 → K0 for j = 1, 2, . . . , N be contractible mappings with respect to
ρ. The set K of the form

K :=
∞⋂
n=1

Kn, where Kn =
N⋃
j=1

σj(Kn−1)

is called fractal set of flower type.
Moreover, in this case we have [5]:

K =
N⋃
j=1

σj(K).

If, for fixed α, we now consider Qnα, n = 1, 2, . . ., we obtain a graded
(coloured) fractal, denoted Σα, which will be called graded (coloured)
Clifford-type fractal . The corresponding sequence (Σα, α = 1, 2, . . .) will
be called graded (coloured) Clifford-type fractal bundle.

This fractal bundle is well defined, which can be proved using the Cuntz
algebra O(4) [1] and Kakutani dichotomy theorem [4].

4. The case: α ≤ 2p − 1, perpendicular lower convergence.
Ovary and ovules

For (19), according to Theorem 2 [16], the sequences (4) are periodic of
period 2 starting from some term determined in that theorem. The periods
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are:(
0 ηaλα,λ−1

ηaλ−1
αλ 0

)
,

(
0 −ηaλα,λ−1

−ηaλ−1
αλ 0

)
, where η = 1 or −1. (34)

For an alternative direct proof we may observe that, in order to calculate(
gαq (z−−(p+ q − 3)), gαq (z+

−(p+ q − 3))
)

= (gαq (
1

2
√

2
m

2n
(1− i)− 1

2
√

2
1

2p+q−3
), gαq (

1
2
√

2
m

2n
(1− i)− i

2
√

2
1

2p+q−3
)),

m = 0,±1, . . . ,±(2n − 1); n = 0, 1, . . . ,

we have to look for

(gαq−s(z
−
−(p+ q − s− 3)), gαq−s(z

+
−(p+ q − s− 3))), s = 1, 2, . . . .

To this end, in the case of Clifford-type fractal Σ2 = (Q2
q), p = 2 and

A1
2 = σ2, we consider the table, where rows numbered with positive integers,

corresponding to odd numbers, represent {z−−(p+ q− 3)}∪ {z+
−(p+ q− 3)}

in the q-th iteration step, and columns represent the configuration related
to sm = m/2n (in Fig. 1 (a) we take n = 11). The configuration consists
of two values of the generating function if z belongs to the interior of the
basic square Qαjqk corresponding to a pair (j, k); of four values if z is on the
boundary but not in a vertex; finally, of eight values if z is in a vertex (of
course, it may happen, that some of these values coincide). In the case of
σ2 we have the following possibilities for the two values corresponding to
the direction perpendicular to L∞ starting from some term of (4):

i -i or -i i . (35)

As far as the direction of L∞ corresponding to z ∈ L∞ is concerned, we
have only one possibility:

0

0
, denoted by . (36)

For each n the first period is indicated with help of the upper part of a
bigger square; this upper part containing four small squares x and four
small rectangles .

In the case of Σ3 for p = 3 and α = 1, 2, . . . , 5, we consider an analogous
table (in Fig. 2 (b) we take again n = 11). Let 5 , 6 , 7 , 8 represent
the values a1

α2, a3
α4, a2

α1, a4
α3, respectively. Then we have the following

possibilities for the two values corresponding to the direction perpendicular
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Fig. 1. Checking the periodicity in construction of a graded Clifford-type fractal: (a) Σ2

for p = 2, (b) Σα for p = 3, α = 1, 2, . . . , 5; aλ
αλ = 0.
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to L∞:

5 7 , 6 8 , -5 -7 , -6 -8 .

As far as the direction of L∞ corresponding to z ∈ L∞ is concerned, we
have only one possibility (36). If, however, we remove the second condition
in (19), the number of possibilities increases (cf. Fig. 2):

��
��

with 5 7 ,
��

with x y , with 6 8 ,

��
��
-
-

with -5 -7 , -
-��

with -x -y ,
-

with -6 -8 .

For each n the first period is indicated with help of the upper part of a
bigger square; these upper parts containing four squares and four rectangles
form the collection:

,5 7
��

��
,6 8 ,-5 -7

��

��

-

-
.-6 -8

-

Then we can proceed by induction with respect to p, considering Σα,
α = 1, 2, . . . , 2p − 1. We observe that, by (16) the matrices (34) can be
expressed in the quaternionic form (21) as desired.

If we remove the second condition from (19):

aλαλ = 0 for λ = 2p+q−2, (37)

then the periods (34) have a more general form(
ηaλ−1

α,λ−1 ηa
λ
α,λ−1

ηaλ−1
αλ 0

)
,

(−ηaλ−1
α,λ−1 −ηaλα,λ−1

−ηaλ−1
αλ 0

)
, where η = 1 or −1, (38)

and the quaternionic form, instead of (21) reads:

1
2
ηaλ−1

α,λ−11 +
1
2i
η(aλ−1

αλ − aλα,λ−1)i +
1
2
η(aλ−1

αλ + aλα,λ−1)j +
1
2
ηaλ−1

α,λ−1k,

−1
2
ηaλ−1

α,λ−11−
1
2i
η(aλ−1

αλ − aλα,λ−1)i− 1
2
η(aλ−1

αλ + aλα,λ−1)j− 1
2
ηaλ−1

α,λ−1k.

(39)
Therefore we have arrived at the following generalization of Periodicity
Theorem (iii):

Second Periodicity Theorem (quaternionic formulation). (i) If (37)
holds, the sequences (4) are periodic of period 2, starting from some term.
The periods are (39), where η = 1 or −1.
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(ii) The periodicity of the sequences (4) always starts from their n-th term
or earlier whenever m in the definition of z ∈ L0

∞ is odd. If m is even, of
the form m = µ · 2ν , where µ is odd, the periodicity of (4) starts from the
(n − ν)-th term or earlier. In particular, such a situation appears in the
cases of Pauli matrices σ1 and σ2, where the periodicity, for m odd, starts
exactly from the n-th term. For m even the periodicity starts exactly from
the (n− ν)-th term.

The statement (ii) of the above theorem was not proved here, but the
proof is merely a repetition of those
of Theorems 1 and 2 [16]. (Because
of importance of σ1, Fig. 1 (a) is re-
peated as Fig. 3 (a) with a1

22 = i

and a2
21 = −i formally replaced by

a1
12 = 1 and a2

11 = 1, respectively. Of
course, distribution of signs + and
− in the table is now entirely dif-
ferent. It seems worth-while to draw
also Fig. 3 (b) being a counterpart
of Fig. 1 (b), where 6 and 8 are
formally replaced by 5 and 7 , re-
spectively.)

Figure 2: Conventions concerning akαj
for p = 3, α = 1, 2, . . . , 5; aλαλ = 0.

The above discussion fully motivates distinguishing the structures

,
λ+j 3

2λ+j

j-1

j

,
-λ-j - 3

2λ-j

-j+1

-j

j = 1, 2, . . . ,
1
2
λ− 1, (40)

where λ = 2p+q−2, and

,
λ+1 3

2λ+1

���

���

,
3
2λ-1 2λ-1

,
-λ-1 - 3

2λ-1

−���

−���

,
- 3
2λ+1 -2λ+1

−

1 = ���
,

1
2λ-1 = , where λ = 2p+q−2,

(41)
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Fig. 3. Checking the periodicity in construction of a graded Clifford-type fractal: (a) Σ1

for p = 2, (b) Σα for p = 3, α = 1, 2, . . . , 5; aλ
αλ = 0.
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which are petals again. Because of the periodicity, any petal (40) has to be
considered with one of the intrinsic petals (41), that is to consider bipetals,
in this case ordered pairs of petals (40) and intrinsic petals (41).

In the case of a graded fractal bundle

(Σ1,Σ2, . . . ,Σ2p−1), (42)

it is natural to call the initial Clifford algebra Cl2p−1(C) — the ovary of
the fractal bundle (42), and the generators A1

α = Aα, α = 1, 2, . . . , 2p − 1
— the ovules of the bundle (42).

5. The case: α ≤ 2p − 1, perpendicular upper convergence.
The pistil and stamens

For (19), according to Theorem 3 [16], the sequences (5) are constant-valued
starting from some term determined in that theorem; it amounts at:(

0 −ηa2
α1

−ηa1
α2 0

)
, where η = 1 or −1. (43)

For an alternative, direct proof we may observe that, in order to calculate

(gαq (z−+(p+ q − 3)), gαq (z+
+(p+ q − 3)))

= (gαq (
1

2
√

2
m

2n
(1 − i)− i

2
√

2
1

2p+q−3
), gαq (

1
2
√

2
m

2n
(1 − i) +

1
2
√

2
1

2p+q−3
)),

m = 0,±1, . . . ,±(2n − 1); n = 0, 1, . . . ,

we have to look for

(gαq−s(z
−
+(p+ q − s− 3)), gαq−s(z

+
+(p+ q − s− 3))), s = 1, 2, . . . .

To this end, in the case of the Clifford-type fractal Σ2 = (Q2
q), p = 2 and

A1
2 = σ2, we consider the table, where rows numbered with positive integers,

corresponding to even numbers, represent {z−+(p+ q−3)}∪{z+
+(p+ q−3)}

in the q-th iteration step, and columns represent the configuration related
to sm = m/2n (in Fig. 1 (a) we take n = 11).

Again, the configuration consists of two, four or eight values of the
generating function (of course, it may happen, that some of these values
coincide). In the case of σ2 we have the two possibilities (35) for two values
corresponding to the direction perpendicular to L∞. As far as the direction
of L∞ corresponding to z ∈ L∞ is concerned, we have only one possibility
(36). For each n the beginning of constancy of the sequences (5) is indicated
with the help of a medium-size square, containing two small squares x
and two small rectangles . If we consider together the perpendicular
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lower and upper convergences related to z ∈ L∞, we have to state that for
each n the first period is indicated with help of the upper and lower parts
of a bigger square; the both parts containing eight small squares x and
eight small rectangles .

In the case of Σα, for p = 3 and α = 1, 2, . . . , 5, we continue considering
an analogous table (in Fig. 1 (b) we take again n = 11). A discussion,
completely analogous to that of the preceding section, leads to the same
conclusion, but it is interesting to observe that, as far as the periodicity is
concerned,

intrinsic petals ,6 8 -6 -8

-

correspond to the perpendicular lower
convergence,

intrinsic petals ,5 7
��

��
-5 -7
��

��

-

-
correspond to the perpendicular upper

convergence.

We observe that, by (16), the matrices (43) can be expressed in the quater-
nionic form (22), as desired.

If we replace (19) by a less restrictive condition (37), then the one-
element periods (38) have a more general form(−ηa1

α1 −ηa2
α1

−ηa1
α2 −ηa2

α2

)
, where η = 1 or −1, (44)

and the quaternionic form, instead of (22), reads:

−1
2
η
(
a1
α1 + a2

α2

)
1− 1

2i
η
(
a1
α2 − a2

α1

)
i− 1

2
η
(
a1
α2 + a2

α1

)
j

− 1
2i
η
(
a1
α1 − a2

α2

)
k. (45)

Therefore we have arrived at the following generalization of Periodicity
Theorem (iv):

Third Periodicity Theorem (quaternionic formulation). (i) If (42) holds,
the sequences (5) are constant-valued, starting from some term. It amounts
at (45), where η = 1 or −1.
(ii) The constancy of the sequences (5) always starts from their n-th term
or earlier whenever m in the definition of z ∈ L0∞ is odd. If m is even, of
the form m = µ · 2ν, where µ is odd, the constancy of (5) starts from the
(n − ν)-th term or earlier. In particular, such a situation appears in the
cases of Pauli matrices σ1 and σ2, where the constancy, for m odd, starts
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exactly from the n-th term. For m even the periodicity starts exactly from
the (n− ν)-th term.

The statement (ii) of the above theorem was not proved here, but the
proof is merely a repetition of those of Theorems 1 and 3 [16] (because of
importance of σ1, it is worthwhile to fill up the blank rows in Figs 4 (a)
and (b) corresponding to the perpendicular upper convergence). Here we
are dealing again with petals of the form (40) together with intrinsic petals
of the form (41), that is with the corresponding bipetals.

Taking into account the role of sets L0
p+q−3, q = 1, 2, . . ., and L0

∞ in a
graded fractal bundle (42), expressed by the considerations of Sections 4
and 5, and — in particular — in the Second and Third Periodicity Theo-
rems, we are let to call them the stamens of the fractal bundle (42) in case
of the sets L0

p+q−3, q = 1, 2, . . ., and the pistil of that bundle in case of the
set L0∞.

The research including the rest of proof of the Periodicity Theorem,
will be continued in the forthcoming paper [9]. It is worthwhile to stress
the relationship of fractal bundles of algebraic structure with studies of the
Hurwitz problem [3], especially on its geometrical aspects introduced and
studied in other papers [6,7,10-15,17].
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15. J. �Lawrynowicz and J. Rembieliński, An introduction to pseudotwistors: Basic
constructions, in: Quaternionic Structures in Mathematics and Physics. Ed.
by S. Marchiafava, P. Piccinni and M. Pontecorvo, World Scientific, Singapore
2001, pp. 241–252.

16. , Periodicity theorems for graded fractal bundles related to Clifford
structures, Internat. J. of Pure and Appl. Math., to appear.

17. J. �Lawrynowicz, J. Rembieliński and F.L. Castillo Alvarado, Basic properties
and applications of graded fractal bundles related to Clifford structures, in:
Clifford Algebras and Their Applications in Mathematical Physics, Ed. by
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SECTIONAL CURVATURES
OF SOME HOMOGENEOUS REAL HYPERSURFACES

IN A COMPLEX PROJECTIVE SPACE
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In this note, we pose two pinching problems on sectional curvatures of real
hypersurfaces in a complex projective space.

Keywords: Sectional curvatures; Complex projective spaces; Homogeneous real
hypersurfaces; type A hypersurfaces; type B hypersurfaces.

1. Introduction

Let Pn(C) be an n-dimensional complex projective space with Fubini-Study
metric of constant holomorphic sectional curvature 4 and M a real hyper-
surface of Pn(C). Nice examples of real hypersurfaces in Pn(C) are homoge-
neous real hypersurfaces, namely they are given as orbits under subgroups
of the projective unitary group PU(n + 1). It is well-known that a homo-
geneous real hypersurface in Pn(C) is congruent to one of the six model
spaces of type A1, A2, B, C, D and E. By virtue of Takagi’s result [3] we
know that these homogeneous real hypersurfaces are realized as tubes of
constant radius over certain compact Hermitian symmetric spaces of rank 1
or rank 2 (see Theorem T).

In the study of real hypersurfaces in Pn(C), many differential geometers
are interested in the following two problems:
(1) Give a characterization of homogeneous real hypersurfaces.
(2) Construct non-homogeneous nice real hypersurfaces in Pn(C) and char-

acterize such hypersurfaces.

2000 Mathematics Subject Classification. Primary 53B25, 53C40.
‡The second author is partially supported by Grant-in-Aid for Scientific Research (C)
(No. 17540078), Japan Society for the Promotion of Science.
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From the viewpoint of Problem (1) it is important to compute various
geometric invariants of homogeneous real hypersurfaces. In this context,
motivated by Kon’s result (Theorem K), for all type A hypersurfaces and
some type B hypersurfaces we compute their sectional curvatures (Propo-
sition 1). Here type A means either type A1 or type A2. In the last section
we pose two open problems on sectional curvatures of real hypersurfaces in
Pn(C) (Problems 1 and 2).

2. Preliminaries

Let M be an orientable real hypersurface (with Riemannian metric 〈 , 〉) of
Pn(C) andN a unit normal vector field on M . The Riemannian connections
∇̃ in Pn(C) and ∇ in M are related by the following formulas for any vector
fields X and Y on M :

∇̃XY = ∇XY + 〈AX, Y 〉N and ∇̃XN = −AX,
where A is the shape operator of M in Pn(C). An eigenvector X of the
shape operator A is called a principal curvature vector . Also an eigenvalue
λ of A is called a principal curvature. In the following, we denote by Vλ
the eigenspace of A associated with eigenvalue λ. It is known that M has
an almost contact metric structure induced from the Kähler structure J of
Pn(C). That is, we can define a tensor field φ of type (1,1), a vector field ξ
and a 1-form η on M by

〈φX, Y 〉 = 〈JX, Y 〉 and 〈ξ,X〉 = η(X) = 〈JX,N〉.
So we have

φ2X = −X + η(X)ξ, 〈ξ, ξ〉 = 1, φξ = 0.

Let R denote the curvature tensor of M . Then we have the following Gauss
equation:

〈R(X,Y )Z,W 〉 = 〈Y, Z〉〈X,W 〉 − 〈X,Z〉〈Y,W 〉+ 〈φY,Z〉〈φX,W 〉
− 〈φX,Z〉〈φY,W 〉 − 2〈φX, Y 〉〈φZ,W 〉
+ 〈AY,Z〉〈AX,W 〉 − 〈AX,Z〉〈AY,W 〉.

Hence, for each orthonormal pair of vectors X,Y of M the sectional curva-
ture K(X,Y ) = 〈R(X,Y )Y,X〉 is expressed as:

K(X,Y ) = 1 + 3〈φX, Y 〉2 + 〈AX,X〉〈AY, Y 〉 − 〈AX, Y 〉2. (2.1)

We here recall the classification theorem of homogeneous real hypersurfaces
in Pn(C) due to Takagi [3].
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Theorem T. Let M be a homogeneous real hypersurface of Pn(C). Then
M is congruent to one of the following:

(A1) a geodesic sphere of radius r, where 0 < r < π/2,
(A2) a tube of radius r over totally geodesic Pk(C) (1 � k � n− 2), where

0 < r < π/2,
(B) a tube of radius r over a complex hyperquadric Qn−1, where 0 < r <

π/4,
(C) a tube of radius r over P1(C) × Pn−1

2
(C), where 0 < r < π/4 and n

is odd,
(D) a tube of radius r over a complex Grassmann G2,5(C), where 0 < r <

π/4 and n = 9,
(E) a tube of radius r over a Hermitian symmetric space SO(10)/U(5),

where 0 < r < π/4 and n = 15.

It is known that a geodesic sphere of radius r (with 0 < r < π/2) is
congruent to a tube of radius (π/2)−r over a complex hyperplane Pn−1(C)
in Pn(C).

The numbers of distinct principal curvatures of these real hypersurfaces
are 2, 3, 3, 5, 5, 5, respectively. These principal curvatures are as follows.

(A1) (A2) (B) (C, D, E)

λ1 cot r cot r cot
(
r − π/4) cot

(
r − π/4)

λ2 — − tan r cot
(
r + π/4

)
cot
(
r + π/4

)
λ3 — — — cot r

λ4 — — — − tan r

α 2 cot(2r) 2 cot(2r) 2 cot(2r) 2 cot(2r)

Here λi denotes a principal curvature of a principal curvature vector or-
thogonal to the characteristic vector ξ (with principal curvature α) of M .

The multiplicity m(µ) of each principal curvature µ of a homogeneous
real hypersurface is as follows.

(A1) (A2) (B) (C) (D) (E)
m(λ1) 2n− 2 2n− 2k − 2 n− 1 2 4 6
m(λ2) — 2k n− 1 2 4 6
m(λ3) — — — n− 3 4 8
m(λ4) — — — n− 3 4 8
m(α) 1 1 1 1 1 1
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Remark 1. Direct computation yields that a homogeneous real hypersur-
face M (which is a tube of radius r) is minimal in one of the following
cases:

(A1) cot r =
1√

2n− 1
,

(A2) cot r =
√

2k + 1
2n− 2k − 1

,

(B) cot r =
√
n+

√
n− 1,

(C) cot r =
√
n+

√
2√

n− 2
,

(D) cot r =
√

5,

(E) cot r =
√

15 +
√

6
3

.

3. Sectional curvatures of hypersurfaces of type A or type
B

By elementary computation we have the following lemma which is a key in
our discussion.

Lemma. Let V be an n-dimensional vector space (with inner product
〈 , 〉) and A : V → V is a linear mapping. We denote by λ1, . . . , λn eigen-
values of A. Then for each orthonormal pair of vectors X,Y ∈ V we have

min
1�i
=j�n

λiλj � 〈AX,X〉〈AY, Y 〉 − 〈AX, Y 〉2 � max
1�i
=j�n

λiλj .

Our aim here is to prove the following:

Proposition 1. The sectional curvature K of a type A hypersurface or
a type B hypersurface takes the following maximum value and minimum
value.

(A1) cot2 r � K � 4 + cot2 r.

(A2) 0 � K � 4 + max{cot2 r, tan2 r}.

(B) −cot2 + cot r + 1
cot r

� K for each n(� 2). In particular, when n = 2,

K satisfies −cot2 r + cot r + 1
cot r

� K � max
{

3,
cot2 r − cot r + 1

cot r

}
.

Proof. We denote by X,Y a pair of orthonormal vectors on our real hy-
persurface M . We shall consider the case of type (A1). It follows from (2.1)
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and our Lemma that

K(X,Y ) � 4 + 〈AX,X〉〈AY, Y 〉 − 〈AX, Y 〉2
� 4 + cot2 r

= K(X1, φX1) for ∀X1 ∈ Vcot r

as well as

K(X,Y ) � 1 + 〈AX,X〉〈AY, Y 〉 − 〈AX, Y 〉2
� 1 + cot r · 2 cot(2r) = cot2 r

= K(X1, ξ) for ∀X1 ∈ Vcot r.

Case of type (A2). Note that λ2 < α < λ1. Then we have similarly

K(X,Y ) � 4 + 〈AX,X〉〈AY, Y 〉 − 〈AX, Y 〉2
� 4 + max{λ2

1, λ
2
2} = 4 + max{cot2 r, tan2 r}

= max{K(X1, φX1),K(X2, φ2)} for ∀X1 ∈ Vλ1 , ∀X2 ∈ Vλ2

and

K(X,Y ) � 1 + 〈AX,X〉〈AY, Y 〉 − 〈AX, Y 〉2
� 1 + λ1λ2 = 0

= K(X1, X2) for ∀X1 ∈ Vλ1 , ∀X2 ∈ Vλ2 .

Case of type (B). Our three distinct principal curvatures λ1, λ2, α satisfy
λ2 > 0, λ1 < 0 and α > λ2 > λ1. Hence by the same computation as above
we see that the minimum value of K is expressed as:

K(X,Y ) � 1 + 〈AX,X〉〈AY, Y 〉 − 〈AX, Y 〉2

� 1 + λ1α = −cot2 r + cot r + 1
cot r

= K(X1, ξ) for ∀X1 ∈ Vλ1 .

In the rest of proof we shall compute the maximum value of K in the case
of n = 2. That is, we consider a homogeneous real hypersurface of type B in
P2(C). We take unit vectors e1 ∈ Vλ1 , e2 ∈ Vλ2 . Needless to say, e2 = ±φe1.
For the vectors X,Y we set

X = a1e1 + a2e2 + a3ξ, Y = b1e1 + b2e2 + b3ξ

and

c1 = a2b3 − a3b2, c2 = a3b1 − a1b3, c3 = a1b2 − a2b1.
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So we may easily find that c21 + c22 + c23 = 1. Then by direct computation
the sectional curvature K(X,Y ) can be expressed in terms of c1, c2 (with
0 � c21 + c22 � 1) as:

K(c1, c2) = 3 + c21
cot2 r − 4 cot r + 1

cot r
− c22

cot2 r + 4 cot r + 1
cot r

.

Here, setting c1 = s cos θ, c2 = s sin θ (0 � s � 1, 0 � θ < 2π), we have the
following quadratic function K(s, θ) with respect to s:

K(s, θ) = 3− 4s2 +
cot2 r + 1

cot r
s2 cos(2θ).

In the following, our discussion is divided into two cases. One is the case
of 1 < cot r � 2 +

√
3 , that is π/12 � r < π/4. Then, because of

cot2 r + 1
cot r

� 4, we know that for each fixed θ0 the function K(s, θ0) is mono-

tone decreasing with respect to s, so that maxK = K(0, θ) = K(e1, e2) = 3.
We here draw Figure 1 which is the graph of K(s, θ) (0 � s � 1, 0 � θ � π),
when r = π/4.

 0
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 0.4
 0.6

 0.8
 1  0

 0.5
 1

 1.5
 2

 2.5
 3

-3

-2

-1

 0

 1

 2

 3

Fig. 1. The graph of 3 − 4s2 + 2s2 cos 2θ

The other is the case of cot r > 2 +
√

3 , that is 0 < r < π/12. Then we
have

K(s, θ) � K(s, 0) = 3 +
cot2 r − 4 cot r + 1

cot r
s2 � K(1, 0)

and

maxK = K(e2, ξ) =
cot2 r − cot r + 1

cot r
.
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For example, when cot r = 5 + 2
√

6, the graph of K(s, θ) (0 � s � 1,
0 � θ � π) is Figure 2.
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Fig. 2. The graph of 3 − 4s2 + 10s2 cos 2θ

Thus we obtain the desirable maximum value.

At the end of this section we pose the following conjecture on sectional
curvatures of homogeneous real hypersurfaces of type B in Pn(C), n � 3. By
direct computation we see that with respect to principal curvatures λ̄i = λ1

(i = 1, · · · , n− 1), λ̄j = λ2 (j = n, · · · , 2n− 2), λ̄2n−1 = α,

max
i
=j

λ̄iλ̄j =

λ2α (0 < r � r0),

λ2
1 (r0 � r < π/4).

Here r0 is given as follows. Let t = cot r with 0 < r < π/4. Then t0 = cot r0
is the unique solution of t(1 + t)2 − (1 − t)4 = 0, which is equivalent to
λ2α = λ2

1, with 0 < t < 1. Hence r0 is expressed as:

r0 = cot−1

5 +
√

17
4

+
1
2

√
13 + 5

√
17

2

 .

Conjecture. For a homogeneous real hypersurface M of type B in Pn(C),
n � 3 does the maximum value of the sectional curvature K of M take the
following value?

maxK = 1 +

λ2α (0 < r � r0),

λ2
1 (r0 � r < π/4).
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4. Pinching problems on sectional curvature of real
hypersurfaces

Proposition 1(B) gives us information on sectional curvatures of some plane
section for other homogeneous real hypersurfaces in Pn(C).

Proposition 2. Let M be one of homogeneous real hypersurfaces of type
(B), (C), (D) and (E) in Pn(C). Then the sectional curvature K of M
satisfies

K(X, ξ) < 0 for each unit X ∈ V
cot
(
r−π

4

).
It is natural to pose the following two problems in connection with

Propositions 1 and 2.

Problem 1. Let M be a compact orientable real hypersurface of Pn(C). If
the sectional curvature K of M satisfies 0 � K � 5, is M congruent to one
of the following type A hypersurfaces?
(1) A geodesic sphere of radius r, where π/4 � r < π/2 and cot2 r � K �

4 + cot2 r.
(2) A tube of radius π/4 over totally geodesic Pk(C) (1 � k � n−2), where

0 � K � 5.

Problem 2. Let M be a compact orientable minimal real hypersurface of
Pn(C). If the sectional curvature K of M satisfies 0 � K � 5, is M con-
gruent to one of the following type A hypersurfaces?

(1) A geodesic sphere of radius r, where cot r = 1/
√

2n− 1 and
1

2n− 1
�

K � 4 +
1

2n− 1
.

(2) A tube of radius π/4 over totally geodesic Pk(C), where 2k = n− 1 and
0 � K � 5.

Finally we recall the following theorem due to Kon [1], which is related
to Problem 2:

Theorem K. Let M be a compact orientable minimal real hypersurface

of Pn(C). If the sectional curvature K satisfies K � 1
2n− 1

, then M is a

geodesic sphere of radius r in Pn(C), where cot r = 1/
√

2n− 1 .
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Introduction

It is a fundamental fact that on an almost complex manifold with Hermi-
tian metric (almost Hermitian manifold), the action of the almost complex
structure on the tangent space at each point of the manifold is isometry.
There is another kind of metric, called a Norden metric or a B-metric on
an almost complex manifold, such that the action of the almost complex
structure is anti-isometry with respect to the metric. Such a manifold is
called an almost complex manifold with Norden metric ([1]) or with B-
metric ([2]). See also [5] for generalized B-manifolds. It is known that these
manifolds are classified into eight classes ([1]).

The purpose of the present paper is to exhibit, by construction, almost
complex structures with Norden metric on Lie groups as 6-manifolds, which
are of a certain class, called quasi-Kähler manifold with Norden metric. It
is proved that the constructed 6-manifold is isotropic Kählerian if and only
if it is scalar flat or it has zero holomorphic sectional curvatures ([3]).

2000 Mathematics Subject Classification. Primary 53C15, 53C50; Secondary 32Q60,
53C55
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1. Almost complex manifolds with Norden metric

1.1. Preliminaries

Let (M,J, g) be a 2n-dimensional almost complex manifold with Norden
metric, i. e. J is an almost complex structure and g is a metric on M such
that

J2X = −X, g(JX, JY ) = −g(X,Y ) (1)

for all differentiable vector fields X , Y on M , i.e. X,Y ∈ X(M).
The associated metric g̃ of g on M given by g̃(X,Y ) = g(X, JY ) for

all X,Y ∈ X(M) is a Norden metric, too. Both metrics are necessarily of
signature (n, n). The manifold (M,J, g̃) is an almost complex manifold with
Norden metric, too.

Further, X , Y , Z, U (x, y, z, u, respectively) will stand for arbitrary
differentiable vector fields on M (vectors in TpM , p ∈M , respectively).

The Levi-Civita connection of g is denoted by ∇. The tensor field F of
type (0, 3) on M is defined by

F (X,Y, Z) = g
(
(∇XJ)Y, Z

)
. (2)

It has the following symmetries

F (X,Y, Z) = F (X,Z, Y ) = F (X, JY, JZ). (3)

Further, let {ei} (i = 1, 2, . . . , 2n) be an arbitrary basis of TpM at a
point p of M . The components of the inverse matrix of g are denoted by
gij with respect to the basis {ei}.

The Lie form θ associated with F is defined by

θ(z) = gijF (ei, ej , z). (4)

A classification of the considered manifolds with respect to F is given
in Ref. 1. Eight classes of almost complex manifolds with Norden metric
are characterized there according to the properties of F . The three basic
classes are given as follows

W1 : F (x, y, z) =
1

4n
{
g(x, y)θ(z) + g(x, z)θ(y)

+ g(x, Jy)θ(Jz) + g(x, Jz)θ(Jy)
}

;

W2 : S
x,y,z

F (x, y, Jz) = 0, θ = 0;

W3 : S
x,y,z

F (x, y, z) = 0,

(5)

where S is the cyclic sum by three arguments.
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The special class W0 of the Kähler manifolds with Norden metric be-
longing to any other class is determined by the condition F = 0.

1.2. Curvature properties

Let R be the curvature tensor field of ∇ defined by

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z. (6)

The corresponding tensor field of type (0, 4) is determined as follows

R(X,Y, Z, U) = g(R(X,Y )Z,U). (7)

The Ricci tensor ρ and the scalar curvature τ are defined as usual by

ρ(y, z) = gijR(ei, y, z, ej), τ = gijρ(ei, ej). (8)

Let α = {x, y} be a non-degenerate 2-plane (i.e. π1(x, y, y, x) = g(x, x)
g(y, y)− g(x, y)2 �= 0) spanned by vectors x, y ∈ TpM , p ∈ M . Then, it is
known, the sectional curvature of α is defined by the following equation

k(α) = k(x, y) =
R(x, y, y, x)
π1(x, y, y, x)

. (9)

The basic sectional curvatures in TpM with an almost complex structure
and a Norden metric g are
• holomorphic sectional curvatures if Jα = α;
• totally real sectional curvatures if Jα ⊥ α with respect to g.

1.3. Isotropic Kähler manifolds

The square norm ‖∇J‖ of ∇J is defined in [3] by

‖∇J‖ = gijgklg
(
(∇eiJ) ek,

(∇ejJ
)
el
)
. (10)

Having in mind the definition (2) of the tensor F and the properties
(3), we obtain the following equation for the square norm of ∇J

‖∇J‖ = gijgklgpqFikpFjlq , (11)

where Fikp = F (ei, ek, ep).

Definition 1.1 ([6]). An almost complex manifold with Norden metric
satisfying the condition ‖∇J‖ = 0 is called an isotropic Kähler manifold
with Norden metric.

Remark 1.1. It is clear, if a manifold belongs to the class W0, then it is
isotropic Kählerian but the inverse statement is not always true.
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2. Lie groups as quasi-Kähler manifolds with Killing
Norden metric

The only class of the three basic classes, where the almost complex structure
is not integrable, is the class W3 — the class of the quasi-Kähler manifolds
with Norden metric.

Let us remark that the definitional condition from (5) implies the van-
ishing of the Lie form θ for the class W3.

Let V be a 2n-dimensional vector space and consider the structure
of the Lie algebra defined by the brackets [Ei, Ej ] = CkijEk, where
{E1, E2, . . . , E2n} is a basis of V and Ckij ∈ R.

Let G be the associated connected Lie group and {X1, X2, . . . , X2n} be
a global basis of left invariant vector fields induced by the basis of V . Then
the Jacobi identity has the form

S
Xi,Xj ,Xk

[
[Xi, Xj ], Xk

]
= 0. (12)

Next we define an almost complex structure by the conditions

JXi = Xn+i, JXn+i = −Xi, i ∈ {1, 2, . . . , n}. (13)

Let us consider the left invariant metric defined by the following way

g(Xi, Xi) = −g(Xn+i, Xn+i) = 1, i ∈ {1, 2, . . . , n}
g(Xj , Xk) = 0, j �= k ∈ {1, 2, . . . , 2n}.

(14)

The introduced metric is a Norden metric because of (13).
In this way, the induced 2n-dimensional manifold (G, J, g) is an almost

complex manifold with Norden metric, in short almost Norden manifold .
The condition the Norden metric g be a Killing metric of the Lie group

G with the corresponding Lie algebra g is g(adX(Y ), Z) = −g(Y, adX(Z)),
where X,Y, Z ∈ g and adX(Y ) = [X,Y ]. It is equivalent to the condition
the metric g to be an invariant metric, i.e.

g ([X,Y ], Z) + g ([X,Z], Y ) = 0. (15)

Theorem 2.1. If (G, J, g) is an almost Norden manifold with a Killing
metric g, then it is:

(i) a W3-manifold;
(ii) a locally symmetric manifold.



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

Three-parametric Lie groups as quasi-Kähler manifolds 209

Proof. (i) Let ∇ be the Levi-Civita connection of g. Then the condition
(15) implies consecutively

∇XiXj =
1
2

[Xi, Xj ], i, j ∈ {1, 2, . . . , 2n}, (16)

F (Xi, Xj , Xk) =
1
2

{
g
(
[Xi, JXj ], Xk

)− g([Xi, Xj ], JXk

)}
. (17)

According to (15) the last equation implies SXi,Xj ,Xk
F (Xi, Xj , Xk) = 0,

i.e. the manifold belongs to the class W3.
(ii) The following form of the curvature tensor is given in [4]

R(Xi, Xj , Xk, Xl) = −1
4
g
([

[Xi, Xj ], Xk

]
, Xl]

)
.

Using the condition (15) for a Killing metric, we obtain

R(Xi, Xj , Xk, Xl) = −1
4
g
(
[Xi, Xj ], [Xk, Xl]

)
. (18)

According to the constancy of the component Rijks and (16) and (18), we
get the covariant derivative of the tensor R of type (0, 4) as follows

(∇XiR) (Xj , Xk, Xl, Xm)

=
1
8

{
g
([

[Xi, Xj ], Xk

]− [[Xi, Xk], Xj

]
, [Xl, Xm]

])
+ g
([

[Xi, Xl], Xm

]− [[Xi, Xm], Xl

]
, [Xj , Xk]

])}
.

(19)

We apply the the Jacobi identity (12) to the double commutators. Then
the equation (19) gets the form

(∇XiR) (Xj , Xk, Xl, Xm)

= −1
8

{
g
([
Xi, [Xj , Xk]

]
, [Xl, Xm]

)
+ g
([
Xi, [Xl, Xm]

]
, [Xj, Xk]

))}
.

(20)

Since g is a Killing metric, then applying (15) to (20) we obtain the identity
∇R = 0, i.e. the manifold is locally symmetric.

3. The Lie group as a 6-dimensional W3-manifold

Let (G, J, g) be a 6-dimensional almost Norden manifold with Killing metric
g. Having in mind Theorem 2.1 we assert that (G, J, g) is a W3-manifold.
Let the commutators have the following decomposition

[Xi, Xj ] = γkijXk, γkij ∈ R, i, j, k ∈ {1, 2, . . . , 6}. (21)
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Further we consider the special case when the following two conditions
are satisfied

g
(
[Xi, Xj ], [Xk, Xl]

)
= 0, g

(
[Xi, JXi], [Xi, JXi]

)
= 0 (22)

for all different indices i, j, k, l in {1, 2, . . . , 6}. In other words, the commu-
tators of the different basis vectors are mutually orthogonal and moreover
the commutators of the holomorphic sectional bases are isotropic vectors
with respect to the Norden metric g.

According to the condition (15) for a Killing metric g, the Jacobi identity
(12) and the condition (22), the equations (21) take the form given in
Table 1.

Table 1. The Lie brackets with 3 parameters.

X1 X2 X3 X4 X5 X6

[X2, X3] λ1 λ2

[X3, X1] λ1 λ3

[X1, X2] λ2 λ3

[X5, X6] −λ1 −λ2

[X6, X4] −λ1 −λ3

[X4, X5] −λ2 −λ3

[X1, X4] λ2 −λ1 λ2 −λ1

[X1, X5] λ3 −λ2

[X1, X6] −λ3 λ1

[X2, X4] −λ2 λ3

[X2, X5] −λ3 λ1 −λ3 λ1

[X2, X6] λ2 −λ1

[X3, X4] λ1 −λ3

[X3, X5] −λ1 λ2

[X3, X6] λ3 −λ2 λ3 −λ2

The Lie groupsG thus obtained are of a family which is characterized by
three real parameters λi (i = 1, 2, 3). Therefore, for the manifold (G, J, g)
constructed above, we establish the truthfulness of the following

Theorem 3.1. Let (G, J, g) be a 6-dimensional almost Norden manifold,
where G is a connected Lie group with corresponding Lie algebra g deter-
mined by the global basis of left invariant vector fields {X1, X2, . . . , X6}; J
is an almost complex structure defined by (13) and g is an invariant Nor-
den metric determined by (14) and (15). Then (G, J, g) is a quasi-Kähler
manifold with Norden metric if and only if G belongs to the 3-parametric
family of Lie groups determined by Table 1.

Let us remark, the Killing form B(X,Y ) = tr(adXadY ), X,Y ∈ g, on
the constructed Lie algebra g has the following form
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B = 4
(
L −L
−L L

)
, L =

 λ2
3 −λ2λ3 −λ1λ3

−λ2λ3 λ2
2 −λ1λ2

−λ1λ3 −λ1λ2 λ2
1

 .

Obviously, it is degenerate.

4. Geometric characteristics of the constructed manifold

Let (G, J, g) be the 6-dimensional W3-manifold introduced in the previous
section.

4.1. The components of the tensor F

Then by direct calculations, having in mind (2), (13), (14), (15), (16), (17)
and Table 1, we obtain the nonzero components of the tensor F as follows

λ1 = 2F116 = 2F161 = −2F134 = −2F143 = 2F223 = 2F232

= 2F256 = 2F265 = −F322 = −F355 = 2F413 = 2F431

= 2F446 = 2F464 = −2F526 = −2F562 = 2F535 = 2F553

= −F611 = −F644 = −2F113 = −2F131 = −2F146 = −2F164

= −2F226 = −2F262 = 2F235 = 2F253 = F311 = F344 = 2F416

= 2F461 = −2F434 = −2F443 = −2F523 = −2F532 = −2F556

= −2F565 = F622 = F655,

(23)

λ2 = −2F115 = −2F151 = 2F124 = 2F142 = F233 = F266 = −2F323

= −2F332 = −2F356 = −2F365 = −2F412 = −2F421 = −2F445

= −2F454 = F511 = F544 = −2F626 = −2F662 = 2F635 = 2F653

= 2F112 = 2F121 = 2F145 = 2F154 = −F211 = −F244 = −2F326

= −2F362 = 2F335 = 2F353 = −2F415 = −2F451 = 2F424

= 2F442 = −F533 = −F566 = 2F623 = 2F632 = 2F656 = 2F665,

(24)

λ3 = −F133 = −F166 = −2F215 = −2F251 = 2F224 = 2F242 = 2F313

= 2F331 = 2F346 = 2F364 = −F422 = −F455 = 2F512 = 2F521

= 2F545 = 2F554 = 2F616 = 2F661 = −2F634 = −2F643 = F122

= F155 = −2F212 = −2F221 = −2F245 = −2F254 = 2F316

= 2F361 = −2F334 = −2F343 = F433 = F466 = −2F515 = −2F551

= 2F524 = 2F542 = −2F613 = −2F631 = −2F646 = −2F664,

(25)

where Fijk = F (Xi, Xj, Xk).
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4.2. The square norm of ∇J

According to (14) and (23)–(25), from (11) we obtain that the square norm
of ∇J is zero, i.e. ‖∇J‖ = 0. Then we have the following

Proposition 4.1. The manifold (G, J, g) is isotropic Kählerian.

4.3. The components of R

Let R be the curvature tensor of type (0,4) determined by (7) and (6)
on (G, J, g). We denote its components by Rijks = R(Xi, Xj , Xk, Xs);
i, j, k, s ∈ {1, 2, . . . , 6}. Using (16), (12), (18) and Table 1 we get the nonzero
components of R as follows

−R1221 = R4554 =
1
4
(
λ2

2 + λ2
3

)
, −R1551 = R2442 =

1
4
(
λ2

2 − λ2
3

)
,

−R1331 = R4664 =
1
4
(
λ2

1 + λ2
3

)
, −R1661 = R3443 =

1
4
(
λ2

1 − λ2
3

)
,

−R2332 = R5665 =
1
4
(
λ2

1 + λ2
2

)
, −R2662 = R3553 =

1
4
(
λ2

1 − λ2
2

)
,

R1361 = R2362 = −R4364 = −R5365 =
1
4
λ2

1,

R1251 = R3253 = −R4254 = −R6256 =
1
4
λ2

2,

R2142 = R3143 = −R5145 = −R6146 =
1
4
λ2

3,

R1561 = R2562 = R3563 = −R4564 = −R1261 = −R3263

= R4264 = R5265 = −R1351 = −R2352 = R4354

= R6356 = R1231 = −R4234 = −R5235 = −R6236 =
1
4
λ1λ2,

−R1341 = −R2342 = R5345 = R6346 = R2132 = −R4134

= −R5135 = −R6136 == R1461 = R2462 = R3463

= −R5465 = −R2162 = −R3163 = R4164 = R5165 =
1
4
λ1λ3,

R3123 = −R4124 = −R5125 = −R6126 = −R1241 = −R3243

= R5245 = R6246 == −R2152 = −R3153 = R4154

= R6156 = R1451 = R2452 = R3453 = −R6456 =
1
4
λ2λ3.
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4.4. The components of ρ and the value of τ

Having in mind (8) and the components of R, we obtain the components
ρij = ρ(Xi, Xj) (i, j = 1, 2, . . . , 6) of the Ricci tensor ρ and the the value
of the scalar curvature τ as follows

ρ11 = ρ44 = −ρ14 = −λ2
3, ρ12 = −ρ15 = −ρ24 = ρ45 = λ2λ3,

ρ22 = ρ55 = −ρ25 = −λ2
2, ρ13 = −ρ16 = −ρ34 = ρ46 = λ1λ3,

ρ33 = ρ66 = −ρ36 = −λ2
1, ρ23 = −ρ26 = −ρ35 = ρ56 = λ1λ2,

(26)

τ = 0. (27)

The last equation implies immediately

Proposition 4.2. The manifold (G, J, g) is scalar flat.

4.5. The sectional curvatures

Let us consider the characteristic 2-planes αij spanned by the basis vectors
{Xi, Xj} at an arbitrary point of the manifold:

• holomorphic 2-planes — α14, α25, α36;
• pairs of totally real 2-planes — (α12, α45); (α13, α46); (α15, α24);

(α16, α34); (α23, α56); (α26, α35).

Then, using (9), (14) and the components of R, we obtain the corre-
sponding sectional curvatures

k(α14) = k(α25) = k(α36) = 0;

−k(α12) = k(α45) =
1
4
(
λ2

2 + λ2
3

)
, k(α15) = −k(α24) =

1
4
(
λ2

2 − λ2
3

)
,

−k(α13) = k(α46) =
1
4
(
λ2

1 + λ2
3

)
, k(α16) = −k(α34) =

1
4
(
λ2

1 − λ2
3

)
,

−k(α23) = k(α56) =
1
4
(
λ2

1 + λ2
2

)
, k(α26) = −k(α35) =

1
4
(
λ2

1 − λ2
2

)
.

Therefore we have the following

Proposition 4.3. The manifold (G, J, g) has zero holomorphic sectional
curvatures.

4.6. The isotropic-Kählerian property

Having in mind Propositions 4.1–4.3 and Theorem 2.1, we give the following
characteristics of the constructed manifold
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Theorem 4.1. The manifold (G, J, g) constructed as an W3-manifold with
Killing metric in Theorem 3.1:

(i) is isotropic Kählerian;
(ii) is scalar flat;

(iii) is locally symmetric;
(iv) has zero holomorphic sectional curvatures.
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In this paper, we present a study comparing the performance of unscented and
extended Kalman filtering for improving model for trajectory interpolation.
Specifically, we examine orientation motion with quaternions, which are criti-
cal for appreciating direction. Our experimental results and analysis indicate
that unscented Kalman filtering performs equivalently with extended Kalman
filtering.
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interpolation; Quaternions.

1. Introduction

Trajectory interpolation algorithms represent an important component of
any 2D/3D Short Term Dispersion simulation system. Without these al-
gorithms, the systems must be limited to use the observed points only to
compute and predict the dispersion of the pollutant.

The industrial short term model accepts hourly meteorological data
records to define the conditions for plume rise, transport, diffusion and de-
position and uses the steady-state Gaussian plume equation for a continue
elevated sources. For a steady-state Gaussian plume, the hourly concentra-
tion is given by [2].

µ =
Q ∗K ∗ V ∗D

2 ∗ π ∗ us ∗ σy ∗ σz
∗ exp (−0.5 ∗ y

σy
)2. (1)

The Kalman filter is a set of mathematical equations that provides an
efficient computational (recursive) means to estimate the state of a process,
in a way that minimizes the mean of the squared error. The filter is very
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powerful in a several aspects: it supports estimations of past, present and
even future states, and it can do so even when the precise nature of the
modeled system is unknown.

The extended Kalman filter (EKF) provides this modification by lin-
earizing all nonlinear models (i.e., process and measurement models) so
the traditional KF can be applied [1]. Unfortunately, the EKF has two
important potential drawbacks. First, the derivation of the Jacobean ma-
trices, the linear approximation to the nonlinear functions, can be complex
causing implementation difficulties. Second, these linearizations can lead to
filter instability if the time step intervals are not sufficiently small [3].

To address these limitations, Julier and Uhlmann developed the un-
scented Kalman filter UKF [3]. The UKF operates on the premise that it is
easier to approximate a Gaussian distribution than it is to approximate an
arbitrary nonlinear function. Instead of linearizing using Jacobian matrices,
the UKF using a deterministic sampling approach to capture the mean and
covariance estimates with a minimal set of sample points. The UKF is a
powerful nonlinear estimation technique and has been shown to be a supe-
rior alternative to the EKF in a variety of applications including parameter
estimation for time series modeling [3], and neural network training [3].

The aim of the paper is to provide a practical application to the discrete
Kalman filter. This application includes a description and some discussion
of the basic and extended Kalman filter and example,results. The main pur-
pose in this article is developing of the algorithm for comparison of UKF
and EKF effects in moving trajectory of virtual point source of air pol-
lution. This trajectory is described by means of the quaternion geometry
and about this reason is defined measure for correlation of the quaternion
curves. We describe the results of an experimental study which examines
the estimation accuracy of the EKF and UKF on of virtual point source of
air pollution represented with quaternions. Quaternions are a common way
to represent rotations in tracking, robotics, and mechanical engineering be-
cause they are compact and avoid gumball lock [4]. The results of our study
indicate that, although the EKF and UKF have equivalent performance, the
additional computational overhead of the UKF and the quasilinear nature
of the quaternion dynamics makes the EKF a more appropriate choice for
orientation estimation.
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2. Kalman’s filters - short background

The Extended Kalman gain is computed [3] using

Kk = P−
k H

T
k (HkP

−
k H

T
k +R)−1 (2)

where R is the measurement noise covariance, and the measurement matrix
is calculated using

Hk,[i,j] =
dh(i)

dx(j)
(x−k ) (3)

a Jacobian matrix that linearizes around the non-linear measurement func-
tion h. In our case,h is quaternion normalisation

h =
q√

q2x + q2y + q2z + q2w

(4)

for the quaternion in x̂−k . Then, we find the a priory estimate of the error
covariance Matrix

P−
k = BkPk−1B

T
k +Qk (5)

The basic premise behind the Unscented Kalman filter is it is easier
to approximate a Gaussian distribution than it is to approximate an ar-
bitrary nonlinear function. Instead of linearizing using Jacobian matrices,
the UKF uses a deterministic sampling approach to capture the mean and
covariance estimates with a minimal set of sample points. As with the EKF,
we present an algorithmic description of the UKF omitting some theoretical
considerations:

Kk = Px̂k ẑk
P−1
x̂kẑk

(6)

Px̂kẑk
=

2L∑
i

W c
i [(Zk)i − ẑ−k ][(Zk)i − ẑ−k ]T +R (7)

P−1
x̂kẑk

=
2L∑
i

W c
i [(Xk)i − x̂−k ][(Zk)i − ẑ−k ]T (8)

where W are weights defined by

W c
0 =

λ

(L − λ)
+ (1 + α2 + β) (9)

W c
i =

1
(L− λ)

(10)

i = 1, . . . , 2L. (11)
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To compute the correction step, we fist must transform the columns of
Xk through the measurement function

(Zk)i = h((Xk)i), i = 0, . . . , 2L.

Once Xk is computed, we perform the prediction step by first propa-
gating each column of Xk − 1 through time. With (Xk)i calculated the a
priory state estimate is

x−1
k =

2L∑
i

Wm
i [(Xk)i (12)

3. The Problem of Trajectory interpolation

The list of dispersion models is long and including different models. We
are interesting by Industrial Source Models (ISM) [2]. This is a US EPA
multi-source Gaussian model capable of predicting both long-term (annual
mean) and short-term (down to 1-hour mean) concentrations arising from
point, area and volume sources. Gravitational settling of particles can be ac-
counted for using a dry deposition algorithm; wet deposition and depletion
due to rainfall can also be treated. Effects of buildings can be considered
(using the BREEZEWAKE/BPIP facility). The model has urban and ru-
ral dispersion coefficients, and percentile concentrations can be calculated
using the- PERCENT post-processor if sequential meteorological data are
used. ISM can handle up to 1000 sources and 10,000 receptors. It is widely
used in the USA for the evaluation of industrial sources and has been up-
dated over the years to remain compatible with PC systems.

Indeed, we investigated the dispersion of concentrations from point air
source, as trajectories of virtual pollutant sources and estimate the real
dispersion field as well ideal symmetricall field.

The process model we use is an orientation/angular velocity (OV) model
defined by

f =
dq

dt
=

1
2
qw, (13)

where q is the current quaternion and w is a pure vector quaternion repre-
senting angular velocity. We use a single EKF/UKF, where the state vector
at time k is defined by

x̂k = [qx, qy, qz, qw, w0, w1, w2]T . (14)

Given the state vector at step k−1, we first perform the prediction step by
finding the a priory state estimate x̂−k by integrating equation (1) through
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Fig. 1. The pollution trajectory curve.

time by ∆t. Because, the real curve have fluctuation, which are not pre-
sented with interpolation curve, we use a small Monte Carlo simulation on
each experiment since we have random Gaussian noise added to the motion
trajectory of ideal point pollutant, which is used to simulate jittery tracking
data (Figure 1). After that we use Kalman’s filters for additionally smooth-
ing the curve. Applying the EKF and UKF for accomplishing to the hybrid
model for simulation of the pollution dispersion in the course of time, and
at the end we make comparison of the results.

4. Experimental Study

The Kalman filter is a set of mathematical equations that use information
from multiple sources; it uses a predictor/corrector mechanism to find an
optimal estimate in the sense that it minimises the estimated error covari-
ance. In other words, the filter uses an underlying process model to make an
estimate of the current system state and then corrects the estimate using
any available sensor measurements.

Then, after the correction is made, we use the process model to make a
prediction.

For orientation prediction, we use extended Kalman filtering since the
standard Kalman filter is a linear estimator and orientation is non-linear in
nature.

The data set was tested with different prediction times giving us four
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Fig. 2. The speed of the wind at the observed and predicted point

different test sets. The predictors are evaluated using root mean square
error (RMSE). Algorithm running times are also calculated by grouping
the UKF and EKF predictors. We can calculate the root mean square error
(RMS) for each step and take the Monte Carlo simulation runs. Let we
assume that the speed of the wind at the observed and predicted point is
identical

q = cos (γ) + r ∗ sin (γ),

then for truth and estimated quaternions qti and qei (Figure 2). RMS is
defined by

RMSq =

√√√√(
1
2

n−1∑
i=0

e2i ). (15)

where the RMSq is in n− 1 degrees and

RMSe =

√√√√(
1
2

n−1∑
i=0

‖ e2i ‖). (16)

ei =
4
π

arccos((qti(q
−1
ei

)w). (17)

To compare the performance of the EKF and UKF algorithms described
above in the paper, we conducted an experiment to determine which filter-
ing algorithm is preferable for improving direction of plume flux trajectory
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of air pollution. First, the data sets were used in our study to represent
common orientation dynamics fluxes in trajectory applications. We use a
small Monte Carlo simulation on each test scenario since we have random
Gaussian noise added to the motion signals, which is used to simulate jittery
tracking data.

To determine how well the EKF and UKF algorithms are performing,
we need comparison data. Comparing estimated output with reported user
orientations is problematic syntheses records have noise and small distor-
tions associated with them. Thus, any comparison with the recorded data
would count tracking error with the estimation error.

5. Conclusion

In this paper, we have presented an experiment which compares extended
and unscented Kalman filtering for simulation of the pollution dispersion
in the course of time. The results of our study indicate that, although the
EKF and UKF have equivalent performance, the additional computational
overhead of the UKF and the quasilinear nature of the quaternion dynamics
makes the EKF a more appropriate choice for orientation estimation. Our
results indicate that, although the EKF and UKF have roughly the same
accuracy, the computational overhead of the UKF,the simplicity of the Ja-
cobian matrix calculations, and the quasilinear nature of the quaternion
dynamics makes the EKF a better choice for the task of improving trajec-
tory interpolation of noisy quaternion signals in virtual pollutant point.
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We review a newly discovered counterexample to the Goldberg Conjecture of
compact type. Such a counterexample is constructed on an eight-dimensional
Walker manifold of neutral signature. The original Goldberg conjecture is,
of course, reviewed, and counterexamples to some variants of the conjecture
are also exhibited. Analogues of the Goldberg conjecture for almost Norden
manifolds and for almost para-Hermitian manifolds are proposed. Finally, some
work on the odd-dimensional version of the Goldberg conjecture will be briefly
reviewed.

1. The Goldberg conjecture

There is a famous conjecture, posed in 1969 by Goldberg [11], which states
that the almost complex structure of a compact almost Kähler-Einstein
Riemannian manifold is integrable.

Let (M,J, g) be an almost Hermitian manifold, with J an almost com-
plex structure and g a J-invariant Riemannian metric, i.e., g(JX, JY ) =
g(X,Y ). Here, by an almost complex structure we mean a linear endomor-
phism of the tangent bundle TM of M , satisfying

J2 = −1. (1)

The pair (J, g) of an almost Hermitian structure defines a fundamental
2-form Ω by

Ω(X,Y ) = g(JX, Y ). (2)

Then, Goldberg’s conjecture states that an almost Hermitian manifold
(M,J, g) must be Kähler if the following three conditions are imposed:
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(GC1) the manifold M is compact
(GC2) the Riemannian metric g is Einstein
(GC3) the fundamental 2-form Ω is symplectic.
Note that an almost Hermitian manifold (M,J, g) is called almost Kähler
if Ω is symplectic (GC3).

Despite many papers by various authors concerning the Goldberg con-
jecture, there are only two papers which obtained substantial results to the
original Goldberg conjecture. Sekigawa is the author of these two papers.

Theorem 1 (Sekigawa [19,20]). Let M = (M,J, g) be an almost Her-
mitian manifold, which satisfies the three conditions (GC1), (GC2) and
(GC3). If the scalar curvature of M is nonnegative, then M must be Kähler.

This partially affirmative result was proven for 4-dimensional manifolds
in [19], and two years later for arbitrary even-dimensional manifolds in [20].
It should be noted that no progress has been made on the original conjec-
ture, other than Sekigawa’s theorem.

2. Noncompact type for almost Hermitian manifolds

Removing the condition (GC1), Alekseevsky [1] deduced the existence of
counterexamples in the noncompact case, namely, certain quaternion spaces
of rank > 1. Nurowski and Przanowski [18] exhibited an explicit counterex-
ample in the noncompact case in four dimensions. Further counterexamples
in the noncompact case have recently been reported by Apostolov, Draghici
and Moroianu [2]. (The assertion in [18] that Sekigawa has established Gold-
berg’s conjecture in four dimensions is erroneous, [21].)

3. Noncompact type for almost pseudo-Hermitian
manifolds

Haze has demonstrated counterexamples by constructing a neutral Ricci-
flat metric on an open subset of R

4 which is almost-Kähler with respect to a
non-integrable almost complex structure. In [14], Haze’s metric is shown to
be an instance of a Walker metric. By a Walker manifold, we mean a pseudo-
Riemannian n-manifold which admits a field of parallel null r-planes, with
r ≤ n

2
[22]. The corresponding metric is called a Walker metric. When

n = 2k and r = k, such a metric is of neutral signature. Especially for
four-dimensional Walker manifolds, see [10,13,14,6,9]. For a survey on the
neutral 4-manifolds, see e.g., [15,17].
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We now exhibit Haze’s counterexamples. Let (x1, x2, x3, x4) be the co-
ordinates on R

4, and consider the metric on it defined by

g =


0 0 1 0
0 0 0 1
1 0 a(x1, x2, x3, x4) 0
0 1 0 −a(x1, x2, x3, x4)

 . (3)

For the metric, the Einstein equation (cf. [14, Appendix D]) consists of the
following PDE’s for the function a:

a12 = 0, a a11 − 2 a24 − (a2)2 = 0, (4)

a a14 − a23 + a1a2 = 0, a a11 − 2a13 + (a1)2 = 0,

where a1 = ∂a/∂x1, a12 = ∂2a/∂x1∂x2, etc. If a is independent of x2 and
x4, and if a contains x1 only linearly, the first three PDE’s hold trivially,

and the last one reduces to: 2a13 − (a1)2 = 0. We see that a = −2x1

x3
is a

solution to the PDE, and therefore the metric

g =


0 0 1 0
0 0 0 1

1 0 −2 x1

x3
0

0 1 0
2 x1

x3

 , (5)

is Einstein on the coordinate patch x3 > 0 (or x3 < 0). Thus, the second
condition (GC2) holds. Note that this is a Ricci flat metric.

We know that this metric admits a proper almost complex structure as
follows (cf. [14, (3)]):

J∂1 = ∂2, J∂2 = −∂1, J∂3 = a∂2 + ∂4, J∂4 = a∂1 − ∂3. (6)

From [14, (5)], together with the neutral metric (3), we have the fundamen-
tal 2-form as follows:

Ω = dx1 ∧ dx4 − dx2 ∧ dx3. (7)

Ω is clearly symplectic [14, Theorem 2]. Therefore, the condition (GC3)
holds.

For the Einstein metric (5), the proper almost complex structure J in
(6) becomes

J∂1 = ∂2, J∂2 = −∂1, J∂3 = −x
1

x3
∂2 + ∂4, J∂4 = −x

1

x3
∂1 − ∂3. (8)
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Then, the integrability condition of J , given in [14, Theorem 3], becomes

a1 − b1 − 2c2 = 2a1 = − 4
x3
�= 0, a2 − b2 + 2c1 = 2a2 = 0. (9)

Thus, J does not satisfy (9), and hence it cannot be integrable.
Finally, the domain x3 > 0 (or x3 < 0) in R4, where the Einstein metric

g in (5) and the nonintegrable J in (8) exist, must be noncompact. We thus
obtain a counterexample of noncompact and neutral type to the Goldberg
conjecture, as discovered by Haze.

Remark. In a recent paper [9], we exhibited several families of counterex-
amples of noncompact and neutral type, which are constructed also on
Walker 4-manifolds. Haze’s counterexample is of course contained in one of
these families.

4. Counterexamples of compact type for almost
pseudo-Hermitian Walker 8-manifolds

This section is the main part of the present note. The counterexamples
reported in [16] are the topic of the present section, since these are the first
ones of compact type.

By considering 8-dimensional Walker manifolds, we are able to exhibit
almost Kähler-Einstein neutral structures, which are not Kähler, initially
on R

8 and then on an 8-torus. Thus, the neutral-signature version of Gold-
berg’s conjecture fails.

Let (M, g,D) be an 8-dimensional Walker manifold, where g is a metric
of neutral signature and D a field of parallel null 4-planes. From Walker’s
theorem [22], there is, locally, a system of coordinates (x1, . . . , x8) so that
g takes the canonical form

g =
[
gij
]

=
[

0 I4
I4 B

]
, (10)

where I4 is the unit 4× 4 matrix and B is a 4× 4 symmetric matrix whose
entries are functions of the coordinates (x1, . . . , x8). Note that g is of neutral
signature (++++−−−−), and that D = span

{
∂1, . . . , ∂4

}
(∂i = ∂/∂xi).

In this article, we consider the specific Walker metrics on R8 with B of the
form:

B =


p 0 0 0
0 0 0 0
0 0 r 0
0 0 0 0

 , (11)
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where p, r are arbitrary functions of the coordinates:

p = p(x1, . . . , x8), r = r(x1, . . . , x8). (12)

We can construct various g-orthogonal almost complex structures J
(abbr. almost complex structures) on a Walker 8-manifold M with the
metric g as in (10), (11) so that (M, g, J) is almost (neutral) Hermitian.
The following J is one of the simplest examples of such an almost complex
structure.

J∂1 = ∂3, J∂2 = ∂4, J∂3 = −∂1, J∂4 = −∂2,

J∂5 =
1
2

(p− r)∂3 + ∂7, J∂6 = ∂8,

J∂7 =
1
2

(p− r)∂1 − ∂5, J∂8 = −∂6. (13)

If we write the above action as J∂i =
8∑
j=1

Jji ∂j , then we can read off the

nonzero components Jji as follows:

J3
1 = −J1

3 = J4
2 = −J2

4 = J7
5 = −J5

7 = J8
6 = −J6

8 = 1,

J3
5 = J1

7 =
1
2

(p− r). (14)

Associated with the almost Hermitian structure (g, J) is the Kähler
form Ω, given by Ω(X,Y ) = g(JX, Y ) for arbitrary vector fields X , Y . The
coordinate expression for the Kähler form is:

Ω =
∑
i<j

Ω(∂i, ∂j) dxi ∧ dxj

= dx1 ∧ dx7 + dx2 ∧ dx8 − dx3 ∧ dx5 − dx4 ∧ dx6 +
1
2

(p+ r) dx5 ∧ dx7.

(15)
It is easy to see that Ω is nondegenerate by noting that

Ω4 = Ω ∧ Ω ∧Ω ∧ Ω = 24dx1 ∧ dx2 ∧ dx3 ∧ dx4 ∧ dx5 ∧ dx6 ∧ dx7 ∧ dx8.

(16)

The differential of Ω is easily computed:

dΩ =
1
2

(p1 + r1) dx1 ∧ dx5 ∧ dx7 +
1
2

(p2 + r2) dx2 ∧ dx5 ∧ dx7

+
1
2

(p3 + r3) dx3 ∧ dx5 ∧ dx7 +
1
2

(p4 + r4) dx4 ∧ dx5 ∧ dx7 (17)

− 1
2

(p6 + r6) dx5 ∧ dx6 ∧ dx7 +
1
2

(p8 + r8) dx5 ∧ dx7 ∧ dx8,
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where pi = ∂p/∂xi and ri = ∂r/∂xi. From this expression, we have the
following

Proposition 2. Ω is symplectic if and only if the following PDE’s hold.

p1 + r1 = 0, p2 + r2 = 0, p3 + r3 = 0,

p4 + r4 = 0, p6 + r6 = 0, p8 + r8 = 0.
(18)

Corollary 3. Ω is symplectic if and only if

r = −p+ ξ, (19)

where ξ is any function of x5 and x7 alone.

The almost complex structure J is integrable if and only if the torsion
of J (Nijenhuis tensor) vanishes, i.e., the components

N i
jk = 2

8∑
h=1

(
Jhj

∂J ik
∂xh

− Jhk
∂J ij
∂xh

− J ih
∂Jhk
∂xj

+ J ih
∂Jhj
∂xk

)
(20)

all vanish (cf. [12, p.124]), with Jji as in (14). Since N i
jk = −N i

kj , we need
only consider N i

jk (j < k). By explicit calculation, the nonzero components
of the Nijenhuis tensor are as follows:

N1
15 = −N1

37 = −N3
17 = −N3

35 = p1 − r1, N3
57 = −1

2
(p− r)(p1 − r1),

N1
25 = −N1

47 = −N3
27 = −N3

45 = p2 − r2, N1
57 =

1
2

(p− r)(p3 − r3)

N1
17 = N1

35 = N3
15 = −N3

37 = p3 − r3, (21)

N1
27 = N1

45 = N3
25 = −N3

47 = p4 − r4,
N1

56 = −N1
78 = −N3

58 = N3
67 = −p6 + r6,

N1
58 = −N1

67 = N3
56 = −N3

78 = −p8 + r8.

Proposition 4. J is integrable if and only if the following PDE’s hold.

p1 − r1 = 0, p2 − r2 = 0, p3 − r3 = 0,

p4 − r4 = 0, p6 − r6 = 0, p8 − r8 = 0.
(22)

Corollary 5. J is integrable if and only if

r = p+ η, (23)

where η is any function of x5 and x7 alone.
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The almost Hermitian structure (g, J) is Kähler if Ω is a symplectic
form and J is integrable.

Theorem 6. The almost-Hermitian Walker 8-manifold (M, g, J), with g

as in (10), (11) and J as in (13), is Kähler if and only if p and r are each
arbitrary functions of (x5, x7) only.

On the basis of the above results, we can derive conditions for the triple
(g, J,Ω) to be an almost Kähler structure, which is not Kähler. For p and

r in (19), put f :=
1
2

(p− r) = p− 1
2
ξ = −r +

1
2
ξ.

Proposition 7. The pair (g, J) is an almost Kähler structure on R8, which
is not Kähler, if at least one of the derivatives f1, f2, f3, f4, f6 and f8 does
not vanish.

We now turn our attention to the Einstein conditions for the Walker
metric (10), (11) with p and r given by (19). Now, as p = f +

1
2
ξ and

r = −f +
1
2
ξ, B in (11) is written explicitly as follows:

B =


f +

1
2
ξ 0 0 0

0 0 0 0

0 0 −f +
1
2
ξ 0

0 0 0 0

 , (24)

where f = f(x1, . . . , x8) and ξ = ξ(x5, x7).
Let Rij and S denote the Ricci curvature and the scalar curvature of

the metric (10) with B given as in (24). The Einstein tensor is defined by

Gij = Rij − 1
8
S gij and has nonzero components as follows:

G25 =
1
2
f12, G17 = −G35 = −1

2
f13, G45 =

1
2
f14, G56 =

1
2
f16,

G58 =
1
2
f18, G27 = −1

2
f23, G47 = −1

2
f34, G67 = −1

2
f36,

G78 = −1
2
f38, G15 =

1
8

(3 f11 + f33), G26 = G48 = −1
8

(f11 − f33),

G37 = −1
8

(f11 + 3 f33), G57 =
1
2

(f17 + f1 f3 − f35), (25)

G55 = −f26 − f37 − f48 +
3
8
f (f11 − f33) +

1
8
ξ (3 f11 + 5 f33)− 1

2
f3

2,

G77 = f15 + f26 + f48 − 3
8
f (f11 − f33)− 1

8
ξ (5 f11 + 3 f33)− 1

2
f2
1 .
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The metric g with B as in (24) is almost Kähler-Einstein if all the above
components Gij vanish (Gij = 0: the Einstein equation). In the present
note, we do not try to find the general solution to the Einstein equations
but rather specific solutions which serve our purpose.

Since there are a lot of partial derivatives of f with respect to x1 and x3

among the nontrivial components of the Einstein tensor in (25), we assume
that f does not depend on x1 and x3, i.e., f = f(x2, x4, x5, x6, x7, x8). Then
the Einstein equation Gij = 0 drastically reduces to the following PDE’s

G55 = −G77 = −f26 − f48 = 0. (26)

It is easy to find solutions to these PDE’s as follows.

Theorem 8. Let f be a sum of four functions F 1, F 2, F 3 and F 4, each a
function of four arguments as follows:

f = f(x2, x4, x5, x6, x7, x8)

= F 1(x2, x4, x5, x7) + F 2(x2, x5, x7, x8) (27)

+ F 3(x4, x5, x6, x7) + F 4(x5, x6, x7, x8),

with the property that at least one of the derivatives f2, f4, f6 and f8 does

not vanish. Then f gives a class of solutions to (26). Moreover, p = f +
1
2
ξ

and r = −f +
1
2
ξ satisfy (19) but not the J integrability condition (4). It

follows that the metric g as in (10) with B as in (24) and f as stated is
an almost Kähler-Einstein neutral structure, but not a Kähler structure, on
R8. Note that g is a Ricci flat metric.

These examples of almost Kähler-Einstein structures which are not
Kähler are constructed on R8. Identifying a point (x1, . . . , x8) with a point
(x̃1, . . . , x̃8) iff x̃1 = x1 + 1, . . . , x̃8 = x8 + 1, we obtain an 8-torus T 8.
Therefore, by choosing the functions f(x2, x4, x5, x6, x7, x8) and ξ(x5, x7)
to be periodic with respect to their arguments, the metrics of the previous
theorem descend to the 8-torus, thus giving examples of almost Kähler-
Einstein neutral structures, which are not Kähler, on a compact manifold,
which was our goal.

We end with an explicit example of such a neutral almost Kähler-
Einstein structure, which is not Kähler, on an 8-torus: Put f = f(x8) =
sin 2πx8 and ξ = ξ(x7) = 2 sin 2πx7. Then the metric is
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g =



0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 sin 2πx7 + sin 2πx8 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 sin 2πx7 − sin 2πx8 0
0 0 0 1 0 0 0 0


. (28)

5. Almost Norden manifolds

An almost Norden manifold of dimension 2n is a triple (M,J, g) of a 2n-
manifold M , an almost complex structure J and a J-skew invariant metric
g. That is, J and g satisfy the following

g(JX, JY ) = −g(X,Y ). (29)

Note that such a Norden metric g is of neutral signature. For Norden 4-
manifolds, see [4].

The pair (J, g) defines, as usual, a rank two tensor g̃(X,Y ) = g(JX, Y ),
but g̃ is symmetric (in fact another neutral metric), rather than a two-form.
For an almost Norden manifold (M,J, g), the conditions (GC1) and (GC2)
may, of course, still be imposed but, as the Norden pair (J, g) does not give
rise to a two-form, the third condition (GC3) has no immediate meaning.

It is a fundamental fact, however, that an almost complex structure J
on M solely gives a two-form on M (not unique). We denote it by ΩJ , and
call it a J-compatible two-form. In terms of such a two-form ΩJ , we can
replace the third condition (GC3) by

(GC3′) the J-compatible two-form ΩJ is symplectic.

Let M = (M,J, g) be an almost Norden manifold, and choose a J-
compatible two-form ΩJ on M . Then we can propose an almost Norden
version of Goldberg Conjecture as follows: If M is compact (GC1) and g is
Einstein (GC2), and if a J-compatible two-form ΩJ is symplectic (GC3′),
then J must be integrable.

6. Almost para-Hermitian manifolds

An almost product structure P on a manifold M is a linear endomorphism
of the tangent bundle TM of M , which satisfies P 2 = 1. We call the pair
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(M,P ) an almost product manifold. The almost product structure P in-
duces a splitting TM into a sum TM+ ⊕ TM− of two eigen subbundles,
where TM± are the ±1 eigenspaces of P . An almost product structure
P is called an almost paracomplex structure if TM± are of the same di-
mension ( = 1

2 dimM). For paracomplex structures and related topics, see
the excellent review articles [7,8]. It should be noted that an almost para-
complex structure is nothing but a GL(n,R) × GL(n,R)-structure, with
n = 1

2 dimM . Then the pair (M,P ) with P an almost paracomplex struc-
ture is called an almost paracomplex manifold. An almost paracomplex
structure P is called a paracomplex structure if the GL(n,R)×GL(n,R)-
structure defined by P is integrable. (Note that an integrable almost prod-
uct structure is called an locally product manifold .) The integrability condi-
tion of an almost paracomplex structure P is known as follows: An almost
paracomplex structure P is the integrable if one of the following equivalent
conditions holds

i) the two distributions TM± defined by P are involutive,
ii) the Nijenhuis tensor N of P , defined by

N(X,Y ) = [PX,PY ]− P [PX, Y ]− P [X,PY ] + [X,Y ], (30)

vanishes, and
iii) there exists a torsion free linear connection with respect to which P is

parallel.

If an almost paracomplex manifold (M,P ) admits a neutral metric g,
and if g is P -skew invariant, i.e.,

g(PX,PY ) = −g(X,Y ), (31)

then the triple (M,P, g) is called an almost para-Hermitian manifold. The
para-Hermitian structure (P, g) defines a 2-form Ω as follows:

Ω(X,Y ) = g(PX, Y ). (32)

An almost para-Hermitian manifold (M,J, g) is called an almost para-
Kähler manifold if dΩ = 0. Moreover, an almost para-Hermitian manifold
(M,J, g) is called a para-Hermitian manifold if P is integrable.

Then, we can consider an almost para-Hermitian version of the Gold-
berg conjecture as follows. For an almost para-Hermitian manifold M =
(M,P, g), if the manifold M is compact, the neutral metric g is Einstein
and the fundamental 2-form Ω is symplectic, then P is integrable. Equiva-
lently, an almost para-Kähler manifold M = (M,P, g) is para-Kähler if the
manifold M is compact and the neutral metric g is Einstein.
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7. Odd-dimensional manifolds

There are some analogies between odd-dimensional manifolds and even-
dimensional manifolds. In fact, it is often said that a Sasakian manifold of
odd dimension corresponds to a Kähler manifold of even dimension, and a
K-contact manifold of odd dimension to an almost Kähler manifold of even
dimension.

even dimension ↔ odd dimension

Kähler manifold ↔ Sasakian manifold

almost Kähler manifold ↔ K-contact manifold

Therefore, the odd-dimensional version of the Goldberg conjecture states
that a compact Einstein K-contact manifold must be Sasakian. Boyer and
Galicki [5] proved this affirmatively, and another proof of this fact is given by
Apostolov, Draghici and Moroianu [3]. Such an odd-dimensional version of
the conjecture is nothing but the contact structure version of the Goldberg
conjecture.
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The aim of this article is to describe asymptotic profiles for the Kirchhoff
equation, and to establish time decay properties and dispersive estimates for
Kirchhoff equations. For this purpose, the method of asymptotic integration is
developed for the corresponding linear equations and representation formulae
for their solutions are obtained. These formulae are analysed further to ob-
tain the time decay rate of Lp–Lq norms of propagators for the corresponding
Cauchy problems.

Keywords: Kirchhoff equation; Asymptotic profiles; Dispersive estimates.

1. Introduction

This article is devoted to several aspects of Kirchhoff equations or Kirchhoff
systems, which were discussed in [12,13,15]. In particular, we will discuss
the asymptotic profiles and dispersion properties, or time decay of Lp–
Lq norms of propagators for some relevant classes of hyperbolic equations.
These properties are well-known for the wave equations, but several aspects
of Kirchhoff equations still remain far from being understood. The global
well-posedness of Kirchhoff equations or Kirchhoff systems is known if the
data is sufficiently small in some suitable Sobolev spaces of L2 type (see [3–
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6,8,10,11,26–28]). Up to now, if one takes any large data from these Sobolev
spaces, the problem of the global well-posedness is still open.

In this article the asymptotics and the global well-posedness are dis-
cussed for small data. The first topic was developed in [15] by relating the
problem to the asymptotic behaviour of the Bessel potentials (Theorem
from [12] is the anoucement of [15]). More precisely, the first author proved
that there exists a solution which is never asymptotically free. Here we say
that u = u(t, x) is asymptotically free if it is asymptotically convergent
to some solution of the free wave equation as the time goes to ±∞. From
the point of view of the scattering theory all solutions with data satisfy-
ing some fast decay conditions in space variables are asymptotically free
(see [7,8,26]), while the result of [15] states that if the data satisfy the op-
posite condition to [7,8,26], then the scattering theory is not possible. This
is stated more precisely in Theorem 2.2. For deriving these asymptotics, we
need a delicate analysis of an oscillatory integral associated with Kirchhoff
equation, which was introduced by Greenberg and Hu [8] in the one dimen-
sional case (see also [4,5,26]), and we will develop an asymptotic expansion
of this oscillatory integral.

For further investigations, for example, such as the nonlinear scattering
theory, the second topic is very important. This means that there exists a
scattering state for Kirchhoff equations or systems with nonlinear pertur-
bations, which can be discussed in the standard way but is quite lengthy,
hence we do not touch it (see e.g., [17]). Quite recently, the first author ob-
tained the dispersive estimates for the Kirchhoff equation (see [13]), which
will be introduced as Theorem 2.1. The essential point of the proof relies
on the stationary phase method together with Littman’s lemma.

Now let us give the precise formulation of Kirchhoff equations considered
problems. In 1883 G. Kirchhoff proposed the equation

utt −
(

1 +
∫ L

0

u2
x dx

)
uxx = 0 (1.1)

for u = u(t, x) on Rt × (0, L) (see [9]), which describes the nonlinear vi-
brations of one dimensional elastic strings having the natural length L.
For simplicity, all the physical constants are normalised. Generalising the
equation (1.1) to a multi-dimensional version, we can consider the Cauchy
problem for u = u(t, x) on Rt × Rnx :

∂2
t u−

(
1 +

∫
Rn

|∇u|2 dx
)

∆u = 0, (1.2)

u(0, x) = f0(x), ∂tu(0, x) = f1(x), (1.3)
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where ∂t = ∂
∂t , ∇ =

(
∂
∂x1

, . . . , ∂
∂xn

)
and ∆ is the standard Laplacian in Rn

defined by ∆ =
n∑
j=1

∂2

∂x2
j
.

Higher order nonlinear equations of Kirchhoff type are also of great in-
terest, and they can be viewed as dispersion relations for Kirchhoff systems.
In particular, since higher order equations are influenced by the geometric
properties of characteristics (cf. [22–24]), in such problem it is important
to know how this phenomenon is affected by nonlinearities (this is contrary
to the Lp–Lp estimates, see [19] for a survey of such results).

Thus, let us consider the following nonlinear equation

L̃(t,Dt, Dx, ‖∇u‖2L2) = Dm
t u+

∑
|ν|+j=m
j≤m−1

bν,j
(‖∇u(t, ·)‖2L2

)
Dν
xD

j
tu = 0,

(1.4)

for t �= 0, with the initial condition

Dk
t u(0, x) = fk(x), k = 0, 1, . . . ,m− 1, x ∈ R

n, (1.5)

where Dt = 1
i
∂
∂t and Dν

x =
(

1
i
∂
∂x1

)ν1 · · · ( 1
i

∂
∂xn

)νn , i =
√−1, for ν =

(ν1, . . . , νn). We will assume that the symbol of the differential operator
L̃(t,Dt, Dx, ‖∇u‖2L2) has real and distinct roots ϕ̃1(t, s; ξ), . . . , ϕ̃m(t, s; ξ)
for ξ �= 0 and 0 ≤ s ≤ δ with δ > 0, i.e.

L̃(t, τ, ξ, s) = (τ − ϕ̃1(t, s; ξ)) · · · (τ − ϕ̃m(t, s; ξ)),

inf
|ξ|=1, t∈R,s∈[0,δ]

j 
=k
|ϕ̃j(t, s; ξ)− ϕ̃k(t, s; ξ)| > 0.

The detail analysis of the Cauchy problem (1.4)–(1.5) will be done in [16],
and we will consider only the Cauchy problem (1.2)–(1.3) of the second
order in this article.

We conclude the introduction by fixing the notation used in this article.
For s ∈ R and 1 ≤ p ≤ ∞, let L̇ps = L̇ps(R

n) and Lps = Lps(R
n) be the Riesz

and Bessel potential spaces with semi-norm or norm

‖u‖L̇p
s

= ‖F−1[|ξ|sû(ξ)]‖Lp(Rn) ≡ ‖|D|su‖Lp(Rn),

‖u‖Lp
s

= ‖F−1[〈ξ〉sû(ξ)]‖Lp(Rn) ≡ ‖〈D〉su‖Lp(Rn),

respectively. Here ̂ denotes the Fourier transform, F−1 is its inverse, and
〈ξ〉 =

√
1 + |ξ|2. Throughout this article, we fix the notation as follows:

Ḣs = L̇2
s, Hs = L2

s.

We also put, for s ≥ 1,

Ẋs(R) = C(R; Ḣs) ∩C1(R; Ḣs−1) ∩ C2(R; Ḣs−2).

Finally we shall denote by S = S(Rn) the Schwartz space on R
n.
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2. Results

In this section we survey the results of [13] and [15] on the Cauchy problem
(1.2)–(1.3). In order to state these asymptotics for the solutions to Kirchhoff
equation, we refer to a general theorem of Yamazaki (see [26]). For this
purpose, let us introduce the set

Yk :=
{ {φ, ψ} ∈ Ḣ3/2 ×H1/2 ; |||{φ, ψ}|||Yk

<∞}, k > 1,

where

|||{φ, ψ}|||Yk
:= sup

τ∈R

(1 + |τ |)k
∣∣∣∣∫

Rn

eiτ |ξ||ξ|3|φ̂(ξ)|2 dξ
∣∣∣∣

+ sup
τ∈R

(1 + |τ |)k
∣∣∣∣∫

Rn

eiτ |ξ||ξ||ψ̂(ξ)|2 dξ
∣∣∣∣

+ sup
τ∈R

(1 + |τ |)k
∣∣∣∣∫

Rn

eiτ |ξ||ξ|2Re
(
φ̂(ξ)ψ̂(ξ)

)
dξ

∣∣∣∣ .
Then we have the following:

Theorem A ([26]). Let n ≥ 1 and s0 ≥ 3
2 . If the data u0, u1 satisfy

u0 ∈ Ḣs0 ∩H1, u1 ∈ Hs0−1, and

δ1 := ‖∇u0‖2L2 + ‖u1‖2L2 + |||{u0, u1}|||Yk
* 1 for some k > 1, (2.1)

then the problem (1.2)–(1.3) has a unique solution u(t, x) ∈ Ẋs0(R) having
the following property: there exists a constant c±∞ ≡ c±∞(u0, u1) > 0 such
that

1 + ‖∇u(t, ·)‖2L2 = c2±∞ +O
(|t|−k+1

)
as t→ ±∞

Furthermore, if (2.1) holds with k > 2, then c+∞ = c−∞ := c∞ and
each solution u(t, x) ∈ Ẋs0(R) is asymptotically free in Ḣσ × Ḣσ−1 for all
σ ∈ [1, s0] as t → ±∞, i.e., there exists a solution v± = v±(t, x) ∈ Ẋσ(R)
of the equation (

∂2
t − c2∞∆

)
v± = 0 on R× R

n

such that

‖u(t, ·)− v±(t, ·)‖Ḣσ + ‖∂tu(t, ·)− ∂tv±(t, ·)‖Ḣσ−1 → 0 (t→ ±∞).

The inclusions among the classes Yk are as follows:

Yk ⊂ Y� if k > � > 1, and S ⊂ Yk for all k ∈ (1, n+ 1].

The latter inclusion can be shown by using the asymptotic expansion of
oscillatory integral I(ϑ̃(t), 0) which was proved in [15]. The definition of Yk
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is somewhat complicated. There are some examples of spaces contained in
Yk. For more details see [15].

Keeping in mind Theorem A, we have Lp–Lq estimates:

Theorem 2.1 ([13]). Let n ≥ 2 and let 1 < p ≤ 2 ≤ q < +∞ and
1
p + 1

q = 1. Then each solution u(t, x) in Theorem A with k = n+ 1 has the
following properties for all δ > 0:

‖∂jt ∂αx u(t, · )‖Lq ≤ C(1 + |t|)−( n−1
2 −δ)( 1

p− 1
q )
∑
i=0,1

‖ui‖Lp
Np+j+|α|−i,p

where Np = 3n+1
2

(
1
p − 1

q

)
, j = 0, 1, 2, and α is any multi-index.

Based on Theorem 2.1, we can develop the nonlinear scattering prob-
lems for the Kirchhof equation. But here, we want to exhibit the opposite
phenomenon; for this, we will find the asymptotic profiles for the solutions
to (1.2)–(1.3). Let us present the definitions of free and non-free waves.

Definition. (i) We say that v± = v±(t, x) = {v+(t, x), v−(t, x)} is a free
wave if it satisfies the equation(

∂2
t − c2±∞∆

)
v± = 0 on R× R

n.

(ii) Let σ ≥ 1. We say that v = v(t, x) is asymptotically free in Ḣσ × Ḣσ−1

if it is asymptotically convergent to some free wave v± in Ḣσ × Ḣσ−1, i.e.,

‖v(t, ·)− v±(t, ·)‖Ḣσ + ‖∂tv(t, ·)− ∂tv±(t, ·)‖Ḣσ−1 → 0 (t→ ±∞).

(iii) Let σ ≥ 1. We say that w = w(t, x) is a non-free wave in Ḣσ × Ḣσ−1

if it is not asymptotically free.

Theorem A states that each solution u of (1.2)–(1.3) with initial data
satisfying (2.1) with k > 2, is asymptotically free. On the other hand, the
next theorem states that the bound k > 2 is sharp. More precisely, we have
the following:

Theorem 2.2 ([15]). Assume that

either n ≥ 2 and 1 < k ≤ 2, or n = 1 and 1 < k < 2.

Then there exists a solution u(t, x) ∈ ∩s≥1Ẋ
s(R) of (1.2)–(1.3) with data

satisfying (2.1), which is a non-free wave in Ḣσ × Ḣσ−1 for all σ ≥ 1.

The proof of Theorems 2.1–2.2 relies on the representation formulae for
the corresponding linear equation. In §3 we will introduce the represen-
tation formulae for more general strictly hyperbolic equations. Moreover,
the argument of Theorem 2.2 is relating with the asymptotic behaviour of
Bessel functions (see [1]).
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3. Representation of solutions to linear Cauchy problems

In this section we introduce the representation formulae for more general
equations than previously considered by using the asymptotic integration
method along the argument of [16]. Let us consider the Cauchy problem for
an mth order strictly hyperbolic equation with time-dependent coefficients,
for function u = u(t, x):

L(t,Dt, Dx)u ≡ Dm
t u+

∑
|ν|+j=m
j≤m−1

aν,j(t)Dν
xD

j
tu = 0, t �= 0, (3.1)

with the initial condition

Dk
t u(0, x) = fk(x) ∈ C∞

0 (Rn), k = 0, 1, · · · ,m− 1, x ∈ R
n. (3.2)

Denoting by Bm−1(R) the space of all functions whose derivatives up to
(m− 1)th order are all bounded and continuous on R, we assume that each
aν,j(t) belongs to Bm−1(R) and satisfies

∂kt aν,j(t) ∈ L1(R) for all ν, j with |ν|+ j = m, and k = 1, . . . ,m− 1.
(3.3)

Moreover, following the standard definition of equations of the regu-
larly hyperbolic type (e.g. Mizohata [18]), we will assume that the sym-
bol of the differential operator L(t,Dt, Dx) has real and distinct roots
ϕ1(t; ξ), . . . , ϕm(t; ξ) for ξ �= 0, and

L(t, τ, ξ) = (τ − ϕ1(t; ξ)) · · · (τ − ϕm(t; ξ)), (3.4)

inf
|ξ|=1, t∈R

j 
=k
|ϕj(t; ξ)− ϕk(t; ξ)| > 0. (3.5)

By applying the Fourier transform on R
n
x to (3.1), we get

Dm
t v +

m∑
j=1

hj(t; ξ)D
m−j
t v = 0, (3.6)

where

hj(t; ξ) =
∑
|ν|=j

aν,m−j(t)ξν , ξ ∈ R
n.

This is the ordinary differential equation, homogeneous of mth order,
with the parameter ξ = (ξ1, . . . , ξn). As usual, the strict hyperbolicity
means that the characteristic roots of (3.6) are real and can be written
as ϕ1(t; ξ), . . . , ϕm(t; ξ) satisfying (3.4)–(3.5). Notice that each ϕ�(t; ξ) has
a homogeneous degree one with respect to ξ. In this section we will estab-
lish the representation formulae for solutions of the Cauchy problem (3.1)
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in the form of the oscillatory integrals. Let û(t; ξ) be the solution of (3.6)
with the intial data f̂k(ξ) (k = 0, . . . ,m − 1). Let vk(t; ξ) be the solution
of (3.6) with (Dj

tvk)(0; ξ) = δjk for j, k = 0, 1, . . . ,m− 1. We set

W (t; ξ) =


v0(t; ξ) v1(t; ξ) · · · vm−1(t; ξ)
Dtv0(t; ξ) Dtv1(t; ξ) · · · Dtvm−1(t; ξ)

...
...

...
Dm−1
t v0(t; ξ) Dm−1

t v1(t; ξ) · · · Dm−1
t vm−1(t; ξ)

 .

Hence, W (t; ξ) is the fundamental matrix of (3.6). Defining

ϑj(t; ξ) =

t∫
0

ϕj(s; ξ) ds, j = 1, . . . ,m,

we introduce the matrix

Y (t; ξ) =


eiϑ1(t;ξ) · · · eiϑm(t;ξ)

Dteiϑ1(t;ξ) · · · Dteiϑm(t;ξ)

...
...

Dm−1
t eiϑ1(t;ξ) · · · Dm−1

t eiϑm(t;ξ)

 .

Matrix Y (t; ξ) is the fundamental matrix of a perturbed ordinary differen-
tial equation of (3.6):

(Dt − ϕ1(t; ξ)) · · · (Dt − ϕm(t; ξ))w = 0.

Then we can write this equation as

Dm
t w +

m∑
j=1

hj(t; ξ)D
m−j
t w +

m∑
j=2

h̃j(t; ξ)D
m−j
t w = 0, (3.7)

where h̃j(t; ξ) satisfies

h̃j(t; ξ) =



0, j = 1,∑
1≤|ν|≤j−1

(ν2,...,νj) 
=(0,...,0)

c̃ν1...νj ϕ
ν1
�1

(Dtϕ�2)ν2 · · · (Dm−j+1
t ϕ�j )νj ,

j = 2, . . . ,m,

with some constants c̃ν1...νj �= 0. This means that each eiϑ	(t;ξ) satisfies
(3.7), and eiϑ1(t;ξ), . . . , eiϑm(t;ξ) are linearly independent for ξ �= 0 and
t ∈ R. It can be checked that the coefficient h̃1(t; ξ) of Dm−1

t w always
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vanishes for every m, by an induction argument on m. Then it follows from
Proposition 2.4 of [16] (cf. [2,25]) that there exists the limit

lim
t→±∞Y (t; ξ)−1W (t; ξ) = L±(ξ), (3.8)

where we set

L±(ξ) =


α1

0,±(ξ) α1
1,±(ξ) · · · α1

m−1,±(ξ)
α2

0,±(ξ) α2
1,±(ξ) · · · α2

m−1,±(ξ)
...

...
...

αm0,±(ξ) αm1,±(ξ) · · · αmm−1,±(ξ)

 .

Furthermore, writing

R±(t; ξ) = Y (t; ξ)−1W (t; ξ)− L±(ξ) (3.9)

=


ε10,±(t; ξ) ε11,±(t; ξ) · · · ε1m−1,±(t; ξ)
ε20,±(t; ξ) ε21,±(t; ξ) · · · ε2m−1,±(t; ξ)

...
...

...
εm0,±(t; ξ) εm1,±(t; ξ) · · · εmm−1,±(t; ξ)

 ,

we have

W (t; ξ) = Y (t; ξ) (L±(ξ) +R±(t; ξ)) .

Thus we arrive at

D�
tvk(t; ξ) =

m∑
j=1

(
αjk,±(ξ) + εjk,±(t; ξ)

)
D�
te
iϑj(t;ξ)

=
m∑
j=1

(
αjk,±(ξ) + εjk,±(t; ξ)

)
p�(ϕj(t; ξ))eiϑj(t;ξ)

for k, � = 0, · · · ,m−1, where each p�(ϕj(t; ξ)) is determined by the equation

D�
te
iϑj(t;ξ) = p�(ϕj(t; ξ))eiϑj(t;ξ).

We note that for the second order equations we have m = 2 and the
next theorem covers the case of the wave equation as a special case, also
improving the corresponding result in [13–15]. The result is as follows:

Theorem 3.1. Assume that the characteristic roots ϕ1(t; ξ), . . . , ϕm(t; ξ)
of (3.6) are real and distinct for all t ∈ R and for all ξ ∈ Rn\0, and that
they satisfy (3.5). Then there exists αjk,±(ξ) and εjk,±(t; ξ) determined by
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(3.8) and (3.9), respectively, such that the solution u(t, x) of our problem
(3.1)–(3.2) is represented by

D�
tu(t, x)

=
m−1∑
k=0

m∑
j=1

F−1
[(
αjk,±(ξ) + εjk,±(t; ξ)

)
p�(ϕj(t; ξ))eiϑj(t;ξ)f̂k(ξ)

]
(x), t ≷ 0,

for � = 0, . . . ,m− 1, where∣∣αjk,±(ξ)
∣∣ ≤ c|ξ|−k,

∣∣εjk,±(t; ξ)
∣∣ ≤ c|ξ|−k

∫ +∞

|t|
Ψ(s) ds,

and Ψ(t) is given by

Ψ(t) =
∑

|ν|+j=m
j≤m−2

∣∣∂taν,j(t)∣∣ · · · ∣∣∂m−j−1
t aν,j(t)

∣∣.
For the higher order derivatives of amplitude functions, we have, for |µ| ≥ 1,∣∣Dµ

ξα
j
k,±(ξ)

∣∣ ≤ c|ξ|−k,∣∣Dµ
ξ ε
j
k,±(t; ξ)

∣∣ ≤ c e
∫ |t|
0 (1+s)|µ|Ψ(s) ds|ξ|−k, |ξ| ≥ 1,∣∣Dµ

ξα
j
k,±(ξ)

∣∣ ≤ c|ξ|−k−|µ|,∣∣Dµ
ξ ε
j
k,±(t; ξ)

∣∣ ≤ c e
∫ |t|
0 (1+s)|µ|Ψ(s) ds|ξ|−k−|µ|, 0 < |ξ| < 1.

If we further assume that

(1 + |t|)|µ|∂kt aν,j(t; ξ) ∈ L1(R)

for some µ with |µ| ≥ 1, and for all ν, j, and k = 1, . . . ,m − 1, then the
bound of each Dµ

ξ ε
j
k,±(t; ξ) is uniform in t.
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A statistical manifold is a generalization of a Riemannian manifold with the
Levi-Civita connection. On a statistical manifold, duality of affine connections
naturally arises. In the present paper, basic properties of statistical manifolds
and dual affine connections are given. In addition, generalizations of statistical
manifolds and dual affine connections are given. This generalization turns out
to be a generalization of Weyl manifolds.

Keywords: Statistical manifold; Dual connection; Information geometry, Affine
differential geometry; Weyl manifold; Semi-Weyl manifold.

Introduction

Information geometry begun in 1980s, which studies natural geometrical
structures of sets of probability distributions. Information geometry has
rich applications in the field of mathematical sciences, then the study has
been developing widely [1]. On the other hand, affine differential geometry
studies hypersurfaces immersed into an affine space. Though affine differ-
ential geometry is a classical research topic in differential geometry, it has
been redeveloping since 1980s [2].

A key fact is that duality of affine connections arises naturally, then in-
formation geometry and affine differential geometry have common geomet-
ric ideas. In particular, a statistical manifold is a natural manifold structure
on a set of probability distributions in information geometry. Besides, a sta-
tistical manifold structure is induced from an equiaffine immersion in affine
differential geometry.

In the present paper, basic formulas for dual connections and statisti-
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cal manifolds are given. Then we consider a generalization of dual affine
connections and statistical manifolds. We can see that this generalization
is also regarded as a generalization of a Weyl manifold.

1. Dual connections

We assume that all the objects are smooth throughout this paper. In addi-
tion, we may assume that a manifold is simply connected since we discuss
local geometric properties on a manifold.

At the beginning of this paper, we introduce the notion of dual affine
connections.

Let (M,h) be a semi-Riemannian manifold, and let ∇ be an affine con-
nection on M . We define another affine connection ∇∗ by

Xh(Y, Z) = h(∇XY, Z) + h(Y,∇∗
XZ).

We call ∇∗ the dual connection or the conjugate connection of ∇ with
respect to h. It is easy to check that (∇∗)∗ = ∇.

Proposition 1.1. Denote by R and R∗ the curvature tensors of ∇ and
∇∗, respectively. Then the following formula holds.

h(R(X,Y )Z, V ) = −h(Z,R∗(X,Y )V )

Proof. From straightforward calculations, we obtain

h(∇X∇Y Z, V ) = XY h(Z, V )− h(∇XZ,∇∗
Y V )− h(∇Y Z,∇∗

XV )

− h(Z,∇∗
X∇∗

Y V ),

h(∇Y∇XZ, V ) = Y Xh(Z, V )− h(∇Y Z,∇∗
XV )− h(∇XZ,∇∗

Y V )

− h(Z,∇∗
Y∇∗

XV ),

h(∇[X,Y ]Z, V ) = [X,Y ]h(Z, V )− h(Z,∇[X,Y ]V ).

These equations imply that h(R(X,Y )Z, V ) = −h(Z,R∗(X,Y )V ).

Proposition 1.2. Set ∇0 := (∇+∇∗)/2. Then ∇0 is a metric connection,
namely, ∇0h = 0.

Proof. Since the metric h is symmetric, we have the following relation.

(∇0
Xh)(Y, Z) = Xh(Y, Z)− h(∇0

XY, Z)− h(Y,∇0
XZ)

= Xh(Y, Z)− 1
2
h(∇XY +∇∗

XY, Z)− 1
2
h(Y,∇XZ +∇∗

XZ)

= Xh(Y, Z)− 1
2
Xh(Y, Z)− 1

2
Xh(Z, Y ) = 0.
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This implies that ∇0 is a metric connection.

We remark that ∇0 is not the Levi-Civita connection of h in general.
The connection ∇0 may have a torsion.

We define a (0, 3)-tensor field C, and a (1, 2)-tensor field K by

C(X,Y, Z) := (∇Xh)(Y, Z),

KXY := ∇XY −∇0
XY.

The (0, 3)-tensor field C is called the cubic form of (M,∇, h) and the (1, 2)-
tensor field K is called the difference tensor field . (The tensor C is also
called the skewness in statistics.)

Proposition 1.3. Denote by C and K the cubic form and the difference
tensor field of (M,∇, h), respectively. Then the following formulas hold.

(i) KXY = ∇0
XY −∇∗

XY = (∇XY −∇∗
XY )/2.

(ii) C(X,Y, Z) = −2h(KXY, Z) = −2(Y,KXZ).

Proof. Since ∇ = 2∇0 −∇∗, we obtain the formula (i).
From the definition of the dual connection, we have

h(KXY, Z) =
1
2
h(∇XY −∇∗

XY, Z) =
1
2
h(Y,∇XZ −∇∗

XZ)

= h(Y,KXZ),

C(X,Y, Z) = (∇Xh)(Y, Z) = Xh(Y, Z)− h(∇XY, Z)− h(Y,∇XZ)

= h(Y,∇∗
XZ)− h(Y,∇XZ) (1)

= −2h(Y,KXZ).

For the cubic form of the dual connection, we have the following relation.

Proposition 1.4. Denote by C the cubic form for (M,∇, h), and by C∗

for the cubic form for (M,∇∗, h). Then C = −C∗.

Proof. From Equation (1) and the definition of the dual connection, we
obtain

C(X,Y, Z) = h(Y,∇∗
XZ)− h(Y,∇XZ)

= h(Y,∇∗
XZ) + h(∇∗

XY, Z)−Xh(Y,X)

= −(∇∗
Xh)(Y, Z) = −C∗(X,Y, Z).

For geometry of dual affine connections, similar formulas have been ob-
tained in previous papers [3–6]. However, we remark that Propositions 1.2–
1.4 hold even if ∇ has a torsion.
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2. Statistical manifolds

In this section, we introduce the notion of statistical manifolds. Statistical
manifolds was originally introduced by Lauritzen [4], then the definition
was modified by Kurose [7]. Hence we show that the two definitions are
equivalent.

Let (M,h) be a semi-Riemannian manifold, and let ∇ be an affine con-
nection on M . Denote by ∇∗ the dual connection of ∇ with respect to h.

Proposition 2.1. If we assume two conditions from the followings, then
the other conditions hold.
(1) ∇ is torsion-free.
(2) ∇∗ is torsion-free.
(3) C = ∇h is totally symmetric.
(4) ∇0 = (∇+∇∗)/2 is the Levi-Civita connection with respect to h.

Proof. Let us show (2) and (4) under the assumptions (1) and (3), for
example.

From Equation (1), we have

(∇Xh)(Y, Z) = h(Y,∇∗
XZ)− h(Y,∇XZ),

(∇Zh)(Y,X) = h(Y,∇∗
ZX)− h(Y,∇ZX).

Since ∇h is totally symmetric and ∇ is torsion-free, we obtain

h(Y,∇∗
XZ −∇∗

ZX) = h(Y,∇XZ −∇ZX) = h(Y, [X,Z]).

This implies that ∇∗ is torsion-free.
The connection ∇0 is torsion-free because

h(∇0
XY −∇0

YX,Z) =
1
2
{h(∇XY −∇YX,Z) + h(∇∗

XY −∇∗
YX,Z)}

= h([X,Y ], Z).

From Proposition 1.2, we obtain ∇0h = 0. This implies that the connection
∇0 is the Levi-Civita connection with respect to h.

If ∇ and ∇∗ are torsion-free, we can define a totally symmetric (0, 3)-
tensor field. Conversely, for a given totally symmetric (0, 3)-tensor field, we
can define mutually dual connections.

Proposition 2.2. Let (M,h) be a semi-Riemannian manifold and let C be
a totally symmetric (0, 3)-tensor field. Set

h(∇XY, Z) = h(∇0
XY, Z)− 1

2
C(X,Y, Z), (2)
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h(∇∗
XY, Z) = h(∇0

XY, Z) +
1
2
C(X,Y, Z), (3)

where ∇0 is the Levi-Civita connection with respect to h. Then ∇ and ∇∗

are torsion-free affine connections mutually dual with respect to h, and the
derivatives ∇h and ∇∗h are totally symmetric, respectively.

Proof. From Equations (2) and (3), we obtain

h(∇XY, Z) + h(Y,∇∗
XZ) = h(∇0

XY, Z) + h(Y,∇0
XZ) = Xh(Y, Z).

This implies that ∇ and ∇∗ are mutually dual. The torsion tensor of ∇ is
given by

h(∇XY −∇YX − [X,Y ], Z)

= h(∇0
XY −∇0

YX − [X,Y ], Z)− 1
2
C(X,Y, Z) +

1
2
C(Y,X,Z)

= h(T 0(X,Y ), Z) = 0.

This implies that ∇ is torsion-free. We can show ∇∗ is torsion-free from a
similar calculation.

From Proposition 2.1, we obtain ∇h and ∇∗h are totally symmetric,
respectively.

Now we give the definitions of statistical manifold.

Definition 2.1. Let (M,h) be a semi-Riemannian manifold and let C be
a totally symmetric (0, 3)-tensor field. We call the triplet (M,h,C) a sta-
tistical manifold .

This definition followed to Lauritzen’s formulation [4]. This geometric
structure naturally arises in geometric theory of a set of probability density
functions [1,4].

Definition 2.2. Let (M,h) be a semi-Riemannian manifold, and let ∇
be a torsion-free affine connection on M . We call the triplet (M,∇, h) a
statistical manifold if ∇h is totally symmetric.

This definition followed to Kurose’s formulation [7]. This geometric
structure naturally arises in affine differential geometry. In fact, any nonde-
generate equiaffine immersions induce a statistical manifold structure [2,7].

Remark 2.1. Lauritzen’s definition and Kurose’s definition are mutually
equivalent. Proposition 2.2 shows that Kurose’s definition is obtained from
Lauritzen’s definition. The converse is obtained from Proposition 2.1.
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3. A generalization of statistical manifolds

In this section, we consider a generalization of dual connections and statis-
tical manifolds.

Let (M,h) be a semi-Riemannian manifold, let∇ be an affine connection
on M , and let ω be a 1-form on M . We can define the generalized dual
connection ∇̄∗ [5] by

Xh(Y, Z) = h(∇XY, Z) + h(Y, ∇̄∗
XZ)− ω(X)h(Y, Z).

For the generalized dual connection, similar calculations in Proposi-
tion 1.2 show the following proposition.

Proposition 3.1. Let ∇ be an affine connection on a semi-Riemannian
manifold (M,h). Denote by ∇̄∗ the generalized dual connection of ∇ by a
1-form ω. Set ∇̄0 := (∇+ ∇̄∗)/2. Then the followings hold.

(i) (∇̄∗)
∗

= ∇.
(ii) (∇̄0

Xh)(Y, Z) + ω(X)h(Y, Z) = 0.

We consider geometry of generalized dual connections. At first, we define
a (0, 3)-tensor field C̄ by C̄(X,Y, Z) := (∇Xh)(Y, Z) + ω(X)h(Y, Z). We
call C̄ the generalized cubic form or generalized skewness tensor field . The
role of the generalized cubic form C̄ is similar to a cubic form on a statistical
manifold. For example, C̄ gives the difference between the given connection
∇ and its generalized dual connection ∇̄:

C̄(X,Y, Z) = Xh(Y, Z)− h(∇XY, Z)− h(Y,∇XZ) + ω(X)h(Y, Z)

= h(Y, ∇̄∗
XZ −∇XZ).

Let us recall the definition of a Weyl manifold. Suppose that (M,h)
is a semi-Riemannian manifold, and ∇ is a torsion-free affine connection
on M . We call the triplet (M,∇, h) a Weyl manifold if there exists a 1-
form ω such that (∇Xh)(Y, Z) + ω(X)h(Y, Z) = 0. This implies that the
generalized cubic form characterizes a Weyl manifold if the given connection
∇ is torsion-free.

Proposition 3.2. Let (M,h) be a semi-Riemannian manifold, and let ∇
be an affine connection on M . Denote by C̄(X,Y, Z) the generalized cubic
form on (M,∇, h). If ∇ is torsion-free and C̄(X,Y, Z) = 0, then (M,∇, h)
is a Weyl manifold.

For generalized dual connections and generalized cubic forms, we have
the following theorem.
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Theorem 3.1. Let (M,h) be a semi-Riemannian manifold, let ∇ be an
affine connection on M , and let ω be a 1-form on M . Denote by ∇̄∗ the
generalized dual connection of ∇ by ω. If we assume two conditions of the
followings, then the others hold.

(1) ∇ is torsion-free.
(2) ∇̄∗ is torsion-free.
(3) C̄(X,Y, Z) = (∇Xh)(Y, Z) + ω(X)h(Y, Z) is totally symmetric.
(4) ∇̄0 = (∇+ ∇̄∗)/2 is a Weyl connection, namely, (M, ∇̄0, h) is a Weyl

manifold.

Proof. Suppose that the conditions (1) and (3) hold. Since C̄ is totally
symmetric, we obtain

h(Y, ∇̄∗
XZ − ∇̄∗

ZX) = h(Y,∇XZ −∇ZX).

This implies that ∇̄∗ is torsion-free since ∇ is torsion-free. Hence the con-
dition (2) holds.

It is easy to show that ∇̄0 is torsion-free since ∇̄0 = (∇ + ∇̄∗)/2. This
implies that, from Proposition 3.1, ∇̄0 is a Weyl connection. Hence the
condition (4) holds.

In the case we assume the condition (3) in addition to (2) or (4), similar
calculations hold.

Suppose that (1) and (2) hold. Then we obtain

C̄(X,Y, Z) = h(Y, ∇̄∗
XZ −∇XZ)

= h(Y, ∇̄∗
ZX −∇ZX)

= C̄(Z, Y,X).

In the second equality, we used the conditions ∇ and ∇̄∗ are torsion-free.
Since the second and the third arguments of C̄ are symmetric, the condition
(3) holds. Then the condition (4) also holds from the first part of the proof.

In the case we assume two conditions from (1), (2) or (4), similar cal-
culations hold.

Let (M,h) be a semi-Riemannian manifold, and let ∇ be a torsion-
free affine connection on M . We call the triplet (M,∇, h) a semi-Weyl
manifold [8] if there exists a 1-form ω such that (∇Xh)(Y, Z)+ω(X)h(Y, Z)
is totally symmetric. In this case, the given connection ∇ is said to be semi-
compatible [9].

A semi-Weyl manifold is regarded as a natural generalization of a Weyl
manifold and a statistical manifold. Semi-Weyl manifolds arise naturally
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in affine hypersurface theory. Any nondegenerate affine hypersurface has a
semi-Weyl manifold structure [8].
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A Lie group as a 5-dimensional almost contact manifold with Norden metric is
considered. By using the complexification of the real Lie algebra this manifold
is constructed. The obtained manifold is non-integrable and belongs to one of
the basic classes of almost contact manifolds with Norden metric. Curvature
properties of the constructed manifold are given.
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grable and non-integrable almost contact structure, Lie group.

Introduction

The almost contact manifolds with Norden metric are classified [2] into
eleven basic classes Fi (i = 1, 2, . . . , 11). Examples of some classes of these
manifolds are obtained. Examples of manifolds of the classes F6, F7, F8, F9,
F10 have not been found yet. In this paper we construct an almost contact
structure with Norden metric on Lie groups as 5-dimensional manifolds,
which belong to the class F9.

1. Almost contact manifolds with Norden metric

1.1. Preliminaries

Let (M,ϕ, ξ, η, g) be a (2n+ 1)-dimensional almost contact manifold with
Norden metric, i.e. (ϕ, ξ, η) is an almost contact structure [1] and g is a

∗Partially supported by Scientific researches fund of “St. Cyril and St. Methodius” Uni-
versity of Veliko Tarnovo under contract RD620-02006.
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metric [2] on M such that

ϕ2X = −id + η ⊗ ξ, η(ξ) = 1,

g(ϕX,ϕY ) = −g(X,Y ) + η(X)η(Y ),
(1)

where id denotes the identity transformation and X , Y are differentiable
vector fields on M , i.e. X,Y ∈ X(M).

The tensor g̃ given by g̃(X,Y ) = g(X,ϕY ) + η(X)η(Y ) is a Norden
metric, too. Both metrics g and g̃ are indefinite of signature (n+ 1, n).

Let (V, ϕ, ξ, η, g) be a (2n + 1)-dimensional vector space with almost
contact structure (ϕ, ξ, η) and Norden metric g. For an arbitrary X ∈ V

we have ϕ2X = −X + η(X)ξ ⇐⇒ X = −ϕ2X + η(X)ξ. Hence V admits a
decomposition into a direct sum of vector subspaces:

V = D ⊕ {ξ}, (2)

where D = Ker η, {ξ} = (Im η)ξ. Then for an arbitrary X ∈ V it follows
X = x + η(X)ξ, where x ∈ D, η(X)ξ ∈ {ξ}. Denoting the restrictions of
g and ϕ on D with the same letters we obtain the almost complex vector
space (D,ϕ, g) of dimension 2n with a complex structure ϕ and Norden
metric g.

Let ∇ be the Levi-Civita connection of the metric g. The tensor field F
of type (0, 3) on M is defined by

F (X,Y, Z) = g((∇Xϕ)Y, Z). (3)

It has the following symmetries

F (X,Y, Z) = F (X,Z, Y ),

F (X,ϕY, ϕZ) = F (X,Y, Z)− η(Y )F (X, ξ, Z)− η(Z)F (X,Y, ξ).
(4)

A classification of the almost contact manifolds with Norden metric with re-
spect to the tensor F is given in [2] and [11] basic classes Fi (i = 1, 2, . . . , 11)
are obtained.

1.2. Curvature properties

Let R be the curvature tensor field of ∇ defined by

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z. (5)

The corresponding tensor field of type (0, 4) is determined as follows

R(X,Y, Z,W ) = g(R(X,Y )Z,W ).

The Ricci-type tensors ρ, ρ∗, ρ̃ and scalar curvatures τ , τ∗, τ̃ of R are
defined by:
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ρ(Y, Z) =
2n+1∑
i=1

R(ei, Y, Z, ei), τ =
2n+1∑
i,j=1

R(ei, ej , ej, ei);

ρ∗(Y, Z) =
2n+1∑
i=1

R(ei, Y, Z, ϕei), τ∗ =
2n+1∑
i,j=1

R(ei, ej , ej, ϕei);

ρ̃(Y, Z) = R(ξ, Y, Z, ξ), τ̃ =
2n+1∑
i=1

R(ξ, ei, ei, ξ),

where {ei, e2n+1 = ξ}, (i = 1, 2, . . . , 2n) is an orthonormal basis.
A decomposition of the space of curvature tensorsR over an almost con-

tact vector space with Norden metric into 20 mutually orthogonal factors is
obtained in [4]. Let us recall the decomposition R = hR⊕ vR⊕wR, where
the subspaces hR, vR, wR have the following orthogonal decompositions:

hR = hR1 ⊕ hR⊥
1 ⊕ hR⊥

2 ⊕ hR⊥
3 = ω1 ⊕ ω2 ⊕ · · · ⊕ ω11,

vR = vR1 ⊕ vR⊥
1 ⊕ vR⊥

2 = v1 ⊕ v2 ⊕ v3 ⊕ v4 ⊕ v5,
wR = w1 ⊕ w2 ⊕ w3 ⊕ w4.

2. Lie groups as almost contact manifolds with Norden
metric

Let V be a real vector space. We consider the set V C = {X + iY, X, Y ∈ V }
with the following two operations on V C:

(X + iY ) + (Z + iT ) = X + Z + i(Y + T );

(a+ ib)(X + iY ) = aX − bY + i(aY + bX), a, b ∈ R.
Then V C is a complex vector space and V C is called a complexification of
V . It is well known, if g is a real Lie algebra then the complexification gC

of g is a complex Lie algebra with commutator defined by:

[X + iY, Z + iT ] = [X,Z]− [Y, T ] + i ([Y, Z] + [X,T ]) .

Let g be a real Lie algebra (dim g = 2n+1) supplied with an almost contact
structure (ϕ, ξ, η). Taking into account (2) we have g = D⊕ {ξ}. Then the
natural complexification of the real Lie algebra g is the direct sum

gC = DC ⊕ {ξ}.
From ϕ2 = −id on D it follows a decomposition of DC into a direct sum
DC = D10 ⊕D01, where D10 and D01 are he eigenspaces of ϕ. We have
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D10 = span
{
Zα = eα − iϕeα

}
α∈I , I = {1, . . . , n},

D01 = span
{
Zᾱ = eα + iϕeα

}
ᾱ∈Ī , Ī = {1̄, . . . , n̄},

gC = span
{
ZA
}
A∈I∪Ī∪I0 , I0 = {0}, Z0 = ξ,

where {eα, ϕeα, ξ} is a ϕ-basis of g. Let G be a real connected Lie group
with a real Lie algebra g (dim g = 2n + 1) and (ϕ, ξ, η, g) is an almost
contact structure with Norden metric on g. In this way, the induced man-
ifold (G,ϕ, ξ, η, g) is an almost contact manifold with Norden metric. The
complex-linear continuations of the fundamental tensors for almost contact
manifolds with Norden metric in terms of the essential (i.e. non-zero in gen-
eral) complex components are descriebed in [3]. Characterization of each
basic class by the essential complex equations for the fundamental tensors
is obtained, too. Further we give some basic facts from [3] which we will
need.

The generalized Nijenhuis tensor field of type (1, 2) is

N = [ϕ, ϕ] + dη ⊗ ξ,
where

[ϕ, ϕ] (X,Y ) = ϕ2 [X,Y ] + [ϕX,ϕY ]− ϕ [ϕX, Y ]− ϕ [X,ϕY ]

is the usual Nijenhuis tensor field of type (1, 2), formed by ϕ and

dη = (∇Xη) Y − (∇Y η)X.

The corresponding to N tensor field of type (0, 3) is N(X,Y, Z) =
g(N(X,Y ), Z). The complex components with respect to the complex basis
{ZA}A∈I∪Ī∪I0 of the complex-linear continuations of the tensors F , g, dη,
N are denoted by:
• FABC = F (ZA, ZB, ZC) = FĀB̄C̄ ;
• gAB = g(ZA, ZB) = gĀB̄ ;
• ηAB = dη(ZA, ZB) = ηĀB̄ ;
• N(ZA, ZB) = NC

AB.ZC and NC
AB = −NC

BA = N C̄
ĀB̄

;
• NABC = NS

AB.gSC = NĀB̄C̄ , A,B,C ∈ {1, . . . , n, 1̄, . . . , n̄, 0}.
We put [ZA, ZB] = CCAB .ZC and CCAB = −CCBA = CC̄

ĀB̄
. We have the

following equalities for the commutators of the basis vector fields ofDC⊕{ξ} [Zα, Zβ ][
Zα, Zβ̄

]
[Zα, Z0]

 =

C
γ
αβ − 1

4N
γ̄
αβ − 1

2N
0
αβ

Cγ
α β̄

C γ̄
α β̄

−ηα β̄
Cγα0 − 1

2N
γ̄
α0 −N0

α0

 ·
ZγZγ̄
Z0

 . (6)
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Let us recall:

Definition 2.1 ([5]). The almost contact structure (ϕ, ξ, η) (resp. the al-
most contact manifolod) is said to be partially integrable if the contact dis-
tribution D is involutive and the restriction ϕ|D to each integral manifold
D for D is an itegrable almost complex structure.

Definition 2.2 ([5]). The almost contact structure (ϕ, ξ, η) (resp. the al-
most contact manifolod) is said to be integrable if (ϕ, ξ, η) is partially in-
tegrable and the components ϕji of ϕ with respect to an adapted local co-
ordinate system (UD; {xα, yα = xn+α, t = const, α ∈ I}), for any integral
manifold D of D, immersed in M , does not depend on t.

It is known:

Proposition 2.1 ([6]). The almost contact structure (ϕ, ξ, η) is partially
integrable iff N0

αβ = N γ̄
αβ = ηαβ̄ = 0.

Proposition 2.2 ([6]). The almost contact structure (ϕ, ξ, η) is integrable
iff N = 0, dη = 0.

Proposition 2.3 ([3]). The class of partially integrable almost contact
manifolds with Norden metric is exactly F1 ⊕ F2 ⊕ F4 ⊕ F5 ⊕ F6 ⊕ F9 ⊕
F10⊕F11 and the class of integrable almost contact manifolds with Norden
metric is exactly F1 ⊕F2 ⊕F4 ⊕F5 ⊕F6.

Having in mind Proposition 2.1, Proposition 2.2 and (6) we have:

Proposition 2.4. Let g be a real Lie algebra, supplied with an almost
contact structure (ϕ, ξ, η) and Norden metric g. Then (ϕ, ξ, η) is a partially
integrable iff for the complexification gC = DC ⊕ {ξ} of g the following
conditions are valid:

(i) DC is a complex subalgebra of gC;
(ii) the subspaces D10 and D01 of DC are subalgebras of DC.

Proposition 2.5. If (ϕ, ξ, η) is an integrable almost contact structure on a
real Lie algebra g and g is Norden metric on g then for the complexification
gC = DC ⊕ {ξ} of g the following conditions are valid:

(i) DC is an ideal of gC;
(ii) the subspaces D10 and D01 of DC are subalgebras of DC.
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3. A Lie group as a 5-dimensional almost contact manifold
with Norden metric of the class F9

Let V be a 5-dimensional real vector space and consider the structure
of the Lie algebra defined by the brackets [Ei, Ej ] = Ckij .Ek, where
{E1, E2, E3, E4, E5} is a basis of V and Ckij ∈ R. Let G be the associ-
ated real connected Lie group and g be the real Lie algebra of G with a
global basis of left invariant vector fields {X1, X2, X3, X4, X5}, induced by
the basis of V . Then the Jacobi identity holds

S
Xi,Xj ,Xk

[
[Xi, Xj ], Xk

]
= 0. (7)

Next we define tensor field ϕ of type (1, 1), vector field ξ, metric g and
1-form η on G by the conditions:

ϕXi = X2+i, ϕX2+i = −Xi, ϕX5 = 0, (i = 1, 2); (8)

g(Xi, Xi) = −g(X2+i, X2+i) = g(X5, X5) = 1, (i = 1, 2);

g(Xj , Xk) = 0, (j �= k, j, k = 1, 2, 3, 4, 5).
(9)

We denote X5 = ξ. Then the structure (ϕ, ξ, η, g) defined by (8), (9) is an
almost contact structure with Norden metric on G and (G,ϕ, ξ, η, g) is a
5-dimensional almost contact manifold with Norden metric.

Now, we consider the complexification gC of the 5-dimensional real
Lie algebra g of G, which is a 5-dimensional complex Lie algebra. Let
{Z1, Z2, Z1̄, Z2̄, Z0} be a complex basis of gC, where Z1 = X1 − iX3,
Z2 = X2 − iX4, Z1̄ = Z1, Z2̄ = Z2, Z0 = X5 = ξ. From (8) and (9)
for the complex basis we obtain

ϕZj = iZj, ϕZj̄ = −iZj̄, ϕZ0 = 0, (j = 1, 2); (10)

g11 = g22 = 2, g11̄ = g12̄ = g12 = g22̄ = g10 = g20 = 0, g00 = 1. (11)

Using the well known condition

2g(∇XY, Z) = Xg(Y, Z) + Y g(X,Z)− Zg(X,Y ) + g([X,Y ], Z)

+ g([Z,X ], Y ) + g([Z, Y ], X)
(12)

for the Levi-Civita connection ∇ of g and (11) we get the following equation
for the tensor F defined by (3)

F (ZA, ZB, ZC) =
1
2
{
g([ZA, ϕZB]− ϕ[ZA, ZB], ZC)

+ g(ϕ[ZC , ZA]− [ϕZC , ZA], ZB)

+ g([ZC , ϕZB]− [ϕZC , ZB], ZA)
}
, A,B,C ∈ {1, 2, 1̄, 2̄, 0}.

(13)
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We determine the commutators [ZA, ZB] = CCAB.ZC of gC such that the
manifold (G,ϕ, ξ, η, g) is of class F9 and the Jacobi identity holds. Accord-
ing to Proposition 2.3 the class F9 belongs to the class of partially inte-
grable almost contact manifolds with Norden metric. The characterization
conditions of the class F9 in local components given in [3] are:

F9 : Fαβ̄0 = −Fβ̄α0 =
i

2
N0αβ̄ .

From the last equalities it follows

N0αβ̄ = N0β̄α ⇐⇒ N β̄
α0 = Nα

β̄0 (14)

and the rest components of the Nijenhuis tensor and of the tensor F are
zero. Then the commutators (6) become: [Zα, Zβ][

Zα, Zβ̄
]

[Zα, Z0]

 =

C
γ
αβ 0 0

Cγ
α β̄

C γ̄
α β̄

0

Cγα0 − 1
2N

γ̄
α0 0

 ·
ZγZγ̄
Z0

 , α, β, γ ∈ {1, 2}. (15)

Taking into account that for the class F9 F111̄ = F112̄ = F121̄ = F122̄ =
F211̄ = F212̄ = F221̄ = F222̄ = 0 and Jacobi identity we obtain a system for
the structural constants Cγαβ , Cγ

αβ̄
, C γ̄

αβ̄
from (15). Using (10), (11), (13),

(15) we give one solution of this system:

C2
11̄ = −C1

12 = −C 2̄
11̄ = C 1̄

12̄ = a, C2
12 = C2

12̄ = −C1
22̄ = −C 1̄

22̄ = ia, a ∈ R;

C1
11̄ = C 1̄

11̄ = C1
12̄ = C 2̄

12̄ = C2
22̄ = C 2̄

22̄ = 0.

From (14) we have:

N 2̄
10 = N1

2̄0 ∈ C; N 1̄
10 = N1

1̄0 = N 1̄
10 =⇒ N 1̄

10, N
1
1̄0 ∈ R;

N 2̄
20 = N2

2̄0 = N 2̄
20 =⇒ N 2̄

20, N
2
2̄0 ∈ R.

(16)

Having in mind that for the class F9 F110 = F120 = F210 = F220 = F001 =
F002 = F011̄ = F012̄ = F022̄ = 0 and Jacobi identity we obtain a system for
the structural constants Cγα0, N γ̄

α0 from (15). Using (10), (11), (13), (15),
(16) we give one solution of this system:

C1
10 = C2

20 = N 1̄
10 = N1

1̄0 = N 2̄
20 = N2

2̄0 = 0; C1
20 = −C2

10 = m, m ∈ R.
Finally, for the commutators of the basis vector fields of gC we have

[Z1, Z2] = −aZ1 + iaZ2, [Z1, Z1̄] = aZ2 − aZ2̄,

[Z1, Z2̄] = iaZ2 + aZ1̄, [Z2, Z2̄] = −iaZ1 − iaZ1̄,

[Z1, ξ] = −mZ2 +mZ2̄, [Z2, ξ] = mZ1 +mZ1̄ a,m ∈ R.
(17)
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From the equalities (17) for the commutators of the basis vector fields of
gC we obtain the commutators of the basis fields of the real Lie algebra g

[X1, X2] = −[X1, X3] = aX4, [X2, X3] = aX2 + aX3,

[X3, X4] = −[X2, X4] = aX1, [X2, ξ] = 2mX1,

[X3, ξ] = −2mX4, [X1, X4] = [X1, ξ] = [X4, ξ] = 0, a,m ∈ R.
(18)

The non-zero components of the tensor F are F145 = F235 = −F325 =
−F415 = m, where Fijk = F (Xi, Xj, Xk). Then F (X,Y, Z) = m(x1y4z5 +
x1y5z4 + x2y3z5 + x2y5z3 − x3y2z5 − x3y5z2 − x4y1z5 − x4y5z1), where
X = xiXi, Y = yiXi, Z = ziXi, (i = 1, 2, 3, 4, 5). We verify that

F (X,Y, Z) = F (ϕX,ϕY, Z) + F (ϕX, Y, ϕZ) = −F (Y, Z,X)− F (Z,X, Y ),

which is the characterization condition of the class F9 in global variables
given in [2].

So, for the manifold (G,ϕ, ξ, η, g) constructed above, we establish the
truthfulness of the following

Theorem 3.1. Let (G,ϕ, ξ, η, g) be a 5-dimensional almost cotact manifold
with Norden metric, where G is a connected Lie group with corresponding
Lie algebra g determined by the global basis of left invariant vector fields
{X1, X2, X3, X4, X5}; ϕ is a tensor of type (1, 1) defined by (8), ξ = X5, g
is a Norden metric defined by (9) and η(X) = g(X, ξ). Then (G,ϕ, ξ, η, g) is
of class F9 if and only if the Lie algebra g of G belongs to the 2-parametric
family determined by (18).

Let us recall that a Lie algebra g is said to be solvable if its derived series
given by

D0g = g, D1g = [g, g], . . . , Dk+1g = [Dkg, Dkg], . . .

vanish for some k ∈ N. Then, having in mind the equalities (18) it is easy
to check that D2g = {0} and therefore the Lie algebras g constructed by
us are 2-step solvable.

4. Curvature properties of the constructed manifold

Let R be the curvature tensor of type (0, 4) on the manifold (G,ϕ, ξ, η, g)
constructed in previous section. We denote its components by Rijks =
R(Xi, Xj , Xk, Xs) (i, j, k, s ∈ {1, 2, 3, 4, 5}). Using (12), (8), (9), (18) we
receive the non-zero components of R as follows

R2314 = R2413 = R3443 = −R4554 = R1551 = m2,

R2525 = −R3535 = 3m2, m ∈ R. (19)



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

260 G. Nakova

Taking into account (19) we find

R(X,Y, Z,W ) = hR(X,Y, Z,W ) + wR(X,Y, Z,W ).

The curvature tensor hR satisfies the following equation

R(x, y, z, w) = R(ϕx, ϕy, z, w) +R(ϕx, y, ϕz, w) +R(ϕx, y, z, ϕw),

which is the characterization condition of the class

hR2 ⊕ hR1 ⊕ hR⊥
1 = ω5 ⊕ ω6 ⊕ ω7 ⊕ ω8.

The curvature tensor R(ξ, y, z, ξ) satisfies the following equationR(ξ, y, z, ξ)
= R(ξ, ϕy, ϕz, ξ)− 2m2g(y, z). Finally

R ∈ ω5 ⊕ ω6 ⊕ ω7 ⊕ ω8 ⊕ wR.
Further, we give the non-zero components ρij = ρ(Xi, Xj), ρ∗ij =
ρ∗(Xi, Xj), ρ̃ij = ρ̃(Xi, Xj) (i, j ∈ {1, 2, 3, 4, 5}) of the Ricci-type tensors
as follows

ρ11 = −ρ22 = ρ33 = −ρ44 = 2m2, ρ55 = −4m2 =⇒ ρ(Y, Z) = ρ(Z, Y );

ρ∗13 = ρ∗24 = ρ∗31 = ρ∗42 = m2 =⇒
ρ∗(ϕY, ϕZ) = −ρ∗(Y, Z), ρ∗(Y, Z) = ρ∗(Z, Y );

ρ̃11 = −ρ̃44 = m2, ρ̃33 = −ρ̃22 = 3m2 =⇒ ρ̃(Y, Z) = ρ̃(Z, Y ).

So, the scalar curvatures are: τ = τ̃ = −4m2, τ∗ = 0.

References

1. D. Blair, Contact manifolds in Riemannian geometry , Lecture Notes in Math.,
vol. 509, Springer Verlag, Berlin, 1976.

2. G. Ganchev, V. Mihova and K. Gribachev, Almost contact manifolds with
B-metric, Math. Balkanica 7 (1993), 262–276.

3. G. Nakova, Some remarks on the integrability conditions for almost contact
manifolds with B-metric, Plovdiv University “Paissii Hilendarski” Scientific
Works-Mathematics, vol. 33, no. 3, 2001, 87–94.

4. , Curvature tensors on almost contact manifolds with B-metric, Trends
in Complex Analysis, Differential Geometry and Mathematical Physics, eds.
S. Dimiev and K. Sekigawa, World Scientific, Singapore, 2003, 145–158.

5. K. Yano and S. Ishihara, On integrability conditions of a structure f , satisfying
f3 + f = 0, Quart. J. Math. 15 (1964), 217–222.

6. M. Hristov, On the integrability conditions for almost contact metric mani-
folds, Aspects of Complex Analysis, Differential Geometry and Mathematical
Physics, eds. S. Dimiev and K. Sekigawa, World Scientific, Singapore, 1999,
134–147.



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

261

COMPLEXIFICATION OF THE PROPAGATOR
FOR THE HARMONIC OSCILLATOR

T. NITTA

Department of Education, Mie University
Kurimamachiyamachi, Tsu, 514-8507, Japan

E-mail: nitta@edu.mie-u.ac.jp

In 1999, Ken Loo used Nonstandard Analysis and provided a rigorous com-
putation for the harmonic oscillator Feynman path integral. He computed it
without having prior knowledge of the classical path. Usually such kind of cal-
culation is done using the classical behavior. He emphasized that the time is
real-valued in his paper . We extend his result to the case the time is valued
in the complex number field, that is, we complexify his calculation. The com-
plexified Feynman path integral connects the integral kernel for Schrödinger’s
equation and the propagator for the heat equation. The complex analyticity
in the nonstandard world can be push down to the standard world. We will
assume that the reader is familiar with Nonstandard Analysis.

0. Introduction

A heat equation and a Schrödinger equation are formally very similar. If we
put i t instead of t in the Schrödinger equation, then it becomes a heat equa-
tion. Physicians call it a complex time. When the initial function at t = 0
is the delta-function in the two equations, the solutions are called propaga-
tors. In order to calculate the propagators, we have two methods: using a
stochastic Wiener measure for the heat equation and a Feynman path inte-
gral for the Schroedinger equation. One of the most fundamental examples
is the case of a harmonic oscillator, whose potential is a constant multiple
of x2. The propagators are obtained from many kinds of calculations. Using
Nonstandard Analysis, Ken Loo provided a rigorous computation for the
harmonic oscillator Feynman path integral. Especially we remark the Loo’s
calculation that does not use the knowledge how the harmonic oscillator
moves in the subject of the classical mechanics.

Our purpose is to connect the two propagators using the complexified
calculation. We use the same kind of path integral with a complex parameter
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t. We do not use Wiener measure for calculating the propagator of heat
equation. The convergence is absolutely uniform for the heat equation’s
case, and it is conditional for the Schrödinger equation’s case. We shall
extend Loo’s calculation to a complex time case. His calculation can be
generalized and the propagator for the harmonic oscillator can be treat for
a complex number t . Most of Loo’s calculations are useful, but some parts
are quite different. We mention these different parts from his calculation.
We use nonstandard argument, but it is not essential for our calculation.

1. Preliminaries, notations (cf. [2,3])

In Feynman’s formulation of quantum mechanics ([1]), the propagator of
the one-dimensional harmonic oscillator is the following path integral:

K(q, q0, t) = lim
n→∞

∫
Rn

( m

2πi�ε

)(n+1)/2

exp
(
iε

�

n+1∑
j=1

(m
2

(xj − xj−1

ε

)2

− m

2
λ2x2

j

))
dx1dx2 · · ·dxn,

where x0 = q0, xn+1 = q, ε = t
n .

In nonstandard analysis, it is known that

lim
n→∞ an = a iff ∗aw ≈ a

for any infinite natural number ω ∈ ∗N−N, where ∗an is the ∗-extension of
{an}n∈N, and ≈ means that ∗aw − a is infinitesimal, that is, the standard
part of aw is a, usually denoted by st(∗aw) = a. The path integral is written
as

st

∫
∗Rw

( m

2πi�ε

)(ω+1)/2

exp
(
iε

�

w+1∑
j=1

(m
2

(xj − xj−1

ε

)2

− m

2
λ2x2

j

))
dx1dx2 · · ·dxw .

By extending t to a complex number, we complexify the path integral
to the following:

st

∫
∗Rw

( m

2πi�ε

)(ω+1)/2

exp
(
iε

�

w+1∑
j=1

(m
2

(xj − xj−1

ε

)2

− m

2
λ2x2

j

))
dx1dx2 · · ·dxw ,

where ε ∈ C.
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Now let Tn be the (n + 2) × (n + 2) matrix as (Tn)0,0 = 1, (Tn)i,i =
2 − ε2λ2, 1 ≤ i ≤ n, (Tn)n+1,n+1 = 1 − ε2λ2, (Tn)j,j+1 = (Tn)j+1,j = −1,
0 ≤ j ≤ n, (Tn)i,j = 0, (i, j): otherwise. Then we have

iε

�

w+1∑
j=1

(m
2

(xj − xj−1

ε

)2

− m

2
λ2x2

j

)
=
im

2�ε
txTnx,

where x = t(x0, x1, · · · , xn+1) and we write An, Bn for the n× n matrices
as (An)i,j = 2δi,j − δi,j+1 − δi+1,j , (Bn)i,j = δij and An − ε2λ2Bn as Sn.

2. Complexification

Since the matrix Sn is parametrized by t, the inversability of Sn depends
on the parameter t.

Proposition 2.1. Let t ∈ C. For t �= ±
√

2n
λ

√
1− cos kπ

n+1 , k = 1, 2, . . . , n,
Sn is invertible.

Proof. Since

An
t
(

sin
kπ

n+ 1
, sin

2kπ
n+ 1

, · · · , sin nkπ

n+ 1

)
=
(

2− 2 cos
kπ

n+ 1

)
t
(

sin
kπ

n+ 1
, sin

2kπ
n+ 1

, · · · , sin nkπ

n+ 1

)
,

k = 1, 2, . . . , n, eigenvalues of the n by n symmetric matrix An are 2 −
2 cos kπ

n+1 , k = 1, 2, . . . , n. Hence, the n distinct eigenvalues of Sn are 2 −
2 cos kπ

n+1 −λ2
(
t
n

)2
, k = 1, 2, · · · , n. Therefore Sn is invertible if and only if

t is not equal to ±
√

2n
λ

√
1− cos kπ

n+1 , k = 1, 2, . . . , n.

We transform Proposition 2.1 into ∗C. From now on, we put the bar
when we represent ∗-transformed objects.

Theorem 2.2. For any ω ∈ ∗N −N and t ∈ ∗C, S̄ω is invertible if and
only if t �= ±

√
2ω
λ

√
1− cos kπ

ω+1 , k = 1, 2, . . . , ω, where the bar denotes an
∗-transform.

Proof. ∗-transforming Proposition 2.1 and setting n = ω, we have Theo-
rem 2.2.

Let w(s) be an arbitrary path for 0 ≤ s ≤ t with w(0) = q0, w(t) = q.
We separate a path into a classical one and a quantum fluctuation one:
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xj = w
(
jt
n+1

)
+ yj = wj + yj . We fix the boundaries w(0) = x0 = q0

and w(t) = xn+1 = q. Because of it, y0 = 0, yn+1 = 0. Let Tn be the
(n + 2) × (n + 2) symmetric matrix defined by (Tn)0,0 = 1, (Tn)1,0 =
(Tn)0,1 = (Tn)n+1,n = (Tn)n,n+1 = −1, (Tn)n+1,n+1 = 1 − ε2λ2, (Tn)i,0 =
(Tn)0,i = 0, (2 ≤ n + 1), (Tn) = (Tn)n+1,j = (Tn)j,n+1 = 0, (0 ≤ j ≤ n),
(Tn)k,l = (Sn)k,l, (1 ≤ k, l ≤ n). For y, w, we define n-dimensional vectors
ŷ, ŵ, ˆ̂w as (ŷ)i = yi, (ŵ)i = wi, (1 ≤ i ≤ n), ( ˆ̂w)1 = w0, ( ˆ̂w)n = wn+1,
( ˆ̂w)j = 0, (2 ≤ j ≤ n− 1). Let ρ = Snŵ − ˆ̂w.

Lemma 2.3. Under the assumption on t, t ∈ C, whose imaginary part is
negative, or t ∈ R, t �= ±

√
2n
λ

√
1− cos kπ

n+1 , k = 1, 2, . . . , n. Let ε = t
n .

Then∫
Rn

( m

2πi�ε

)n+1
2 exp

(
iε

�

n+1∑
j=1

(m
2

(xj − xj−1

ε

)2

− m

2
λ2x2

j

))
dx1dx2 · · · dxn

= exp
( im

�ε

(
twTnw − tρS−1

n ρ
))( m

2πi�ε

)1/2
√

1
detSn

.

Proof. By Proposition 2.1, Sn is invertible under the assumption of t. Since
Sn is symmetric, the following holds:

tŷSnŷ + 2 tρŷ = t(ŷ + S−1
n ρ)Sn(ŷ + S−1

n ρ)− tρS−1
n ρ.

We write ŷ+S−1
n ρ = z, that is, yj+(S−1

n ρ)j = zj , (1 ≤ j ≤ n). The integral
in the left hand side of the equation is

exp
( im

�ε

(
twTnw − tρS−1

n ρ
))∫

Rn

( m

2πi�ε

)n+1
2 exp

( im
2�ε

tzSnz
)
dz1dz2 · · ·dzn.

The n distinct eigenvalues of im
2�εSn are mn

2�

i
t

(
2
(
1 − cos kπ

n+1

) − λ2

n2 t
2
)
, k =

1, 2, . . . , n. When we write t = t1 + it2, t1, t2 ∈ R, by a simple calculation,
the real part of mn2�

i
t

(
2
(
1−cos kπ

n+1

)− λ2

n2 t
2
)

is mn
2�|t|2

(
2
(
1−cos kπ

n+1

)
+ λ2

n2 |t|2
)
t2

for each k. In this, the terms mn
2�|t|2 , 1 − cos kπ

n+1 and λ2

n2 |t|2 are positive.
Hence the real part of each eigenvalue of im

2�εSn is negative if and only
if the imaginary part t2of t is negative. When the imaginary part of t is
zero, all eigenvalues of im

2�εSn are pure imaginary ,and nonzero under the
assumption of t. We have the statement after diagonalizing of Sn and doing
the integrals.

We transform Lemma 2.3 into ∗C.
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Corollary 2.4. Under the previous definition of w(s) and the assump-
tion on t, t ∈ C, whose imaginary part is negative, or t ∈ R, t �= ±

√
2ω
λ√

1− cos kπ
ω+1 , k = 1, 2, . . . , ω, the one-dimensional harmonic oscillator in-

ternal functional integral is well-defined. It is equal to exp
(
im
�ε

(
tw̄T̄ωw̄ −

tρ̄S̄−1
ω ρ̄

))(
m

2πi�ω

)1/2√ 1
det S̄ω

.

Proof. Lemma 2.3 directly implies the statement through the ∗-trans-
formation.

We recall that ε is t
n . We denote Aj,n and Cj,n with 0 < j ≤ n to be

the j by j matrices defined as (Aj,n)i,i = 2, (Aj,n)i+1,i = (Aj,n)i,i+1 =
−1, 1 ≤ i ≤ j − 1, (Aj,n)j,j = 1, (Aj,n)i,k = 0, (i, k): otherwise and
(Cj,n)i,i = 1, 1 ≤ i ≤ j − 1, (Cj,n)i,k = 0, (i, k): otherwise. We define
Dj,n = det

(
Aj,n − ε2λ2Cj,n

)
.

We shall calculate the standard part of the obtained internal functional
integral in Corollary 2.4.

Proposition 2.5. After ∗-transforming of Dj,n, we have that for ω ∈ ∗N−
N, D̄k,ω ≈ ∗cos ktλω = ∗cos kελ .

Proof. By the definition Dj,n satisfies

Dj,n = (2− ε2λ2)Dj−1,n −Dj−2,n, 2 ≤ j ≤ n.

We denote a± by the solutions of a2 − (2− ε2λ2)a+ 1, that is ,

a± =
2− ε2λ2 ± ελ

√
4− ε2λ2

2
≈ 1± iελ ≈ e±iελ

for 0(ε2). For some constants A±, Dj,n = A+(a+)j−1 + A−(a−)j−1. The
initial conditions imply that D1,n = 1 = A++A−, D2,n = 1−ε2λ2A+(a+)+
A−(a−). Hence A± = 1

2±i ελ
2
√

4−ε2λ2 ≈ 1
2 for 0(ε2). Let n be ω and let k be in

∗N. Then ε = t
ω is infinitesimal. Hence Dk,ω = A+(a+)k−1 +A−(a−)k−1 ≈

1
2 (ei(k−1)ελ + e−i(k−1)ελ) ≈ 1

2 (eikελ + e−ikελ) = cos(kελ).

For S̄ω, we obtain the following:

Theorem 2.6. ε det S̄ω is infinitesimally close to sin(λt)
λ .

Proof. Let Sj,n = det(Aj,n− ε2λ2Bj,n), where 1 ≤ j ≤ n. Then expanding
Sj,n on the bottom row, we have Sj,n = Dj,n+(1−ε2λ2)Sj−1,n. Hence Sn,n−
S1,n =

∑n
j=2Dj,n − ε2λ2

∑n
j=2 Sj−1,n, and εSn,n = εS1,n + ε

∑n
j=2Dj,n −
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ε3λ2
∑n
j−1 Sj−1,n. We transform n to ω, then Dm,ω = cos(mελ) + hm,

where hm is infinitesimal, 1 ≤ m ≤ ω. We remark that ε is not only real
but complex.

εSω,ω = εS1,ω +
ω∑

m=1

ε cos
mtλ

ω
− ε cos(ελ) + ε

ω∑
m=2

hm − ε2λ2
ω∑

m=2

εSm−1,ω.

Now εS1,n is ε(1 − ε2λ2), which is infinitesimal, and | cos(mελ)| < e−t2λ,
where t2 is the imaginary part of t, and |ε∑ω

m=2 hm| < |ε|ωmax1≤m≤ω |hm|
= |t|max1≤m≤ω |hm| ≈ 0. We have |Dk,ω| ≈ | cos((k − 1)θ)| = | cos(kλε)|
< e−t2λ, and |ε2λ2

∑ω
m=2 εSm−1,ω| ≤ ε3λ2|S1,ω| + ε2λ2(

∑ω
m=2 |t|e−t2λ

+ |t||S1,ω|) ≈ 0. Furthermore, since cos(λz) is holomorphic,
∑ω
m=1 ε cos mtλω

≈ ∫ t
0

cos(λz)dz = sin(λt).

We calculate the exponential part in Corollary 2.4.

Proposition 2.7. The exponential in Corollary 2.4 satisfies the following:

exp
( im

�ε

(
tw̄T̄ωw̄ − tρ̄S̄−1

ω ρ̄
)) ≈ exp

( im
�

λ

sinλt
(
(q20 + q2) cosλt− 2qq0

))
,

where q0 = x0 and q = xω+1.

Proof. 1
ε

(
twTnw − tρS−1

n ρ
)

= 1
ε det(Sn)

(
q20(Sn,n − Sn−1,n) + ρ2(Sn,n −

Sn−1,n)− 2qq0
)− ελ2q2. When we transform n to ω, and use Theorem 2.6,

we obtain 1
�ε

(
tw̄T̄ωw̄ − tρ̄S̄−1

ω ρ̄
)

= 1
ε det(Sω)

(
q20(Sω,ω − Sω−1,ω) + ρ2(Sω,ω −

Sω−1,ω)− 2qq0
)− ελ2q2 ≈ λ

sinλt

(
(q20 + q2) cosλt− 2qq0

)
.

We write the standard part of a as st(a). Proposition 2.7 implies the
following:

Theorem 2.8. Let t ∈ R, t �= st
(
±

√
2n
λ

√
1− cos kπ

ω+1

)
, k = 1, 2, . . . , ω,

or t ∈ C, whose imaginary part is negative. The complexified one-
dimensional harmonic oscillator standard functional integral is given by(
m

2πi�

)1/2√ λ
sin(λt) exp

(
im
�

λ
sinλt ((q

2
0 + q2) cosλt− 2qq0)

)
.

Proof. If t �= st
(
±

√
2n
λ

√
1− cos( kπ

ω+1 )
)

, k = 1, 2, . . . , ω, then t �= ±
√

2n
λ√

1− cos( kπ
ω+1 ), k = 1, 2, . . . , ω, for arbitrary infinite number ω. The theo-

rem is followed from Corollary 2.4, Theorem 2.6 and Proposition 2.7.
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For the d-dimensional harmonic oscillator, we write q0, q are d-
dimensional vectors and |q0|2, |q|2 are the square norms and q0q is the
inner product of q0 and q. We have:

Corollary 2.9. For the complexified d-dimensional harmonic oscillator
standard functional integral, we have

(
m

2πi�

) d
2
(

λ
sin(λt)

) d
2 exp

(
im
�

λ
sinλt ((|q0|2

+ |q|2) cosλt− 2qq0)
)
.

Proof. Factorizing Theorem 2.8 into a product on d dimensional, we have
the corollary.

We shall calculate the trace of the propagator obtained in Theorem 2.8.
In order to do it, we prepare the following lemma.

Lemma 2.10. Let αn’s be a convergent sequence of complex numbers whose
limit is α, satisfying the following condition (i) or (ii).

(i) The real parts of both αn’s and α are negative.
(ii) αn’s and α are non-zero pure imaginary.

Then

lim
n→∞

∫ ∞

−∞
exp(αnq2)dq =

∫ ∞

−∞
lim
n→∞ exp(αnq2)dq (=

∫ ∞

−∞
exp(αq2)dq).

Proof. We denote the real parts of αn, α by an, a. For positive real numbers
M , N , the absolute value

∣∣∣∫ −N
−∞ exp(αnq2) +

∫∞
M

exp(αnq2)
∣∣∣ is less than the

sum of
∫ −N
−∞ exp(anq2)+

∫∞
M

exp(anq2). Hence the sequence of the improper
integrals

∫∞
−∞ exp(αnq2)dq is absolutely and uniformly convergent for αn

to A. Hence limn→∞
∫∞
−∞ exp(αnq2)dq =

∫∞
−∞ limn→∞ exp(αnq2)dq =∫∞

−∞ exp(αq2)dq.

We obtain the following:

Theorem 2.11. Let t ∈ R, t �= ±st
(√

2ω
λ

√
1− cos kπ

ω+1

)
, k = 1, 2, . . . , ω,

or t ∈ C, whose imaginary part is negative. The trace of the complexified
one-dimensional harmonic oscillator standard functional integral is given
by 1

2i sin(λt/2) .

Proof. We put q0 = q in ( m
2πi� )

1
2

√
λ

sin(λt) exp
(
im
�

λ
sinλt ((q

2
0 + q2) cosλt −

2qq0)
)
. The trace is the following integral:∫ ∞

−∞

( m

2πi�

) 1
2

√
λ

sin(λt)
exp
( im

�

λ

sinλt
2((cosλt− 1)q2)

)
dq
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=
1

2i sin(λt/2)
.

For the d-dimensional harmonic oscillator, we have:

Corollary 2.12. For the trace of the complexified d-dimensional harmonic
oscillator standard functional integral, we have

(
1

2i sin(λt/2)

)d.

Proof. Factorizing Theorem 2.11 into a product on d dimensional, we have
the corollary.

Further problems

In [5] and [6] we construct a theory for path integral for fields. It is a further
problem whether the calculation of the d-dimensional harmonic oscillator
can be extended to the case of harmonic oscillator for field or not, that is,
d can be an infinite number ∞ or not.
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In this paper, we discuss critical points of the functional Fλ,µ(J, g) =
∫
M (λτ +

µτ∗)dMg (τ is the scalar curvature, τ∗ is the ∗-scalar curvature and (λ, µ) ∈
R2\(0, 0)) on the space AK(M, [Ω]) of all almost Kähler structures (J, g) whose
Kähler classes coincide with [Ω] on a compact symplectic manifold (M, Ω), and
show that (J, g) is a critical point of Fλ,µ if and only if (µ−λ)ρ is J-invariant,
where ρ are the Ricci tensor. This result itself can be obtained by the result of
Koda and the Moser’s stability theorem. In the present article, we shall give
another direct proof for the same result without using Moser’s theorem taking
the variational problems in more general situation into consideration.

Keywords: Almost Kähler manifold.

1. Introduction

Let M be a compact orientable manifold of dimension m. We denote by
M(M) the set of all Riemannian metrics on M and R(M) the set of all

2000 Mathematics Subject Classification. 53C15, 53C55.
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Riemannian metrics of the same volume element. It is well-known that a
Riemannian metric g ∈ R(M) is a critical point of the functional A on
R(M) defined by

A (g) =
∫
M

τ dMg (1)

if and only if g is an Einstein metric, where τ is the scalar curvature of g
and dMg is the volume form of g.

Now, let M be a compact manifold of dimension m = 2n admitting an
almost complex structure. We denote by AH(M) the set of all almost Her-
mitian structures and AH(M,Ω) the set of all almost Hermitian structures
with the same Kähler form Ω. An almost Hermitian manifold M = (M,J, g)
with the closed Kähler form Ω (dΩ = 0) is called an almost Kähler man-
ifold. Let M = (M,J, g) be a compact almost Kähler manifold and Ω the
corresponding Kähler form. Then, we may note that any almost Hermitian
structure (J, g) ∈ AH(M,Ω) is an almost Kähler structure on M . In this
case, we denote AH(M,Ω) by AK(M,Ω). In [2], Blair and Ianus studied
critical points of the functional F on AK(M,Ω) defined by

F (J, g) =
∫
M

(τ∗ − τ) dMg, (2)

where τ∗ is the ∗-scalar curvature of (M,J, g). They proved that (J, g) is
a critical point of F on AK(M,Ω) if and only if the Ricci tensor ρ is
J-invariant.

We denote by AK(M, [Ω]) the set of all almost Kähler structures on M
with the same Kähler class [Ω] in the de Rham cohomology group. It is
well-known that AK(M,Ω) is a contractible Fréchet space. However, the
space AK(M, [Ω]) might be disconnected in general.

In [5,6], Koda studied critical points of the functional Fλ,µ on
AH(M,Ω) and AK(M, [Ω]) defined by

Fλ,µ(J, g) =
∫
M

(λτ + µτ∗) dMg, (λ, µ) ∈ R
2\(0, 0). (3)

and gave a necessary condition for (J, g) ∈ AK(M, [Ω]) to be a critical point
of Fλ,µ. The purpose of the present paper is to improve his result. Namely,
we will give a necessary and sufficient condition for (J, g) ∈ AK(M, [Ω]) to
be a critical point of Fλ,µ.

The diffeomorphism group Diff (M) of a compact symplectic manifold
(M,Ω) acts on the space AK(M, [Ω]) in the natural way. Let F be a
functional on the space AK(M, [Ω]) which is invariant under the action
of the group Diff (M). Then, by applying the Moser’s stability theorem,
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we may easily show that (J, g) is a critical point of the functional F on
the space AK(M, [Ω]) if and only if (J, g) is a critical one of F along the
space AK(M,Ω) corresponding to the Kähler form Ω of (J, g). Now, we
may easily check that the functional Fλ,µ is Diff (M)-invariant. Apply-
ing the above observation to the functional Fλ,µ on the space AK(M, [Ω])
and taking account of the result of Koda ([5]), we may easily show that
(J, g) ∈ AK(M, [Ω]) is a critical point of the functional Fλ,µ if and only
if (µ − λ)ρ is J-invariant, where ρ is the Ricci tensor of (M,J, g) (Theo-
rem 3.1).

In the present article, we shall give another direct proof for the same
result without using the Moser’s stability theorem.

2. Preliminaries

Let M = (M,J, g) be a 2n-dimensional compact almost Kähler manifold
with almost Hermitian structure (J, g) and Ω the Kähler form of M defined
by Ω(X,Y ) = g(X, JY ) for X,Y ∈ X(M). We assume that M is oriented
by the volume form dMg = ((−1)n/n!)Ωn. We denote by ∇, R, ρ and τ

the Riemannian connection, the curvature tensor, the Ricci tensor and the
scalar curvature of M , respectively. The curvature tensor R is defined by
R(X,Y )Z = [∇X ,∇Y ]Z −∇[X,Y ]Z for X,Y, Z ∈ X(M). A tensor field ρ∗

on M of type (0, 2) defined by

ρ∗(x, y) = trace (z �→ R(x, Jz)Jy) =
1
2

trace (z �→ R(x, Jy)Jz) (4)

is called the Ricci ∗-tensor, where x, y, z ∈ Tp(M) (the tangent space of
M at p ∈ M). We denote by τ∗ the ∗-scalar curvature of M which is the
trace of the linear endomorphism Q∗ defined by g(Q∗x, y) = ρ∗(x, y). We
may remark that ρ∗ satisfies ρ∗(JX, JY ) = ρ∗(Y,X) for any X,Y ∈ X(M).
Thus ρ∗ is symmetric if and only if ρ∗ is J-invariant.

In this paper, for any orthonormal bases (resp. any local orthonormal
frame field) {ei}i=1,...,2n at any point p ∈ M (resp. on a neighborhood of
p), we shall adopt the following notational convention:

Rijk� = g(R(ei, ej)ek, e�), . . . , Rīj̄k̄�̄ = g(R(Jei, Jej)Jek, Je�),

ρij = ρ(ei, ej), . . . , ρīj̄ = ρ(Jei, Jej),

ρ∗ij = ρ∗(ei, ej), . . . , ρ∗̄ij̄ = ρ∗(Jei, Jej),

Jij = g(Jei, ej), ∇iJjk = g((∇eiJ)ej , ek),

(5)

and so on, where the Latin indices run over the range 1, . . . , 2n. Then, we
have Jij = −Jji, ∇iJjk = −∇iJkj and ∇iJj̄k̄ = −∇iJjk. The condition
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dΩ = 0 is equivalent to Si,j,k∇iJjk = ∇iJjk+∇jJki+∇kJij = 0. Further,
since M is a quasi-Kähler manifold and a semi-Kähler manifold, we have
∇iJjk + ∇īJj̄k = 0 and

∑
a∇aJai = 0. The following curvature identity

due to Gray ([4]) is known:

2
∑
a

(∇aJij)∇aJkl = Rijkl −Rijk̄�̄ −Rīj̄kl +Rīj̄k̄�̄ (6)

+Rījk̄l +Rījk�̄ +Rij̄k̄l +Rij̄k�̄.

From this equality, we have

ρ∗ij + ρ∗ji − ρij − ρīj̄ =
∑
a,b

(∇aJib)∇aJjb, (7)

and further ‖∇J‖2 = 2(τ∗ − τ). Therefore, M is integrable if and only if
τ∗ = τ .

3. Critical point of Fλ,µ

Let M = (M,J, g) be a 2n-dimensional compact almost Kähler manifold.
We denote by Ω the Kähler form of M and by AK(M, [Ω]) the set of all al-
most Kähler structures onM with the same Kähler class [Ω]. Let (J(t), g(t))
be a curve in AK(M, [Ω]) such that (J(0), g(0)) = (J, g). Since the Kähler
form Ω(t) corresponding to (J(t), g(t)) satisfies [Ω(t)] = [Ω], there exists a
1-parameter family of 1-forms α(t) satisfying Ω(t) = Ω + dα(t). We denote
by∇(t), R(t), ρ(t), ρ∗(t), τ(t) and τ∗(t) the Riemannian connection, the cur-
vature tensor, the Ricci tensor, the Ricci ∗-tensor, the scalar curvature and
the ∗-scalar curvature of (M,J(t), g(t)), respectively. Let (U ;x1, . . . , x2n)
be a local coordinate system of a coordinate neighborhood U of M . With
respect to the natural frame {∂i = ∂/∂xi}i=1,...,2n, we put

g(t)(∂i, ∂j) = g(t)ij , J(t)(∂i) = J(t)ij∂j ,

(∇(t)
∂i
J(t))∂j = (∇(t)

i J(t)jk)∂k, R(t)(∂i, ∂j)∂k = R(t)ijk�∂�,

ρ(t)(∂i, ∂j) = ρ(t)ij , ρ∗(t)(∂i, ∂j) = ρ∗(t)ij ,

and let (g(t)ij) = (g(t)ij)−1. In particular, g(0)ij = gij , J(0)ij = Ji
j ,

∇(0)
i J(0)jk = ∇iJjk, R(0)ijk� = Rijk

�, ρ(0)ij = ρij , ρ∗(0)ij = ρ∗ij .
Now, put

d

dt

∣∣∣∣
t=0

g(t)ij = hij ,
d

dt

∣∣∣∣
t=0

J(t)ij = Ki
j ,

d

dt

∣∣∣∣
t=0

α(t)i = Ai. (8)
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Then, h = (hij) is a symmetric (0, 2)-tensor on M and

d

dt

∣∣∣∣
t=0

g(t)ij = −hij , (9)

where we may use standard notational convention for tensor analysis: thus
hij means hij = giagjbhab. We denote by dMg(t) the volume form of M
with respect to g(t). Then, we have

d

dt

∣∣∣∣
t=0

dMg(t) =
1
2

(gijhij) dMg. (10)

From (9), we see that the connection coefficients Γ(t)kij of ∇(t) satisfy

d

dt

∣∣∣∣
t=0

Γ(t)kij =
1
2
gka(∇ihaj +∇jhia −∇ahij).

Therefore, the differential of R(t)ijk� and ρ(t)ij at t = 0 are given respec-
tively by the following ([9]):

d

dt

∣∣∣∣
t=0

R(t)ijk� =
1
2

(−Rijkaha� +Rija
�hk

a (11)

+∇i∇khj� −∇j∇khi� −∇i∇�hjk +∇j∇�hik
)
,

d

dt

∣∣∣∣
t=0

ρ(t)ij =
1
2
(−Raijbhba + ρiahj

a (12)

+∇a∇jhia −∇i∇jhaa −∇a∇ahij +∇i∇ahja
)
,

d

dt

∣∣∣∣
t=0

τ(t) = −ρijhij +∇i∇jhij −∇i∇ih, (13)

where h = ha
a. Further, since (J(t), g(t)) ∈ AK(M, [Ω]), we have

Ka
iJj

a + Ja
iKj

a = 0, (14)

hij = habJi
aJj

b +KiaJj
a + JiaKj

a, (15)

Kj
i = −haiJja −Aji, (16)

hij = −habJiaJjb + Ji
aAaj + Jj

aAai, (17)

where Aij = dA(∂i, ∂j) = ∇iAj −∇jAi.
Conversely, let (h,A) be the pair of a symmetric (0, 2)-tensor h and

a 1-form A satisfying (17) and define a (1, 1)-tensor K by (16), then the
equalities (14) and (15) hold ([6]).

From (16) and (17), we have

Kj
i = hj

aJa
i −AbaJaiJjb. (18)
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From (16), (17) and (18), we have

d

dt

∣∣∣∣
t=0

J(t)ij = −hiaJaj + giaKa
j = AabJ

iaJjb, (19)

d

dt

∣∣∣∣
t=0

ρ∗(t)ij = ρ∗iahj
a − 1

2
Riua

bJj
uJachbc (20)

− 1
2
JabJj

c∇i∇ahbc +
1
2
JabJj

c∇c∇ahbi

+
1
2
(
2Jjqρ∗i

p − JjuJpaJqbRiuab
)
Apq,

d

dt

∣∣∣∣
t=0

τ∗(t) = ρ∗abh
ab − J iaJjb∇a∇bhij − 2J ipρ∗iqAp

q, (21)

d

dt

∣∣∣∣
t=0

∇(t)
i J(t)jk = −hak∇iJja +

1
2
Jj
a(∇ahik −∇ihak −∇khia) (22)

− 1
2
Ja
k(∇ihja +∇jhia −∇ahij)−∇iAjk.

We are ready to compute the first variation of (2). We shall use the
notational convention (5) with respect to a (local) orthonormal frame field
{ei}i=1,...,2n. From (10), (13) and (21), we have

d

dt

∣∣∣∣
t=0

Fλ,µ(J(t), g(t)) (23)

=
∫
M

∑
i,j

(
−λρij + µρ∗ij − µ

∑
a,b

∇a∇b(JiaJjb) +
1
2

(λτ + µτ∗)δij
)
hij dMg

+ 2µ
∫
M

∑
i,j

ρ∗̄
ij
Aij dMg

Here, we get∑
a,b

∇a∇b(JiaJjb) =
∑
a,b

(∇a∇bJia)Jjb +
∑
a,b

(∇bJia)∇aJjb. (24)

Moreover, from (7),∑
a,b

(∇a∇bJia)Jjb = −
∑
a,b,s

(RabisJsa +RabasJis)Jjb = −ρ∗ij + ρīj̄ ,

∑
a,b

(∇bJia)∇aJjb = −1
2

∑
a,b

(∇iJab)∇jJab + ρ∗ij + ρ∗ji − ρij − ρīj̄ .

Therefore, from (23), we obtain

d

dt

∣∣∣∣
t=0

Fλ,µ(J(t), g(t)) =
∫
M

∑
i,j

(Tijhij + sijAij)dMg, (25)



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

Critical almost Kähler structures 275

Tij = (µ− λ)ρij +
1
2

(λτ + µτ∗)δij +
µ

2

∑
a,b

(∇iJab)∇jJab, (26)

sij = 2µ ρ∗̄
ij
. (27)

We note that Tij and sij define a symmetric and a skew-symmetric (0,2)-
tensor fields T and s on M , respectively. Since Aij = ∇iAj − ∇jAi, we
have ∫

M

∑
i,j

sijAij dMg = −2
∫
M

∑
i

siAi dMg, si =
∑
a

∇asai. (28)

Summing up above argument, we obtain

Lemma 3.1. Let (M,Ω) be a compact symplectic manifold. Then, (J, g) ∈
AK(M, [Ω]) is a critical point of the functional Fλ,µ if and only if∫

M

(∑
i,j

Tijhij − 2
∑
i

siAi

)
dMg = 0, (29)

holds for any pair (h,A) of a symmetric (0, 2)-tensor h and a 1-form A =
(Ai) satisfying (17), where T = (Tij) and s = (si) are the symmetric (0, 2)-
tensor field and the 1-form given by (26) and (28), respectively.

We here recall the following fact due to Blair and Ianus:

Lemma 3.2 ([2]). Let B be a symmetric (0, 2)-tensor on M . Then,∫
M

∑
i,j

BijDij dMg = 0

for all symmetric (0, 2)-tensor D satisfying DJ + JD = 0 if and only if B
is J-invariant.

Let (M,Ω) be a compact symplectic manifold and suppose (J, g) ∈
AK(M, [Ω]) a critical point of the functional Fλ,µ. Then, from Lemma 3.1,
if A = 0, we have

∫
M

∑
i,j Tijhij dMg = 0 for any symmetric (0, 2)-tensor

h satisfying hJ + Jh = 0. Thus, by virtue of Lemma 3.2, we conclude that
T is J-invariant. Next, let A = (Ai) be an arbitrary 1-form on M and
define a symmetric (0, 2)-tensor h = (hij) by hij = (Aīj + Aj̄i)/2, where
Aij = ∇iAj−∇jAi. Then, we have hij +hīj̄ = Aīj +Aj̄i, and thus the pair
(h,A) satisfies (17). Since Tij is symmetric and J-invariant, we have∫

M

∑
i,j

Tijhij dMg =
∫
M

∑
i,j

Tij̄Aij dMg = 2
∫
M

∑
i,j

(∇jTj̄i)Ai dMg.
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We put t̂i =
∑

a∇aTāi. Then, (29) becomes 2
∫
M

∑
i(t̂i − si)Ai dMg = 0,

and hence

t̂i − si = 0 (i = 1, . . . , 2n). (30)

Conversely, for a given (J, g) ∈ AK(M, [Ω]), if T = (Tij) is a symmetric
J-invariant (0,2)-tensor field and (30) is valid for i = 1, . . . , 2n, then we may
easily observe that the equality (29) holds for any pair (h,A) satisfying (17).

Therefore, we here conclude that (J, g) ∈ AK(M, [Ω]) is critical point
of the functional Fλ,µ if and only if the symmetric tensor T = (Tij) is
J-invariant and the equality (30) holds for each i = 1, . . . , 2n.

Now, we assume that T is J-invariant. Then, we have

t̂i = −t̄i, ti =
∑

∇aTai. (31)

for i = 1, . . . , 2n. By direct computation, for each i (1 ≤ i ≤ n), we have

ti =
1
2

(µ− λ)∇iτ +
1
2

(λ∇iτ + µ∇iτ∗)

+
µ

2

∑
a,b,c

(∇a∇aJbc)∇iJbc +
µ

2

∑
a,b,c

(∇aJbc)∇a∇iJbc

= µ∇iτ∗ +
µ

2

∑
b,c

(2ρ∗
bc̄
− ρbc̄ + ρb̄c)∇iJbc + µ

∑
a,b,c

(∇aJbc)Raibc̄.

Since,∑
b,c

ρ∗
bc̄
∇iJbc = −

∑
b,c

ρ∗bc∇īJbc,
∑
b,c

ρbc̄∇iJbc =
∑
b,c

ρb̄c∇iJbc = 0,

we obtain

t̄i = µ∇īτ∗ + µ
∑
a,b

ρ∗ab∇iJab + µ
∑
a,b,c

(∇aJbc)Raībc̄. (32)

On one hand, we have

si = 2µ
∑
a,b

Jab∇aρ∗bi = −µ
∑

a,b,c,u,v

Jab∇a(JicRbcuvJuv)

= −µ
∑
a,b

(∇iJab)ρ∗ab − µ∇īτ∗ − µ
∑
a,u,v

Raīuv̄∇aJuv.

Thus, if T is J-invariant, the condition (30) automatically holds. Further,
from (26), we observe that the J-invariance of T and (µ−λ)ρ are equivalent.
Therefore, we finally obtain

Theorem 3.1. Let (M,Ω) be a compact symplectic manifold. Then,
(J, g) ∈ AK(M, [Ω]) is a critical point of the functional Fλ,µ if and only if
the symmetric (0, 2)-tensor field (µ− λ)ρ is J-invariant.
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This theorem is an extension of the result by Blair and Ianus ([2]).

Corollary 3.1. Let (M,Ω) be a compact symplectic manifold. Then, the
functional Fλ,λ (λ �= 0) is constant on each connected component of
AK(M, [Ω]).

Remark 3.1. Let (M,Ω) be a 2n-dimensional compact symplectic mani-
fold. Then, we have the following formula (cf. [1]):

F 1
2 ,

1
2
(J, g) =

4π
(n− 1)!

(c1 · [Ω](n−1))(M) (33)

for any (J, g) ∈ AK(M, [Ω]), where c1 is the first Chern class of (M,J). By
Corollary 3.1 and (33), we see that (c1 · [Ω](n−1))(M) is constant on each
connected component of AK(M, [Ω]).
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This paper deals with the (micro)local C∞ hypoellipticity of the solutions of
some classes of overdetermined systems of pseudodifferential operators having
simple and double characteristics. The results in the case of double character-
istics do not depend on the lower order terms. As an application we study the
hypoellipticity of systems of complex valued vector fields forming locally inte-
grable m-dimensional Frobenius-Lie algebra. We also propose a short survey
on some recent results on the hypoellipticity of this system of vector fields.

Keywords: Hypoellipticity; Subellipticity; Overdetermined systems.

1. Introduction

1. In the paper under consideration we study the (micro)local C∞ hypoel-
lipticity of two classes of pseudodifferential systems with simple and double
characteristics. As our systems are consisting of several scalar operators act-
ing on the same complex-valued scalar function u many methods developed
in the scalar case can be used. At the beginning we give another proof of the
well-known Hörmander’s theorems 1.1.5 and 1.2.3 from [1] — sufficiency.
The proof is elementary, short and the same idea can be used in other situa-
tions, for example, in proving C∞ hypoellipticity of overdetermined systems
with double characteristics. The loss of regularity of the corresponding so-
lutions of the systems under inverstigation is equal to 1/2, respectively to 1
in both classical and microlocalized Sobolev spaces Hs

loc(Ω), respectively
Hs
mcl(ρ), ρ ∈ Ṫ ∗(Ω). The theorems here proved enable us to study the

MSC Classification: 35H10, 35H20, 35B65.
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C∞ hypoellipticity of complex vector fields integrable system of Frobenius-
Lie type having simple and double characteristics. Some of our results in
the simple characteristic case — local version — give elementary proofs of
theorems due to Bouendi-Trèves [4,5] and Kwong-Song [6]. Our assertions
are microlocal in contrast with those in the above mentioned papers and
the (micro)local loss of smoothness here obtained /1/2, 1/ is optimal. At
the end of the Introduction of this paper and for the sake of completeness
a short survey on some recent results on the subject is given. It includes
results of J.J. Kohn [15] and Journé-Trépreau [16]. Classical and modern
results on the local solvability and hypoellipticity mainly for the scalar case
can be found in [2,11,12].

Because of the lack of space we omit the standard definitions of classi-
cal homogeneous pseudodifferential operators, C∞ wave front set WF (u)
and microlocalized Sobolev spaces Hs

mcl(ρ
0), u ∈ D′(Ω). The operator

P (x,D) is called C∞ hypoelliptic iff sing supp Pu = sing supp u and
P is microlocally hypoelliptic at the characteristic point ρ0 ∈ CharP iff
ρ0 �∈ WF (Pu) ⇒ ρ0 �∈ WF (u) /u being assumed a Schwartz distribution,
i.e. u ∈ D′(Ω)/. The corresponding definitions and properties can be found
in [7] and [9].

We are going to formulate the main results of this paper.

2. Consider the overdetermined system of pseudodifferential operators
/ψdo/:

Pju = fj , 1 ≤ j ≤ d ordPj = t, (1)

u is a scalar function and Pj(x,D) is a classical ψdo.
In [1] a necessary and sufficient condition for hypoellipticity of (1) with

a loss of regularity equal to 1/2 was found. We shall reformulate and prove
in an elementary way the sufficiency of the same result. To do this we
introduce the characteristic set CharP of P = (P1, . . . , Pd):

CharP =
{
ρ = (x, ξ) ∈ Ṫ ∗(Ω) : p0

j(ρ) = 0, 1 ≤ j ≤ d
}
, Ω ⊂ Rn.

As usual, σ(P ) = p0 = (p0
1, . . . , p

0
d) is the principal symbol of P . Put

p0
j = aj + ibj , aj = +p0

j , bj = ,p0
j , 1 ≤ j ≤ d. Evidently, ρ0 �∈ CharP

implies the microlocal ellipticity of some symbol: p0
ν(ρ0) �= 0 and therefore

we have microlocal hypoellipticity of (1) at the point ρ0. By {·, ·} we denote
the Poisson bracket of two smooth functions.

Theorem 1.1. Consider the system (1) and assume that ρ0 ∈ CharP .
Then:
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a) If the following condition holds:
(NS) There exist 1 ≤ j0, k0 ≤ d and such that |{ak0 , aj0}(ρ0) −
{bk0 , bj0}(ρ0)|+ |{ak0 , bj0}(ρ0)− {aj0 , bk0}(ρ0)| > 0,
then the system (1) consisting of the principal symbols p0(x,D) only
is microlocally hypoelliptic at ρ0 with loss of regularity equal to 1, i.e.
Pu = f = (f1, . . . , fd) ∈ Hs

mcl(ρ
0) ⇒ u ∈ Hs+t−1

mcl (ρ0), ∀u ∈ D′,
∀s ∈ R1.

b) (S) The matrix ‖{aj, bk}(ρ0)‖dj,k=1 is symmetric and has at least one
positive eigenvalue. Then the system (1) is microlocally hypoelliptic at
ρ0 with a sharp loss of smoothness equal to 1/2, i.e. f ∈ Hs

mcl(ρ
0) ⇒

u ∈ Hs+t−1/2
mcl (ρ0), ∀s ∈ R1.

The condition (NS) is equivalent to:

{p0
k0 , p

0
j0}(ρ0) �= 0 ⇐⇒

∑
k 
=j

|{p0
k, p

0
j}(ρ0)| > 0.

Corollary 1.1. The system (1) is hypoelliptic if for each ρ0 ∈ CharP one
of the following two conditions hold:

(i) The matrix ‖{ak, bj}(ρ0)‖ is not symmetric.
(ii) The matrix ‖{ak, bj}(ρ0)‖ is symmetric and possesses at least one

positive eigenvalue.

Certainly, in case (ii) the result does not depend on the lower order terms
/i.e. they can be arbitrary/.

Following Bouendi-Trèves [5] we consider a locally integrable m-
dimensional Frobenius-Lie algebra L of C∞ smooth complex valued vector
fields on an open domain Ω ⊂ Rm+1, m+ 1 = n. This means that:

c) at each point z0 = (t0, x0) ∈ Rm ×R1 the system L is spanned by m

linearly independent vector fields L1(z0), . . . , Lm(z0).
d) L is closed under the operation [·, ·] commutator of two vector fields.
e) L is locally integrable, i.e. for each z0 ∈ Ω there exists a neighbourhood

U ; z0 ∈ U , and a smooth function Z, such that LZ = 0, dZ(z0) �= 0; Z
can be complex-valued.

As Frobenius theorem is not valid in the complex C∞ case, conditions c),
d) do not imply e) as in the real or in the analytical cases.

As it is shown in [5,6] and without loss of generality in studying the
hypoellipticity of the system of vector fields L we can assume that we are
working in a neighbourhood U of z0 = 0 with local coordinates z = (t, x)
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for which:

Lj =
∂

∂tj
+ λj(t, x)

∂

∂x
, 1 ≤ j ≤ m, (2)

Z(t, x) = x + iΦ(t, x), Φ(0, 0) = 0, Φ is real-valued C∞ function near the
origin. Moreover, [Lj , Lk] = 0 in U for each 1 ≤ j, k ≤ m. Then one can
easily see that

λj = −i
∂Φ
∂tj

1 + i∂Φ
∂x

. (3)

Put CharL =
{

(t, x; τ, ξ) ∈ U × Sn−1 : τj = 0, ∂Φ/∂tj(t, x) = 0, 1 ≤ j ≤
m, ξ �= 0

}
, C = projectionzCharL and suppose that C �= ∅,Ω /z = (t, x)/.

Certainly Sn−1 =
{
ξ ∈ Rn : |ξ| = 1

}
.

The following result is a generalization of Theorem 2.1 from [6] but with
a better result concerning the loss of regularity of the solution /1 in [6], 1/2
here/. The main idea of the proof used here is rather different from this
one in [6].

Theorem 1.2. The system of C∞ complex-valued vector fields L defined by
c), d), e) is microlocally hypoelliptic with a loss of smoothness equal to 1/2
(i.e. Lju ∈ Hs

mcl(ρ
0), 1 ≤ j ≤ m, s ∈ R1, ρ0 ∈ CharL⇒ u ∈ Hs+1/2

mcl (ρ0))
if:

(iii) ρ0 = (t0, x0, 0,−1) ∈ CharL implies that the partial Hessian of Φ with
respect to t: HtΦ(t0, x0) =

∥∥∂2Φ/∂tj∂tk(t0, x0)
∥∥m
j,k=1

has at last one
positive eigenvalue and ρ0 = (t0, x0, 0, 1) ∈ CharL⇒ HtΦ(t0, x0) has
at least one negative eigenvalue.

Corollary 1.2. The system of C∞ complex-valued vector fields L is hy-
poelliptic with sharp loss of regularity 1/2 if at each point z0 = (t0, x0) ∈
C =

{
(t, x) : ∂Φ/∂tj(t, x) = 0

}
the condition (iv) holds:

(iv) The Hessian HtΦ(z0) has at least one positive and one negative eigen-
values.

Remark 1.1. Condition (iv) can be reformulated in the following way.

(iv)′ At each point z0 ∈ C: rankHtΦ(z0) ≥ 2 and |sgnHtΦ(z0)| ≤
rankHtΦ(z0)− 2.

At the end of this paper we shall study the C∞ (micro)hypoellipticity
of a second order overdetermined system of complex-valued vector fields
belonging to L, namely:

LjLku+ ljku = fjk, 1 ≤ j ≤ k ≤ m, (4)
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u ∈ D′(Ω), where Lj are the same as in c), d), e) and ljk are arbitrary C∞

smooth complex-valued vector fields.

Theorem 1.3. The system (4) is microlocally hypoelliptic at ρ0 ∈ CharL
with a sharp loss of regularity equal to 1 if the condition (iii) holds.

Corollary 1.3. The system (4) is locally hypoelliptic with loss of regularity
equal to 1 if the condition (iv) is fulfilled. The hypoellipticity does not depend
on the vector fields ljk.

The proof of the (microlocal) hypoellipticity in Theorem 1.3 relies on
the following result proved in [3] /see also [10]/.

Theorem 1.4. Consider the classical scalar ψdo P with full symbol of the
form:

p(x, ξ) ∼ p2
m(x, ξ) + p2m−1(x, ξ) + · · ·

and suppose that pm(ρ0) = 0, ρ0 ∈ Ṫ ∗(Ω) and {+pm,,pm}(ρ0) > 0. Then
P (x,D) is microhypoelliptic at ρ0 with sharp loss of smoothness equal to
1, i.e. Pu ∈ Hs

mcl(ρ
0) ⇒ u ∈ Hs+2m−1

mcl (ρ0), ∀s ∈ R1. The result does not
depend on the lower order terms but only on pm.

Remark 1.2. The principal symbol pm possesses the microlocal form (ξ1+
ix1ξn)|ξ|m−1 near the point ρ0 = (x0 = 0, ; 0, . . . , 0, 1).

3. As we mentioned at the beginning of this paper a short survey on some
recent results on the hypoellipticity of several classes of complex valued
vector fields forming locally integrablem-dimensional Frobenius-Lie algebra
will be proposed. We shall follow closely [16].

Thus, put Lj = ∂/∂tj + i∂Φ(t)/∂tj∂/∂x, 1 ≤ j ≤ m, i.e. in vector form
the system Lju = fj takes the form

LΦu = f, (5)

where ∇ ≡ ∇t = (∂/∂t1, . . . , ∂/∂tm), LΦ = ∇t + i(∇tΦ)∂/∂x, u = u(t, x).
Evidently, [Lj , Lk] ≡ 0.

We shall denote by ΣΦ the characteristic set of LΦ, i.e.

ΣΦ =
{

(t, x; 0, ξ), ξ �= 0, ∇Φ(t) = 0
}
.

Certainly, ∇Φ(t0) �= 0 implies that LΦ is an elliptic system over the point
(t0, x0), x0 ∈ R1. Consider (5) in a neighbourhood of the point (t̄, x̄). The
standard changes x→ −x+ x̄, t→ t− t̄⇒ ∂/∂x→ −∂/∂x, ∂/∂t→ ∂/∂t,
x̄→ 0, t̄→ 0 reduce the study of the microlocal hypoellipticity of (5) to its
investigation in a conical neighbourhood of the point θ+0 = (0, 0; 0, 1) ∈ ΣΦ.
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Proposition 1.1 ([16]). Assume that the real-valued function Φ ∈ C∞

in a neighbourhood of the origin O ∈ Rm and the system (5) is microlocal
hypoelliptic at the characteristic point θ+0 . Then one can find an open neigh-
bourhood V � O, V ⊂ Rm and such that Φ does not have local maxima in
V .

Contrary to Proposition 1.1 we have the well known result of Maire [14].

Theorem 1.5 ([14]). Suppose that Φ is real-valued analytic function in an
open neighbourhood of the origin in Rm and Φ does not have local maxima
there. Then the system (5) is microlocally hypoelliptic at θ+0 .

“In general” and for m ≥ 2 Theorem 1.5 is wrong in the case Φ ∈ C∞

/see [14]/.
The system (5) is called microlocally hypoelliptic at θ+0 with loss of

regularity /smoothness/ δ > 0 if LΦu ∈ Hs
mcl(θ

+
0 ) ⇒ u ∈ Hs+1−δ

mcl (θ+0 ),
∀s ∈ R1, ∀u ∈ D′(Rn), n = m+ 1.

Equivalently, we shall say that (5) is microlocally regular of order ρ < 1
at θ+0 iff LΦu ∈ Hs

mcl(θ
+
0 ) ⇒ u ∈ Hs+ρ

mcl (θ
+
0 ), ∀s, ∀u ∈ D′(Rn).

Certainly, ρ = 1−δ. We shall say that (5) is subelliptic at θ+0 if 0 < δ < 1
/δ = 0 ⇐⇒ ρ = 1 corresponds to the elliptic case, i.e. it implies that
θ+0 �∈ ΣΦ/.

A very interesting theorem — necessary condition for regularity of the
system (5) of order ρ > (−m+ 1)/4 is proved in [16].

Theorem 1.6 ([16]). For each m ≥ 2 and ρ > −(m− 1)/4 there exists
a real-valued analytic function Φ(t) without any local maximum in some
neighbourhood of the origin in Rm and such that LΦ is not regular of order ρ
at θ+0 . The function Φ can be taken in the form: Φ(t) = −|t′|2r−|t′|2t2pm+tqm,
where t = (t′, tm), r ≥ 1, p ≥ 0, q ≥ 2 are integers.

This is a more precise version of Theorem 1.5, proved in [16].

Theorem 1.7 ([16]). The real-valued analytic function Φ(t) does not pos-
sess local maxima in some open neighbourhood V of the origin O ∈ Rm.
Then the system (5) is microlocally hypoelliptic at θ+0 with (microlocal) or-
der of regularity ρ = −m/2, i.e. with loss of regularity δ = (m+ 2)/2.

We shall say several words about the proof of Theorem 1.7. It is based on
the L2 −L∞ subelliptic type estimates. Thus, denote by ũ(t, ξ) the partial
Fourier transform of u with respect to x:

ũ(t, ξ) =
∫
e−ixξu(t, x) dx /û(τ, ξ) =

∫ ∫
e−i(xξ+tτ)u(t, x) dtdx/.
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Then for each u ∈ C1(V, E ′(Rx)), V � O, V — open, V ⊂ Rm, the system
(5) takes the form:

f̃(t, ξ) = (L̃u)(t, ξ) = eξΦ(t)∇t(e−ξΦ(t)ũ(t, ξ)). (6)

Definition 1.1. Let s ∈ R1, K ⊂⊂ V . Then

|‖u‖|2s,K = sup
t∈K

∫ ∞

1

ξ2s|ũ(t, ξ)|2 dξ. (7)

Lojasiewicz proved that if the real-valued analytic function Φ does not
possess local maxima in some open neighbourhood V1 of O ∈ Rm and
Φ(0) = dΦ(0) = 0, then there exist a sufficiently small neighbourhood V of
O, V ⊂⊂ V1 and a number ρ ∈ (0, 1] such that

|∇Φ(t)| ≥ |Φ(t)|1−ρ, ∀t ∈ V. (8)

Therefore, the integral curves of the vector field ∇Φ located in V are uni-
formly bounded.

This is a corollary of Lojasiewicz estimate (8).

Proposition 1.2 ([16]). Assume that the analytic real valued function
Φ(t) does not possess local maxima in some neighbourhood of the origin
O ∈ Rm. Then one can find two constants ρ, k > 0, ρ ∈ (0, 1] and such
that for each sufficiently small open neighbourhood V of O and each t ∈ V
there exists a rectifiable curve c : [0, σ] → V̄ with the following properties:
c(0) = t, c(σ) ∈ ∂V ,

0 ≤ s ≤ σ ⇒ Φ(c(s))− Φ(t) ≥ ks1/ρ, (9)

s being the natural parameter of c /the length of the corresponding arc/.
The curve c is piecewise smooth and according to (9) its length is uniformly
bounded.

Below we give the proof of the following a-priori estimate.

Proposition 1.3 ([16]). The analytic function Φ(t) does not possess local
maxima in a neighbourhood of the origin O ∈ Rm. Then there exists ρ ∈
(0, 1] and such that for each sufficiently small open neighbourhood V of
O, each compact K ⊂⊂ V and every s0, s ∈ R one can find a constant
C(V,K, s, s0) for which

|‖u‖|2s+ρ/2,K ≤ C(|‖u‖|2s0,V̄ + |‖LΦu‖|2s,V̄ ), ∀u ∈ C1(V̄ , E ′(R)). (10)
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The proof of (10) is not difficult. In fact, put t∗ = c(σ) ∈ ∂V and apply
Proposition 1.2. Then

v(t) = v(t∗) +
∫ 0

σ

d

ds
v(c(s)) ds, v ∈ C1(V ) (11)

and d/dsv(c(s)) = 〈∇v(c(s)), c′(s)〉, |c′(s)| = 1, i.e. |d/dsv(c(s))| ≤
|∇v(c(s))|, 0 ≤ s ≤ σ.

Multiplying (11) by eλΦ(t) we obtain ∀λ ≥ 1:

|(eλΦv)(t)| ≤ eλ(Φ(t)−Φ(t∗))|(eλΦv)(t∗)|

+
∫ σ

0

eλ(Φ(t)−Φ(c(s)))|(eλΦ∇v)(c(s))| ds. (12)

Evidently,
∫ ∞

0

e−λks
1/ρ

ds = c/λρ. Suppose now that the compact K ⊂⊂
V , t ∈ K. Then the length σ of the curve c, joining t and t∗ is ≥ σ0 > 0.
Combining (12) and (9) we get

|(eλΦv)(t)| ≤ e−λkσ
1/ρ
0 |(eλΦv)(t∗)|+

∫ σ

0

e−λks
1/ρ |(eλΦ∇v)(c(s))| ds.

Put kσ1/ρ
0 = ε/2 and apply the Cauchy-Schwarz inequality to the previous

integral. Thus, with some constant C > 0 and for each λ ≥ 1 we have:

|(eλΦv)(t)|2 ≤ Ce−λε|(eλΦv)(t∗)|2 + Cλ−ρ
∫ σ

0

|(eλΦ∇v)(c(s))|2 ds. (13)

Going back to our system (5) we assume that u ∈ C1(V̄ , E ′(R1
x)).

Having in mind (6) we write v = e−λΦ(t)ũ(t, ξ), λ = ξ in (13) and we
get

|ũ(t, ξ)|2 ≤ Ce−εξ|ũ(t∗, ξ)|2 + C

∫ σ

0

ξ−ρ|f̃(c(s), ξ)|2 ds. (14)

We multiply (14) by ξ2s+ρ then we integrate w.r. to ξ ∈ [1,∞) and according
to (7) and the fact that σ is uniformly bounded we obtain the desired
estimate (10).

The proof of Theorem 1.7 relies on Proposition 1.3 /the estimate (10)/
and on the bootstrap arguments. We omit it.

We shall complete our survey by formulating a recent result of
J.J. Kohn [15].

Consider the operator E =
∑d

1 X
∗
jXj , where {X1, . . . , Xd} are smooth

complex valued vector fields in Ω ⊂ Rn.
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Theorem 1.8 ([15] and see also [13]). If the vector fields {Xi, [Xi, Xj ]}
span the complex tangent space at the origin then E is hypoelliptic near the
origin with a sharp loss of regularity equal to 1.

2. Proof of the main results

Proof of Theorem 1.1. One can see that (1) implies: The commutator

[Pk, Pj ]u = Pkfj − Pjfk. (15)

If we denote by σ(P ) the principal symbol of the ψdo P (x,D), then
σ([A,B]) = 1/i{σ(A), σ(B)} and therefore the principal symbol of the clas-
sical ψdo participating in the left hand side of (15) is given by:

σ([p0
k, p

0
j ]) = −i({ak, aj} − {bk, bj}) + ({ak, bj} − {aj , bk}). (16)

Assuming that condition (NS) holds at the point ρ0 we prove Theorem 1.1
a).

In order to prove Theorem 1.1 b), i.e. (S) being fulfilled, we are looking
for real numbers εj , 1 ≤ j ≤ d,

∑d
1 |εj | > 0 and such that:

Qu ≡
d∑
1

(εjaj + iεjbj)u =
d∑
1

εjfj . (17)

Obviously, ordQ = t and ρ0 ∈ CharP ⇒ ρ0 ∈ CharQ. According
to Hörmander [1,7], the necessary and sufficient condition for the (mi-
crolocal) hypoellipticity with loss of regularity 1/2 of the scalar ψdo
Q is the following one: Q(ρ0) = 0, {+Q,,Q}(ρ0) > 0. So we have:
0 < {∑d

1 εjaj,
∑d

1 εjbj}(ρ0) =
∑d
j,k=1 εjεk{aj , bk}(ρ0). Having in mind

that ‖{aj, bk}‖(ρ0) is a symmetric matrix we prove Theorem 1.1 b). In fact,
if A is real valued matrix and A = tA then there exists a nondegenerate
matrix B s.t. (Aε, ε) = (tBABy, y) =

∑s
j=1 λjy

2
j , where s = rankA ≤ d

and say λ1 > 0; ε = By. Taking y0 = (1, 0, . . . , 0), ε0 = By0 we get:
(Aε0, ε0) = λ1 > 0 etc.

Proof of Theorem 1.2. If Lj are defined by (2) then LjZ = 0 ⇒ (3).
Moreover, [Lj , Lk] = 0, 1 ≤ j, k ≤ m implies that locally near the origin

∂λk
∂tj

− ∂λj
∂tk

+ λj
∂λk
∂x

− λk
∂λj
∂x

= 0, 1 ≤ j, k ≤ m. (18)

In order to find out CharL =
{

(t, x; τ, ξ) ∈ Ṫ ∗(Ω) : τj + λjξ = 0, 1 ≤ j ≤
m
}

, we compute: 0 = τj + λjξ = τj − ∂Φ
∂tj

∂Φ
∂x ξ/(1 + Φ2

x) − i ∂Φ
∂tj
ξ/(1 + Φ2

x).
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Therefore, CharL =
{

(t, x; τ, ξ) : ∂Φ/∂tj = 0, 1 ≤ j ≤ m, τj = 0, ξ �= 0
}

.
Obviously, λj = aj + ibj, λj |CharL = 0, aj = τj − ∂Φ

∂tj
∂Φ
∂x ξ/(1 + Φ2

x),
bj = − ∂Φ

∂tj
ξ/(1 + Φ2

x). To prove Theorem 1.2 we shall apply Theo-
rem 1.1 b). So we must compute ‖{aj, bk}(ρ0)‖dj,k=1, ρ0 ∈ CharL. Then
{aj, bk}|CharL = {τj + +λjξ,,λkξ}|CharL = ξ(∂,λk)/(∂tj)|CharL and in a
similar way {ak, bj}|CharL = ξ∂,λj/∂tk|CharL. According to (18) we get
{ak, bj}|CharL = {aj , bk}|CharL and therefore ‖{ak, bj}‖(ρ0) is symmetric.
We can easily see that ‖{aj, bk}‖|CharL = −ξ/(1 + Φ2

x)
∥∥∂2Φ/∂tk∂tj

∥∥
|C .

Condition (iii) enables us to apply Theorem 1.1 b) and to conclude that
the corresponding system L c), d) e) is (micro)hypoelliptic with sharp loss
of regularity 1/2.

Corollary 2.1. Suppose that λj = λj(t), 1 ≤ j ≤ m. Then according to
(18) ∂λk/∂tj = ∂λj/∂tk ⇒ ∂+λj/∂tk = ∂+λk/∂tj, ∂,λj/∂tk = ∂,λk/∂tj,
1 ≤ j, k ≤ m. Therefore, there exists in a tiny neighbourhood of the origin
a smooth complex-valued function λ(t) and such that λj = ∂λ/∂tj, 1 ≤ j ≤
m. So we can take in (3) Φ = Φ(t) ⇒ λj = −i∂Φ/∂tj = ∂λ/∂tj ⇒ Φ =
iλ(t). Then the system L c), d), e) is hypoelliptic in some neighbourhood
of the origin if at each critical point t0 of the real-valued function Φ(t),
i.e. ∇Φ(t0) = 0, we have that rank ‖Φ′′

tt(t0)‖ ≥ 2 and |sgn ‖Φ′′
tt(t0)‖| ≤

rank ‖Φ′′
tt(t0)‖ − 2.

Proof of Theorem 1.3. We are looking for real numbers εj, 1 ≤ j ≤ d,∑d
j=1 |εj | > 0 for which

(∑d
j=1 εjPj

)2 + lu = F (x), where Pj(x,D) are
classical scalar ψdo of order m and

PjPku+ ljku = fjk(x), (19)

ord ljk(x,D) = 2m− 1, ord l(x,D) = 2m− 1, 1 ≤ j ≤ k ≤ d, x ∈ Ω ⊂ Rn.
Consider the identity( d∑

1

εjPj

)2

u =
d∑

j,k=1

εjεkPjPku =
∑
j≤k

εjεkPjPku+
∑
j>k

εjεkPjPku

=
∑
j≤k

εjεk(fjk − ljku) +
∑
j>k

εjεk(PkPju+ [Pj , Pk]u) (20)

=
d∑

j,k=1

εjεkfjk − lu = F (x)− lu,

where l =
∑d
j,k=1 εjεkljk +

∑
k<j [Pk, Pj ], order l = 2m − 1, F (x) =∑d

j,k=1 εjεkfkj . Put σ(pj) = p0
j = aj + ibj, aj = +p0

j , bj = ,p0
j and
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assume that ρ0 ∈ Char P =
{
ρ ∈ Ṫ ∗(Ω) : p0

j(ρ) = 0, 1 ≤ j ≤ d
}

.
Let us denote Q =

∑d
j=1 εjpj ⇒ σ(Q) =

∑d
j=1 εjaj + i

∑d
j=1 εjbj.

Consequently: ρ0 ∈ CharP ⇒ ρ0 ∈ CharQ. One can easily see that
{+Q0,,Q0}(ρ0) =

∑d
j,k=1 εjεk{aj, bk}(ρ0). We shall assume further on

that ‖{aj, bk}(ρ0)‖ is symmetric at each point ρ0 ∈ CharP and possesses
at least one positive eigenvalue at ρ0. Applying Theorem 1.4 we conclude
that the scalar operator (20) is microlocally hypoelliptic at ρ0 with microlo-
cal loss of regularity equal to 1 and without any importance of the lower
order terms. On the other hand, ρ0 �∈ CharP ⇒ pj0(ρ0) �= 0 for some j0.
So Pj0Pj0u + lj0j0u = fj0j0 ∈ Hs

mcl(ρ
0) ⇒ u ∈ Hs+2m

mcl (ρ0). This way we
have proved the (micro)local hypoellipticity of the overdetermined system
(19) under the condition (S).

The proof of Theorem 1.3 is now trivial as if aj = +Lj, bj = ,Lj and
(3) holds, then ‖{aj, bk}‖ is symmetric at CharL and ‖{aj, bk}‖|CharL =
−ξ/(1 + Φ2

x)‖∂2Φ(t, x)/∂tj∂tk‖|C , ξ �= 0. The fulfillment of condition (iii)
verifies the stated result on local hypoellipticity. A very delicate problem is
the investigation of the local solvability of the system (4). These problems
are beyond the scope of this paper. /In the simple characteristic case see
[8]/.

The idea in the proof of Theorems 1.1, 1.2 enables us to propose several
examples of hypoelliptic systems of type (2), λj(t) = i∂Φ(t)/∂tj, which are
subelliptic ones. Subelliptic systems of the same type (2) are studied in [17].

Example 2.1. Consider the system of vector fields L1 = ∂/∂t1 + it2∂/∂x,
L2 = ∂/∂t2 + it1∂/∂x in R2

t ×R1
x. Then the scalar operators L1, L2 are

not microhypoelliptic at (0, 0; 0,±1) = θ±0 , while the system (L1, L2) is
microhypoelliptic at θ±0 with sharp loss of regularity δ = 1/2. In fact,
Φ = t1t2 and we can apply Theorem 1.1, (S).

Example 2.2. Consider the system L1 = ∂/∂t1 + i(∂Φ/∂t1)∂/∂x L2 =
∂/∂t2 + i(∂Φ/∂t2)∂/∂x in R3, where Φ(t1, t2) = t31/3 + bt1t

2
2 + ct32/3, c > 0,

b < 0, 1−√1 + 4c < 2b < 0 and a, b, c are real constants. Then L1, L2 are
not microlocally hypoelliptic at θ±0 , while the system (L1, L2) is microhy-
poelliptic there and consequently, the system (L1, L2) is hypoelliptic near
O ∈ R3. The sharp loss of regularity is δ = 2/3.

It is easy to see that t = 0 is the only critical point of Φ and Φ does not
have local maximum /minimum/ at O as Φ(t1, 0) changes sign at t1 = 0.

Example 2.3. L1, L2 are the same as in Example 2 but b < 0, c < 0,
0 > 2b > 1−√1− 4c. Then the same results as in Example 2 are valid.
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Example 2.4. The system (5) is studied with Φ = ±t2k+1
1 /(2k + 1)+a(t′),

t′ = (t2, . . . , tm), ∂t′a(0) = 0. Then (5) is microhypoelliptic at θ±0 with sharp
loss of regularity δ = 2k/(2k + 1), k ∈ N0.

Example 2.5. Put in (5) Φ = ±t2k+1
1 /(2k + 1) + tl+1

1 /(l + 1)a(t′), t′ =
(t2, . . . , tm), k, l ∈ N. Suppose that one of the following conditions hold:

5.1) l > 2k
5.2) l = 2k, a(0) = 0
5.3) l — even, l < 2k, a(0) �= 0

Then (5) is microlocally hypoelliptic at θ±0 with sharp loss of regularity
δ = 2k/(2k + 1) in the cases 5.1), 5.2) and δ = l/(l + 1) in the case 5.3).

The proofs here are based on Chapter XXVII from [7].
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Two examples of four-dimensional Riemannian product manifolds are con-
structed by means of Lie groups and Lie algebras. The form of the curvature
tensor for each of the examples is obtained.

Introduction

Almost product manifolds are originally introduced in [5], where these man-
ifolds are classified into six basic classes. Equivalent characteristic condi-
tions for each of the classes are obtained in [6] in the case of 2n-dimensional
Riemannian almost product manifolds with trP = 0 . Examples of the class
W0 (Riemannian P -manifolds) are given in [8] and examples of the basic
classes Wi (i = 1, 2, . . . , 6) are presented in [4].

In this paper our purpose is to construct examples of two classes of inte-
grable almost product manifolds. All examples are of four-dimensional man-
ifolds and are obtained by constructing four-parametric (or two-parametric)
families of Lie algebras corresponding to real connected Lie groups. The
manifolds obtained in this way are characterized geometrically. The form
of the curvature tensor for each of the examples is found.

1. Riemannian almost product manifolds

Let (M,P, g) be a 2n-dimensional Riemannian almost product manifold,
i.e. P is an almost product structure and g is a metric on M such that

P 2X = X, g(PX,PY ) = g(X,Y ) (1)

for all differentiable vector fields X , Y on M , i.e. X,Y ∈ X(M).
Further, X,Y, Z,W (x, y, z, w, respectively) will stand for arbitrary dif-

ferentiable vector fields on M (vectors in TpM , p ∈M , respectively).
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Let ∇ be the Levi-Civita connection of the metric g. Then, the tensor
field F of type (0, 3) on M is defined by F (X,Y, Z) = g ((∇XP )Y, Z) . It
has the following symmetries

F (X,Y, Z) = F (X,Z, Y ) = −F (X,PY, PZ). (2)

Let {ei} (i = 1, 2, . . . , 2n) be an arbitrary basis of TpM at a point p
of M . The components of the inverse matrix of g are denoted by gij with
respect to the basis {ei}. The Lie form α associated with F is defined by

α(z) = gijF (ei, ej , z). (3)

The Nijenhuis tensor field N of the manifold is given as

N(X,Y ) = [PX,PY ] + [X,Y ]− P [PX, Y ]− P [X,PY ]. (4)

It is known [5] that the almost product structure P is product if it is
integrable, i.e. if N = 0.

A classification of the Riemannian almost product manifolds is intro-
duced in [5], where six classes of these manifolds are characterized according
to the properties of F . Three of the basic classes W0, W2, W5 and the class
W2 ⊕W5 are given as follows:

W0 : F (X,Y, Z) = 0;

W2 : F (X,Y, Z) = F (PX, Y, Z), α (Z) = 0;

W5 : F (X,Y, Z) = −F (PX, Y, Z), α (Z) = 0;

W2 ⊕W5 : α (Z) = 0;

(5)

Let R be the curvature tensor of ∇, i.e. R(X,Y )Z = ∇X∇Y Z −
∇Y∇XZ − ∇[X,Y ]Z. The corresponding tensor of type (0, 4) is denoted
by the same letter and is given by R(X,Y, Z,W ) = g (R(X,Y )Z,W ).

The Ricci tensor ρ and the scalar curvatures τ and
∗
τ of R are defined

by:

ρ(y, z) = gijR(ei, y, z, ej), τ = gijρ(ei, ej),
∗
τ = gijρ(ei, P ej). (6)

We consider the following curvature-like tensors of type (0, 4):

π1(X,Y, Z,W ) = g(Y, Z)g(X,W )− g(X,Z)g(Y,W );

π2(X,Y, Z,W ) = g(Y, PZ)g(X,PW )− g(X,PZ)g(Y, PW );

π3(X,Y, Z,W ) = g(Y, Z)g(X,PW )− g (X,Z) g (Y, PW )

+ g(Y, PZ)g(X,W )− g(X,PZ)g(Y,W ).

(7)
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Let α = {x, y} be a two-plane spanned by vectors x, y ∈ TpM , p ∈ M .
Then, the sectional curvatures of α are given by:

ν(α; p) =
R(x, y, y, x)
π1(x, y, y, x)

,
∗
ν(α; p) =

R(x, y, y, Px)
π1(x, y, y, x)

. (8)

2. A Lie group as a four-dimensional Riemannian
P -manifold

Let V be a four-dimensional real vector space and consider the struc-
ture of the Lie algebra defined by the brackets [Ei, Ej ] = CkijEk, where
{E1, E2, E3, E4} is a basis of V and Ckij ∈ R. Then, the Jacobi identity

CkijC
l
ks + CkjsC

l
ki + CksiC

l
kj = 0 (9)

holds.
Let G be the associated real connected Lie group and {X1, X2, X3, X4}

be a global basis of left invariant vector fields induced by the basis of V .
We can define an almost product structure on G by the conditions

PX1 = X3, PX2 = X4, PX3 = X1, PX4 = X2. (10)

Further, let us consider the left invariant metric defined by

g(Xi, Xi) = 1 for i = 1, 2, 3, 4, g(Xi, Xj) = 0 for i �= j. (11)

The introduced metric is a Riemannian metric, that satisfies (1). In this way,
the induced four-dimensional manifold (G,P, g) is a Riemannian almost
product manifold.

Definition 2.1 ([1]). An almost product structure P on a Lie group G is
said to be bi-invariant if

[X,PY ] = P [X,Y ] for all X,Y ∈ g, (12)

where g is the Lie algebra of G.

The condition (12) implies N(X,Y ) = 0 for any X,Y ∈ g, i.e. P is
a product structure (paracomplex structure because trP = 0). Therefore
(G,P, g) is a Riemannian product manifold.

Let P , defined by (10), be a bi-invariant product structure. Then, by
(12) we obtain the following conditions for the commutators of the basic
vector fields:

[X1, X4] = −[X2, X3] = P [X1, X2] = P [X3, X4],

[X1, X3] = [X2, X4] = 0,
(13)
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and thus we can put the non-zero Lie brackets:

[X1, X2] = [X3, X4] = aX1 + bX2 + cX3 + dX4,

[X1, X4] = −[X2, X3] = cX1 + dX + aX + bX4,
(14)

where a, b, c, d are real parameters.
By direct computation we prove that the commutators (14) satisfy the

Jacobi identity. Therefore, the conditions (14) define a four-parametric fam-
ily of four-dimensional real Lie algebras g.

Let us recall that a Lie algebra g is said to be solvable if its derived
series

D0g = g, D1g = [g, g], . . . ,Dpg = [Dp−1g,Dp−1g], . . .

vanishes for some p ∈ N. Then, having in mind (14), it is easy to check that
D2g = {0} and thus the Lie algebras g are solvable.

We establish the validity of the following

Theorem 2.1. Let (G,P, g) be the four-dimensional Riemannian product
manifold constructed by (10), (11) and (12), and let g be the associated
Lie algebra of G introduced by (14). Then, (G,P, g) is a Riemannian P -
manifold, i.e. (G,P, g) ∈ W0.

Proof. Let ∇ be the Levi-Civita connection of g. Then, the following well-
known condition is valid

2g(∇XY, Z) = Xg(Y, Z) + Y g(X,Z)− Zg(X,Y )

+ g([X,Y ], Z) + g([Z,X ], Y ) + g([Z, Y ], X).
(15)

Applying (10), (11) and the fact that P is a bi-invariant product structure
to (15), we obtain

2g ((∇XiP )Xj , Xk) = g([Xi, PXj]− P [Xi, Xj ], Xk)

+ g ([Xk, PXj]− [PXk, Xj ], Xi) + g ([Xk, PXi]− [PXk, Xi], Xj) = 0

for all i, j, k = 1, 2, 3, 4, i.e. ∇P = 0 on g and therefore, by (5), the manifold
(G,P, g) belongs to the class W0.

Let us remark that the Killing form [3] of the considered Lie algebra g

B(X,Y ) = tr (adXadY ), X, Y ∈ g, (16)

has the following form

B = 2


b2 + d2 −ab− cd 2bd −ad− bc
−ab− cd a2 + c2 −ad− bc 2ac

2bd −ad− bc b2 + d2 −ab− cd
−ad− bc 2ac −ab− cd a2 + c2

 .
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It is easy to prove, that detB = 0, i.e. the Killing form is degenerate. Thus,
the Killing form B can not be a Riemannian metric.

Next, by (11), (14) and (15) we find the components of the Levi-Civita
connection on the considered manifold as follows:

∇X1X1 = ∇X3X3 = −aX2 − cX4, ∇X1X2 = ∇X3X4 = aX1 + cX3,

∇X1X3 = ∇X3X1 = −cX2 − aX4, ∇X1X4 = ∇X3X2 = cX1 + aX3,

∇X2X1 = ∇X4X3 = −bX2 − dX4, ∇X2X2 = ∇X4X4 = bX1 + dX3,

∇X2X3 = ∇X4X1 = −dX2 − bX4, ∇X2X4 = ∇X4X2 = dX1 + bX3.
(17)

Let R be the curvature tensor of (G,P, g). From the condition
∇P = 0 it follows that R(X,Y )PZ = PR(X,Y )Z and thus we have
R(X,Y, PZ, PW ) = R(X,Y, Z,W ) for any X,Y, Z,W ∈ g, i.e. R is a
Kähler tensor . We denote its components by Rijks = R(Xi, Xj, Xk, Xs)
(i, j, k, s = 1, 2, 3, 4). Then, by (17) we get the following non-zero compo-
nents of R:

R1221 = R1441 = R2332 = R3443 = R1243 = R1423 = −(a2 + b2 + c2 + d2),

R1223 = R1241 = R1443 = R2334 = −2 (ac+ bd) .
(18)

By (6), (11) and (18), we obtain the non-zero components ρij =
ρ(Xi, Xj) of the Ricci tensor and the scalar curvatures τ and

∗
τ as follows:

ρ11 = ρ22 = ρ33 = ρ44 = −2
(
a2 + b2 + c2 + d2

)
,

ρ13 = ρ24 = −4 (ac+ bd) ,

τ = −8
(
a2 + b2 + c2 + d2

)
,

∗
τ = −16 (ac+ bd) .

(19)

Let us consider the characteristic two-planes αij spanned by the basic
vectors {Xi, Xj} at an arbitrary point of the manifold:
• totally real two-planes — α12, α14, α23, α34;
• P -holomorphic two-planes — α13, α24.

Then, having in mind (7), (8) and (18), we obtain the corresponding
sectional curvatures:

ν(α12) = ν(α34) = ν(α14) = ν(α23) = − (a2 + b2 + c2 + d2
)
,

∗
ν(α12) =

∗
ν(α34) =

∗
ν(α14) =

∗
ν(α23) = −2 (ac+ bd) ,

ν(α13) = ν(α24) =
∗
ν(α13) =

∗
ν(α24) = 0,

(20)

i.e. (G,P, g) is of constant totally real sectional curvatures.
It has been proved [6] that a Riemannian P -manifold (M,P, g) (trP = 0,

dimM = 2n ≥ 4) is of constant totally real sectional curvatures ν and
∗
ν, i.e.
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ν(α; p) = ν(p),
∗
ν(α; p) =

∗
ν(p) for any non-degenerate totally real two-plane

α in TpM , if and only if

R = ν {π1 + π2}+
∗
νπ3. (21)

Both functions ν and
∗
ν are constant if M is connected and dimM ≥ 6.

Then, by the last statement and (20), we obtain

Theorem 2.2. The curvature tensor R of the Riemannian P -manifold
(G,P, g) has the form (21).

It is clear that the equations (20) and (21) immediately imply ∇R = 0,
i.e. the manifold (G,P, g) is locally symmetric. From (21) we get

ρ =
1
4

{
τg +

∗
τ g̃
}
, ν =

τ

8
,

∗
ν =

∗
τ

8
. (22)

Theorem 2.2 and the equalities (19) and (22) imply the next

Corollary 2.1. The following conditions are equivalent for (G,P, g):

(i) R = τ
8 (π1 + π2), τ < 0 ;

(ii)
∗
τ = 0 ;

(iii) c = λb, d = −λa, a, b, λ �= 0 ;
(iv) c = λd, b = −λa, a, d, λ �= 0 ;
(v) ρ = τ

4 g, i.e. the manifold is Einsteinian.

3. A Lie group as a four-dimensional Riemannian product
W2-manifold

Let G be a real connected Lie group, and let g be its Lie algebra. If
{X1, X2, X3, X4} is a global basis of left invariant vector fields of G, we
define an almost product structure P and an invariant Riemannian met-
ric g on G by the conditions (10) and (11), respectively. Then, as in the
previous section, (G,P, g) is a Riemannian almost product manifold.

Definition 3.1 ([1]). An almost product structure P on a Lie group G is
said to be abelian if

[PX,PY ] = −[X,Y ] for all X,Y ∈ g. (23)

From (23) we immediately derive that the Nijenhuis tensor vanishes on
g, i.e. P is a product structure. Thus, the manifold (G,P, g) is a Riemannian
product manifold.
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Now, let us consider the Lie algebra g of G. If P , given by (10), is an
abelian product structure we obtain

Proposition 3.1. Let (G,P, g) be a four-dimensional Riemannian product
manifold admitting an abelian product structure P defined by (10), (11) and
(23). Then, the Lie algebra g of G is given as follows:

[X1, X2] = −[X3, X4], i.e. Ck12 = −Ck34,
[X1, X4] = [X2, X3], i.e. Ck14 = Ck23,

[X1, X3] = Ck13Xk, [X2, X4] = Ck24Xk,

(24)

where Ckij ∈ R (i, j, k = 1, 2, 3, 4) must satisfy the Jacobi identity.

It is know that a Lie algebra g is said to be nilpotent if its descending
central series

D0g = g,D1g = [g, g], . . . ,Dpg = [g,Dp−1g], . . .

vanishes for some p ∈ N A Lie algebra g is said to be two-step nilpotent, if
D2g = {0}. If a Lie algebra is nilpotent, then it is solvable.

Let us construct our example by putting Ck12 = Ck34 = 0, (k = 1, . . . , 4)
in (24). In this case, for the non-zero Lie brackets of g the Jacobi identity
(9) implies

[X2, X4] = λ−2[X1, X3] = −λ−1[X1, X4]

= −λ−1[X2, X3] = µ(X1 + λX2 +X3 + λX4),
(25)

where λ, µ ∈ R. Thus, the conditions (25) define a family of four-
dimensional real Lie algebras g, which is characterized by two parameters.
By direct computation we establish that the Lie algebras (25) are two-step
nilpotent. In this case the Killing form B, defined by (16), is zero.

Now, let us study the above constructed four-dimensional manifold
(G,P, g), where the Lie algebra g of G is defined by (25) in the case λ = 1.
Having in mind (11), (17) and (25) we obtain the following non-zero com-
ponents of the Levi-Civita connection of the manifold (G,P, g):

∇X1X1 = −∇X2X2 = −µX3 + µX4, ∇X3X3 = −∇X4X4 = µX1 − µX2,

∇X1X3 = −∇X4X2 = µX1 + µX4, ∇X3X2 = −∇X1X4 = µX1 + µX3,

∇X3X1 = −∇X2X4 = −µX2 − µX3, ∇X4X1 = −∇X2X3 = µX2 + µX4.
(26)
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Next, taking into account (2) and (11) we get the non-zero components
Fijk = F (Xi, Xj, Xk) of F :

F111 = −F133 = F311 = −F333 = F222 = −F244 = F422 = −F444 = 2µ,

F114 = F314 = −F123 = −F323 = F223 = F423 = −F214 = −F414

= −F112 = −F312 = F134 = F334 = −F212 = −F412 = F234 = F434 = µ,

αi = 0, for i = 1, 2, 3, 4.
(27)

Let R be the curvature tensor of type (0, 4) of (G,P, g). Having in mind
(26), we get the following non-zero components Rijks of R:

R1223 = R1224 = R1231 = R1241 = µ2,

R1221 = R1313 = R1414 = R2323 = R2424 = R3443 = 2µ2,

R1442 = R1341 = R1332 = R2342 = 3µ2, R1324 = R1423 = 4µ2, (28)

R1334 = R1443 = R2334 = R2443 = µ2.

Then, according to (10) and (28) we obtain

Theorem 3.1. The curvature tensor R of the manifold (G,P, g) has the
form

R(X,Y, Z,W ) = R(PX,PY, PZ, PW ), if λ = 1. (29)

Proof. Because λ = 1, the equations (28) imply (29).
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In this paper we develop a calculus of exterior double complex diferential (1, 1)-
forms. The term double-complex variables is used in [1]. In fact the double-
complex algebra C(1, j) is algebraically isomorphic to the algebra of bi-complex
numbers B. (see for instance [2]). Our treatment is of elementary character, a
pure coordinate method over the algebra Cn(1, j) of double complex n-vectors
(for further details see [3]). The operators ∂, ∂∗, d and ∂∂∗ are defined. We
study the solutions of the equation ∂∂∗f = 0, i.e. the double-complex plurihar-
monic functions, and respectively the solutions of the double-complex Laplace
equations ∆nf = 0, ∆kkf = 0 , i.e. the double-complex harmonic functions
f and complex harmonic ones. Examples of double-complex harmonic surfaces
are given.

Keywords: Double-complex n-vectors; Double-complex (1, 1)-forms; Separate
holomorphicity; Double-complex pluriharmonic and n-harmonic functions;
Quadratic geometries; Double-complex harmonic surfaces.

1. Elements of the calculus of double-complex differential
1-forms of many double-complex variables

1.1. We recall differential 1-forms ω = ϕ(α)dα + ψ(α)dα∗ on the double-
complex algebra C(1, j), α ∈ C(1, j). These 1-forms generalizes the formula
for the differential of a double-complex function f(α) = f0(z, w)+jf1(z, w),
j2 = i, i ∈ C, namely

df = ∂f/∂αdα+ ∂f/∂α∗dα∗, (1)

where α∗ = z − jw (the conjugate of α = z + jw) and

∂f/∂α := 1/2(∂f/∂z−ji∂f/∂w), ∂f/∂α∗ := 1/2(∂f/∂z+ji∂f/∂w), (2)

MS Classification: 30G35
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with

∂f/∂z := ∂f0/∂z + j∂f1/∂z, ∂f/∂w := ∂f0/∂w + j∂f1/∂w.

Replacing f by f0 + jf1 we receive too

∂f/∂α = 1/2(∂f0/∂z + ∂f1/∂w)− ji/2(∂f0/∂w + i∂f1/∂z), (2′)

∂f/∂α∗ = 1/2(∂f0/∂z − ∂f1/∂w) + ji/2(∂f0/∂w − i∂f1/∂z), (2′′)

dα = dz + jdw, dα∗ = dz − jdw.
The operator of exterior differentiation is defined as ordinary

dω = dϕ(α) ∧ dα+ dψ(α) ∧ dα∗. (3)

By definition dα ∧ dα = dα∗ ∧ dα∗ = 0, and dα ∧ dα∗ = −dα∗ ∧ dα.

1.2. Now, we take a double-complex valued function of n double-complex
variables

f(α1, . . . , αn) = f0(α1, . . . , αn) + jf1(α1, . . . , αn), (4)

where α := (α1, . . . , αn) ∈ Cn(1, j), f(α) := f(α1, . . . , αn) ∈ C(1, j).
In this case we have df =

∑
k{∂f/∂αkdαk + ∂f/∂(α∗)kd(αk)∗}, or

df =
∑
k

{∂f/∂αkdαk}+
∑
k

{∂f/∂(αk)∗d(αk)∗}. (5)

Setting
∑

k{∂f/∂αkdαk} =: ∂f and
∑
k{∂f/∂(αk)∗d(αk)∗} =: ∂∗f we can

write shortly

df = ∂f + ∂∗f. (5′)

A differential 1-form over Cn(1, j) has the following coordinate representa-
tion

ω =
∑
k

ϕkdα
k +

∑
k

ψkd(αk)∗, (6)

where ϕk = ϕk(α1, . . . , αn) = ϕk(α) and ψk = ψk(α1, . . . , αn) = ψk(α) are
double-complex valued functions of n double-complex variables. For the
differential of the 1-form ω we calculate that

dω =
∑
k

(∂ψk/∂αk − ∂ϕk/∂(αk)∗)dαk ∧ d(αk)∗. (7)

So, ω is a close double-complex 1-form iff

∂ψk/∂α
k − ∂ϕk/∂(αk)∗ = 0 for all k = 1, . . . , n. (8)

In the case ω = dg(α), α ∈ D, D being the domain of the function g, ω is
an exact double-complex form on D.
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Proposition 1.1. Each exact double-complex 1-form ω(α), α = (αk), is a
close double complex 1-form.

Proof. If ω(α) = dg(α) =
∑{∂g/∂αkdαk + ∂g/∂(αk)∗d(αk)∗} evidently

∂/∂(αk)(∂g/∂(αk)∗)− ∂/∂(αk)∗(∂g/∂(αk)) = 0.

According to (8) the double-complex 1-form ω(α) is closed.

Example 1.1. Taking ϕk(α) = αk and ψk(α) = (αk)∗ we obtain the form
ω = 1/2d(

∑
k[(αk)2 +((αk)∗)2]) = d(

∑
k[(zk)2 + i(wk)2]), which is an exact

double-complex form on C(1, j) and, of course, it is a closed one.

In the case

ω =
∑
k

ϕk(α)dαk, (9)

with coefficients ϕk(α) which are double-complex holomorphic functions
with respect to each double-complex variable αk on a common open domain
D, k = 1, . . . , n we say that ω is a holomorphic double-complex 1-form onD.
When df =

∑
∂f/∂αkdαk on an open domain D, we say that f = f(α) is a

separately holomorphic double-complex function. This means that ∂∗f = 0,
or

∂f/∂(αk)∗ = 0, k = 1, . . . , n,

and, respectively, the Cauchy-Riemann equations

∂f0/∂z − ∂f1/∂w = 0, ∂f0/∂w − i∂f1/∂z = 0. (9′)

2. The equation ∂∂∗f = 0

According to the above introduced notations we have

∂∂∗f =
∑
k

∂/∂αk
(∑

l

∂f/∂(αl)∗d(αl)∗
)
dαk,

where αk = zk + jwk, (αl)∗ = zl − jwl.
It is easy to see that ∂∂∗f +∂∗∂f = 0. We see that the (1, 1)-form ∂∂∗f

is expressed in terms of double-complex partial derivatives as follows

∂∂∗f =
∑
k

∑
l

∂2f/∂αk∂(αl)∗dαk ∧ d(αl)∗, (10)
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or using the matrices ‖∂2f/∂α∂(αl)∗‖k,l we can write

∂∂∗f = (dα1, . . . , dαn)‖∂2f/∂α∂(αl)∗‖k,l

d(α1)∗
...

d(αn)∗

 . (10′)

Proposition 2.1. The (1, 1)-form ∂∂∗f can be represented by partial com-
plex derivatives of the type ∂/∂zk, ∂/∂wk, ∂2/∂zk∂wl etc.

∂∂∗f = 1/4
∑∑

{∆klf0 + ∂2f1/∂z
l∂wk − ∂2f1/∂z

k∂wl

+ j(∆klf1 − i(∂2f0/∂z
k∂wl − ∂2f0/∂z

l∂wk)}dαk ∧ d(αl)∗, (11)

with dαk ∧ d(αl)∗ = dzk ∧ dzl − idwk ∧ dwl − j(dzl ∧ dwk + dzk ∧ dwl),
where ∆klf0 = ∂2f0/∂z

k∂zl + i∂2f0/∂w
k∂wl, ∆klf1 = ∂2f1/∂z

k∂zl +
i∂2f1/∂w

k∂wl, f0 is the even part, and f1 is the odd part of the double-
complex function f .

Proof. It is enough to calculate ∂2f/∂αk∂(αl)∗ = 1/2∂/∂αk(∂f/∂zl +
ji∂f/∂wl), (using (2)). One obtain the formula

∂2f/∂αk∂(αl)∗ = 1/4(∂2f/∂zk∂zl + i∂2f/∂wk∂wl

− ji(∂2f/∂zk∂wl − ∂2f/∂zl∂wk). (12)

It remains to use (2), (2′) and (2′′). The expresion for dαk ∧ d(αl)∗ is
obtained directly.

In the case l = k we receive

∂∂∗f |kk = 1/4
∑
k

∂2f/∂αk∂(αk)∗dαk ∧ d(αk)∗, (13)

∂∂∗f |kk = 1/4
∑
k

{∆kkf0 + j(∆kkf1}dαk ∧ d(αk)∗, (13′)

where

∆kkf0 = ∂2f0/(∂zk)2+i∂2f0/∂(wk)2, ∆kkf1 = ∂2f1/(∂zk)2+i∂2f0/∂(wk)2.

For a function of two complex variables h(z, w) the operator

h(z, w) → ∂2h/(∂zk)2 + i∂2h/∂(wk)2

is called a double-complex Laplace operator. The above received operator
f0 → ∆kkf0 and f1 → ∆kkf1 is double-complex Laplace operator with
respect to the double-complex variable αk = zk + jwk.
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Setting ∆n :=
∑

∆kk, we present (13′) as follows

∂∂∗f = 1/4(∆nf0 + j∆nf1)dαk ∧ d(αk)∗. (13′′)

The solutions of the equation ∂∂∗f = 0 on an open domain D are called
double-complex pluriharmonic functions on D. The solutions f = f0 + jf1
of the equation

∆nf0 + j∆nf1 = 0, (14)

or equivalently of the system

∆nf0 = 0, ∆nf1 = 0, (14′)

are called double-complex n-harmonic functions. The even part and the
odd part are called n-harmonic functions of many complex variables and
the corresponding surfaces are complex harmonic surfaces.

Corollary 2.1. The even part and the odd part of a double-complex holo-
morphic function are plruiharmonic functions. Clearly, each double-complex
pluriharmonic function is a double-complex n-harmonic one. The class of
double-complex n-harmonic function is larger.

An example of a double-complex separately holomorphic function F (α)
is given below in double-complex coordinates (αk) and respectivelly in com-
plex coordinates

F (α) =
∑
k,l

αkαl =
∑
k,l

(zkzl + iwkwl) + j
∑
k,l

(wkzl + wlzk).

The even part
∑
k,l(z

kzl+ iwkwl) and the odd part
∑
k,l(w

kzl+wlzk) give
examples of double-complex pluriharmonic functions.

Having a given double-complex pluriharmonic function h(z, w) we can
construct the corresponding double-complex holomorphic one by integrat-
ing a system of two equations. Indeed, for one double-complex variable or,
equivalently, for two complex variables, let f(α) = h(z, w)+jf1(z, w) be the
mentioned corresponding double-complex holomorphic function. According
to Cauchy-Riemann system we have

∂f1/∂w = ∂h/∂z, ∂f1/∂z = −i∂h/∂w. (15)

Now we take the differential of f1

df1 = ∂f1/∂zdz + ∂f1/∂wdw = −i∂h/∂wdz + ∂h/∂zdw, (16)

and integrate it. For many double-complex variables we follow the same
way.
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3. Quadratic geometry on Cn(1, j)

A scalar product over the algebra Cn(1, j) is defined first for the units 1
and j, considered as double-complex numbers: 1 = 1 + j0, 1 ∈ R, and the
hyper-complex number j joint to C × C ( j = 0 + j1, j �∈ C). We have in
mind

〈1, 1〉 = 1, 〈1, j〉 = 〈j, 1〉 = 0, 〈j, j〉 = i, i ∈ C. (17)

Let α, β be a pair of double-complex numbers. By definition

〈α, β〉 =
∑
k,l

〈αk, βl〉, k, l = 1, . . . , n. (18)

According to (17)

〈αk, βl〉 = zkzl + iwkwl. (19)

and, we receive that 〈α, β〉 is a complex number, namely

〈α, β〉 =
∑

(zkzl + iwkwl). (20)

Especially, the equation of the isotropic cone for this scalar product seems
as follows

〈α, α〉 =
∑
k

(
(zk)2 + i(wk)2

)
= 0. (21)

The complex quadratic form in the left side in the above written equation
just determines the mentiond quadratic geometry [4] over Cn(1, j).

Proposition 3.1. We have that

∆n

(∑
k

((zk)2 + i(wk)2
)

= 0,

i.e. the surface defined by the quadratic form of isotropic cone 〈α, α〉 = 0 is
a complex harmonic surface.

Proof. In wiev of ∆n :=
∑

∆kk we obtain∑
∆n

(∑(
(zk)2 + i(wk)2

))
=
∑

∆kk

(
(zk)2 + i(wk)2

)
.

Evidently

∆kk((zk)2 + i(wk)2) = 2 + i(2i) = 0.

Remark 3.1. In an other quadratic geometry on Cn(1, j), namely this one
defined by the following scalar values for the units 1 and j

〈1, 1〉 = 1, 〈1, j〉 = 〈j, 1〉 = 0, 〈j, j〉 = 1, 1 ∈ R,
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the scalar product is 〈α, β〉 =
∑

(zkzl + wkwl), and the isotropic cone
is defined by the equation 〈α, α〉 =

∑(
(zk)2 + (wk)2

)
= 0. Our remark

says that the quadratic form ω =
∑(

(zk)2 + (wk)2
)

does not satisfies the
equation (14′).

Remark 3.2. If we consider a complex algebra in which the Cauchy-
Riemann equation are ∂u(z, w)/∂z = ∂v(z, w)/∂w, ∂u(z, w)/∂v =
−∂v(z, w)/∂z (i.e. they are the same as the known ones ∂u(x, y)/∂x =
∂v(x, y)/∂y, ∂u(x, y)/∂y = −∂v(x, y)/∂x obtained by replacing the real
variables x, y by the complex ones, we see that quadratic form (zk)2+(wk)2

does not satisfies the corresponding Laplace equation, which is ∂2u/∂(z2)2+
∂2u/∂(w2)2 = 0.

This means that the surface of the isotropic cone is not a harmonic
surface in the quadratic geometry defined in Remark 3.1.

4. Complex-hermitian double-complex quadratic forms

We shall consider complex-Hermitian quadratic canonical forms [3]

Q = Q(α, α) =
∑

λkα
k(αk)∗ =

∑
λk(zl + jwl)(zk − jwk).

It is easy to calculate the even part Q0(α, α), and the odd part Q1(α, α)

Q0(α, α∗) =
∑
k

λk((zk)2 − i(wk)2), Q1(α, α) = 0.

Clearly, the considered form Q is not double-complex holomorphic form.
Setting Q0k = λk((zk)2 − i(wk)2) and Q1k = 0, we can write

Q0(α, α) =
∑
k

Q0k and Q1(α, α) =
∑
k

Q1k = 0.

We set also ∆−
k := ∂2U/(∂zk)2 − i∂2U/∂(wk)2, ∆+

k := ∂2U/(∂zk)2 +
i∂2U/∂(wk)2, (In fact, we have ∆+

k = ∆kk), and

∆− :=
∑
k

∆−
k , ∆+ :=

∑
k

∆+
k . (22)

Proposition 4.1. The complex valued functions Q0(α, α) and Q1(α, α) =
0 satisfy the following equations

∆−(U) = 0, and also ∆+(U) = 0 if
∑

λk = 0.
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Proof. It is easy to see that ∆+
k (Q0k) = 4λk, and ∆−

k (Q0k) = 0. This
implies

∆+(Q0) = 4
∑
k

λk, ∆−(Q0) = 0.

It remains to take in view the definitions of ∆− and ∆+, (22).

We shall consider the products ∆+
k ∆−

k (U) = (∂2U/(∂zk)2)2 +
(∂2U/∂(wk)2)2, k = 1, . . . , n, and

∆(U) =
∏
k

∆+
k ∆−

k (U) =
∏
k

{(∂2U/(∂zk)2)2 + (∂2U/∂(wk)2)2}. (23)

By HP (p, q) is denoted the space of the homogeneous polynomi-
als of the double-complex variables α1, α2, . . . , αn and its conjugates
(α1)∗, (α2)∗, . . . , (αn)∗, of total degree p for αk, and respectively, of total
degree q for (αk)∗. Clearly, HP (1, 0) coincides with the space of double-
complex linear forms of n complex variables, and HP (p, 0) is the space of
double-complex homogeneous polynomials of degree p. Analogically,H(0, q)
can be considered as the space of double-complex anti-holomorphic poly-
nomials.

Example: λ1α
1(α1)∗ + λ2α

2(α2)∗ + · · · + λnα
n(αn)∗ is an element of

HP (1, 1), λj ∈ C. The space HP (1, 1) is just the space of complex-
Hermitian quadratic forms.

We shall present here some observations about the spaces HP (2, 1),
HP (1, 2) and HP (2, 2). Let P =

∑
λk(αk)2(αk)∗ be an element of

HP (2, 1), P = P0 + jP1. In complex coordinates we have the following
two complex ternary forms

P0 =
∑

λk((zk)3 − izk(wk)2) and P1 =
∑

λk((zk)2wk − i(wk)3).

It is easy to see that P is not a double-complex holomorphic polynomial. We
have ∆+(P0) = 8

∑
λkz

k, ∆+(P1) = 8
∑
λkw

k and ∆−(P0) = 4
∑
λkz

k,
∆−(P1) = 4

∑
λkw

k. So, the restriction of the polynomial P0 on the com-
plex hyperplane Z =

∑
λkz

k = 0, defines a double-complex harmonic sur-
face as ∆+(P0|Z) = 0 and ∆−(P0|Z) = 0. It coincides with the intersection
of the complex hyperplane Z with the quadratic complex surface S, defined
by the equation

∑
λk(zk)2 = 0. For the polynomial P1, restricted on the

hyperplane W =
∑
λkw

k = 0 the situation is similar.
Analogous statements hold for the polynomials of HP (1, 2).
In the space HP (2, 2) we have P =

∑
λk(αk)2((αk)∗)2 in double-

complex coordinates, and in complex coordinates: P0 =
∑
λk((zk)2 −
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i(wk)2)2, P1 = 0. The polynomial P is not a double-complex holomorphic
polynomial. Calculating we receive

∆+(P0) = (3 + i)
∑

λk((zk)2 − (wk)2) and

∆−(P0) = (3 + i)
∑

λk((zk)2 + (wk)2),

concluding that ∆+(P0) annihilates on the complex surface
∑
λk((zk)2 −

(wk)2) = 0, but ∆−(P0) does not annihilate on the same complex surface,
as of course we suppose that P0 �= 0. This means that the restriction of the
polynomial P0 (of complex degree 4) on the considered complex surface (of
degree 2) defines a double-complex harmonic surface.

Analogous statement can be formulated for ∆−(P0) and the complex
surface

∑
λk((zk)2 + (wk)2) = 0. As a corollary we obtain that the

equation defined by the operator ∆ (see (23)), annihilates on the surface∑
λk((zk)4 − (wk)4) = 0.

Proposition 4.2. All element of H(2, 2) satisfy the equation

∆(U) =
∏
k

∆+
k ∆−

k (U) =
∏
k

{(∂2U/(∂zk)2)2 + (∂2U/∂(wk)2)2} = 0,

on the surface λk((zk)4 − (wk)4) = 0.
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We study isometric immersions which preserve the “order 2” property or cur-
vature logarithmic derivatives of smooth curves without inflection points. We
give a report on characterization of totally umbilic immersions and isotropic
immersions from this point of view.

1. Introduction

Let f : M → M̃ be an isometric immersion between Riemannian manifolds.
For a smooth curve γ on M , we call the curve f ◦ γ on M̃ the extrinsic
shape of γ through f . It is an interesting problem to study how proper-
ties of isometric immersions are reflected on properties of extrinsic shapes
of curves and how properties of curves characterize isometric immersions.
In this paper we study immersions which preserve “order 2” property of
curves and immersions which preserve logarithmic derivatives of curvature
for some curves. There are many results on characterizing some immersions
by properties of extrinsic shapes of “nice” curves (for example see [2, 4]
and papers in their references). In our results we do not stick on “nice
curves” but we consider what kind of properties of curves are preserved by
immersions. In the first half, sections 2, 3, 4, we study immersions by “or-
der 2” properties of curves, and in the second half, sections 5, 6, we study
immersions by logarithmic derivatives of curvatures.

2. Totally umbilic immersions and order 2 property

For a smooth curve γ : I → M parameterized by its arclength, we define
a positive function κγ by κγ = ‖∇γ̇ γ̇‖ and call it the (first) curvature
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function of γ. We say this curve γ does not have inflection points if κγ does
not vanish along γ. For such a curve γ, we define a unit vector field Yγ along
γ which is orthogonal to γ̇ by Yγ = (1/κγ)∇γ̇ γ̇. We then find it satisfies

∇γ̇ γ̇ = κγYγ , ∇γ̇Yγ = −κγ γ̇ + Zγ ,

with some vector field Zγ along γ which is orthogonal to both γ̇ and Yγ .
We say a smooth curve γ without inflection points is of proper order 2 at
γ(t0) if Zγ vanishes at this point. When κγ is a positive constant function
and Zγ ≡ 0, this curve is called a circle of positive curvature. We say a
geodesic to be a circle of null curvature.

We here give a relationship between curvatures of curves and their ex-
trinsic shapes. Let f : M → M̃ be an isometric immersion. We denote by
∇ and ∇̃ the Riemannian connections of M and M̃ , respectively. Their
relations are given as Gauss and Weingarten formulae

∇̃XY = ∇XY + σ(X,Y ), ∇̃Xξ = −AξX +∇⊥
Xξ,

for vector fields X, Y on M̃ tangent to M and a vector field ξ on M̃ normal
to M . Here, σ is the second fundamental form, A is the shape operator,
and ∇⊥

Xξ denotes the normal component of ∇̃Xξ. We define the covariant
differentiation ∇ of the second fundamental form σ with respect to the
connection of TM ⊕ TM⊥ by

(∇Xσ)(Y, Z) = ∇⊥
X(σ(Y, Z))− σ(∇XY, Z)− σ(X,∇XZ).

For a smooth curve γ on M we denote by κ̃γ the curvature function of the
extrinsic shape γ̃ = f ◦ γ of γ. By use of Gauss and Weingarten formulae,
we can obtain the following by direct calculation (see [5]).

Lemma 2.1. Curvature functions of a smooth curve γ on M and its ex-
trinsic shape f ◦ γ satisfy κ̃2

γ = κ2
γ + ‖σ(γ̇, γ̇)‖2. Hence f ◦ γ does not have

inflection points if γ dose not have inflection points.

Lemma 2.2. If we decompose Zf◦γ along f ◦γ into tangential and normal
components as Z̃Tγ + Z̃⊥

γ , we have the following:

κγ ˙̃κγYγ − κ̃3
γ γ̇ + κ̃2

γZ̃
T
γ = κ̃γ

(
κ̇γYγ − κ2

γ γ̇ + κγZγ −Aσ(γ̇,γ̇)γ̇
)
, (2.1)

˙̃κγσ(γ̇, γ̇) = κ̃γ
{

3κγσ(γ̇, Yγ) + (∇γ̇σ)(γ̇, γ̇)− Z̃⊥
γ

}
. (2.2)

We denote by h the mean curvature vector for an isometric immersion
f which is defined as

M � x �−→ 1
n

n∑
n=1

σ(ei, ei) ∈ ν(M),
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where {ei} is an orthonormal basis of tangent space TxM and ν(M) is the
normal bundle of M . We say M is umbilic at a point x if σ(u, v) = 〈u, v〉h
holds for orthonormal basis u, v ∈ TxM at x ∈ M . We call M totally
umbilic when all points are umbilic. A Riemannian submanifold is called
an extrinsic sphere if it is totally umbilic and has parallel mean curvature
vector. We here recall a characterization of extrinsic spheres due to Nomizu
and Yano [4], which is a foundation of our study.

Nomizu-Yano’s Theorem. A Riemannian submanifold M is an extrinsic
sphere in M̃ if and only if all circles on M are circles on M̃ .

For a standard sphere S2 in a Euclidean space R3, geodesics and circles
on S2 can be seen as circles in R3. Nomizu-Yano’s Theorem shows such a
property holds for general extrinsic spheres. We generalize their result in
the following manner. For a smooth curve γ without inflection points, we
denote by �γ the logarithmic derivative of κγ , that is �γ = κ′γ/κγ .

Theorem 2.1. An isometric immersion f : M → M̃ is umbilic at a point
x ∈ M if for each orthonormal pair (u, v) of tangent vectors of M at x
there exist two curves γ1, γ2 : (−ε, ε)→M parameterized by their arclength
which satisfy the following four conditions :

i) γ1, γ2 do not have inflection points,
ii) γi(0) = x, γ̇i(0) = u, ∇γiγi = (−1)i−1κγi(0)v,

iii) their extrinsic shapes f ◦ γ1 and f ◦ γ2 are of proper order 2 at f(x),
iv) �γ1(0) = �γ2(0).

Outline of proof of Theorem 2.1. Under the condition of Theorem 2.1,
we have{κ′γi

(0)
κγi(0)

+
(−1)i

κγ1(0)
〈σ(u, u), σ(u, v)〉

}
σ(u, u)

= (−1)i−13κγ1(0)σ(u, v) + (∇̄uσ)(u, u), (i = 1, 2)
(2.3)

by Lemma 2.1. We hence obtain σ(u, v) = 0 for every orthonormal pair
(u, v) of tangent vectors of M at x, and get the conclusion.

Our condition that an immersion preserves the order 2 property of
curves tells not only umbilic property on this immersion but more on the
mean curvature vector. We call a point geodesic if the second fundamental
form vanishes at this point. We set H = ‖h‖ and call the mean curvature
of an immersion f . We say f has parallel normalized mean curvature vector
if either it is minimal (H = 0) or it satisfies H �= 0 and ∇(h/H) = 0. As a
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consequence of Theorem 2.1 we can characterize totally umbilic immersions
with parallel normalized mean curvature vector by the property that they
preserve the order 2 property of curves.

Theorem 2.2. For an isometric immersion f : M → M̃ the following
conditions are mutually equivalent :

1) f is totally umbilic and h/H is parallel on outside of the set M0 of
geodesic points of f ;

2) For every orthonormal pair (u, v) of tangent vectors of M at an arbi-
trary point x ∈M , there exist two curves γ1, γ2 : (−ε, ε) →M parame-
terized by their arclength which do not have inflection points and satisfy
the four conditions mentioned in Theorem 2.1.

We here make mention on how the conditions in Theorem 2.1 is related
to the geodesic property of an immersion f . For a unit tangent vector
u ∈ UxM , we denote by F(u) the family of all smooth curves which are
parameterized by their arclength, do not have inflection points, and satisfy
the following conditions;

i) their initial vectors are u,
ii) their extrinsic shapes are of proper order 2 at f(x).

We put A(u) :=
{
�γ(0)

∣∣ γ ∈ F(u)
}

(⊂ R). Under the conditions in
Theorem 2.1 we see f is umbilic at x. Hence we may suppose f is umbilic
at x when we consider those conditions.

Theorem 2.3. Let f : M → M̃ is an immersion which is umbilic at a
point x ∈ M . Then f is geodesic at x if and only if the set A(u) contains
at least two distinct numbers for some (hence all) u ∈ UxM .

By this theorem we see under the second condition in Theorem 2.2 the
set A(u) consists of a single value for every unit tangent vector u at a
point in the outside M \M0 of the set of geodesic points. If we denote as
A(u) := {a(u)} and define a 1-form ω on M \M0 by ω(v) = a(v/‖v‖)‖v‖,
we find it is closed. We take a function ϕ with ω = dϕ. When f is an
embedding and M0 = ∅, by changing metrices conformally as e2ϕ〈 , 〉 we
find M is an extrinsic sphere in M̃ with respect to these new metrices.

3. Kähler isometric immersions and order 2 property

In this section we study totally geodesic Kähler immersions by the order 2
property on curves. We shall say a smooth curve γ on a Kähler manifold
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(M,J) is Kähler at a point x = γ(0) if it is of proper order 2 at x and
either Yγ(0) = Jγ̇(0) or Yγ(0) = −Jγ̇(0) holds. That is, γ satisfies

∇γ̇ γ̇(0) = ±κγ(0)Jγ̇(0), ∇γ̇Yγ(0) = ∓κγ(0)γ̇(0),

where double signs take the opposite signatures. For a Kähler immersions
between Kähler manifolds we have σ(u, Jv) = Jσ(u, v) for an arbitrary pair
(u, v) of tangent vectors. By use of (2.3) we can conclude the following:

Theorem 3.1. A Kähler isometric immersion f : (M,J) → (M̃, J) be-
tween Kähler manifolds is geodesic at a point x ∈ M if for an arbitrary
unit tangent vector u ∈ UxM there exist two curves γ1, γ2 : (−ε, ε) → M

parameterized by their arclength which satisfy the following conditions:

i) γ1, γ2 do not have inflection points,
ii) γi(0) = x, γ̇i(0) = u, Yγi(0) = (−1)i−1Ju,
iii) extrinsic shapes f ◦ γ1, f ◦ γ2 are of proper order 2, hence are Kähler,

at f(x).

Corollary 3.1. A Kähler isometric immersion f : (M,J) → (M̃, J) be-
tween Kähler manifolds is totally geodesic if and only if the necessary con-
dition in Theorem 3.1 holds at every point x ∈M .

This gives a generalization of Maeda and Tanabe’s characterization of
totally geodesic immersions by Kähler Frenet curves (see [3] for detail).

4. Immersions of rank one symmetric spaces into real space
forms

In this section we study isometric immersions of Kähler and quaternionic
Kähler manifolds into real space forms by the order 2 property of curves.
We denote by Mm(c; R) a real space form of constant sectional curvature
c, which is a standard sphere Sm(c), a Euclidean space Rm and a real
hyperbolic space RHm(c) according to c is positive, zero and negative. An
isometric immersion f : M → M̃ is said to be isotropic at x ∈ M if the
norm of the second fundamental form ‖σ(u, u)‖ does not depend on the
choice of unit tangent vector u ∈ UxM . When f is isotropic everywhere on
M we just call it isotropic. For an isotropic immersion f we denote by λf
the function of M showing the norm ‖σ(u, u)‖ at each point of x and call it
the function of isotropy. When this function is constant, we call f constant
isotropic. Clearly, if f is umbilic at a point it is isotropic at this point, but
not vice versa when dim(M̃) ≥ dim(M) + 2.
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Theorem 4.1. Let f be an isometric immersion of a connected Kähler
manifold M of complex dimension n into a real space form M2n+p(c̃; R).
Suppose for every unit tangent vector u ∈ UxM at an arbitrary point x ∈M
there exist two smooth curves γ1, γ2 : (−ε, ε) →M which are parameterized
by their arclength, do not have inflection points and satisfy the following
four conditions :

i) γ1, γ2 are of proper order 2 at x,
ii) γi(0) = x, γ̇i(0) = u, Yγi(0) = (−1)i−1Ju,
iii) extrinsic shapes f ◦ γ1, f ◦ γ2 are of proper order 2 at f(x),
iv) �γ1(0) = �γ2(0).

Then f is parallel and constant isotropic, and is locally equivalent to one
of the following ;

1) a totally geodesic f : Cn → R2n+p,
2) a totally umbilic f : Cn → RH2n+p(c̃),
3) an immersion which is given as a composition f2◦f1 of the first standard

minimal immersion

f1 : CPn(c) → Sn
2+2n+1

(
(n+ 1)c/(2n)

)
and a totally umbilic

f2 : Sn
2+2n+1

(
(n+ 1)c/(2n)

)→M2n+p(c̃; R),

where c ≥ 2nc̃/(n+ 1).

If we give more information on curvature logarithmic derivatives, we
can characterize totally geodesic immersions of complex Euclidean spaces.

Theorem 4.2. An isometric immersion f : M →M2n+p(c̃; R) of a Kähler
manifold is equivalent to a totally geodesic Cn → R2n+p if and only if for
every unit tangent vector u ∈ UM has two smooth curves γ1, γ2 satisfying
the conditions in Theorem 4.1 and �γi(0) �= 0.

These theorems can be extend to quaternionic Kähler manifolds. A
quaternionic Kähler structure J on a Riemannian manifold M of real di-
mension 4n is a rank 3 vector subbundle of the bundle of endomorphisms
of the tangent bundle TM with the following properties:

i) For each point x ∈M there is an open neighborhood G of x in M and
sections J1, J2, J3 of the restriction J |G such that
(a) each Ji is an almost Hermitian structure on G , that is, J2

i = −id
and 〈JiX,Y 〉 + 〈X, JiY 〉 = 0 for all vector fields X and Y on G,
where 〈 , 〉 is the Riemannian metric of M ;
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(b) JiJi+1 = Ji+2 = −Ji+1Ji (i mod 3) for i = 1, 2, 3;

ii) The condition that ∇XJ is a section of J holds for each vector field X
on M and section J of the bundle J , where ∇ denotes the Riemannian
connection of M .

We call a Riemannian manifold of real dimension 4n equipped with quater-
nionic Kähler structure a quaternionic Kähler manifold.

Theorem 4.3. Let f be an isometric immersion of a connected quater-
nionic Kähler manifold (M,J ) of quaternionic dimension n (≥ 2) into a
real space form M4n+p(c̃; R). Suppose for every tangent vector u ∈ UxM at
an arbitrary point x ∈ M there exist linearly independent J (1), J (2), J (3) ∈
Jx with ‖J (i)‖ = 1 (i = 1, 2, 3) and smooth curves γj : (−ε, ε) → M

(1 ≤ j ≤ 6) which are parameterized by their arclength, do not have inflec-
tion points, and satisfy the following five conditions:

i) γj is of proper order 2 at x for 1 ≤ j ≤ 6,
ii) γj(0) = x and γ̇j(0) = u for 1 ≤ j ≤ 6,

iii) Yγi(0) = J (i)u and Yγi+3(0) = −J (i)u for 1 ≤ i ≤ 3,
iv) the extrinsic shape f ◦ γj is of proper order 2 at f(x) for 1 ≤ j ≤ 6,
v) �γi(0) = �γi+3(0) for 1 ≤ i ≤ 3.

We then find f is a parallel and constant isotropic immersion and is locally
equivalent to one of the following ;

1) a totally geodesic f : Hn → R4n+p of a quaternionic Euclidean space,
2) a totally umbilic f : Hn → RH4n+p(c̃),
3) an immersion which is given as a composition f2◦f1 of the first standard

minimal immersion

f1 : HPn(c) → S2n2+3n−1
(
(n+ 1)c/(2n)

)
and a totally umbilic immersion

f2 : S2n2+3n−1
(
(n+ 1)c/(2n)

)→M4n+p(c̃; R),

where c ≥ 2nc̃/(n+ 1).

Theorem 4.4. An isometric immersion f : (M,J ) → M4n+p(c̃; R) of a
connected quaternionic Kähler manifold is equivalent to a totally geodesic
Hn → R4n+p if and only if for every tangent vector u ∈ TM there exist
linearly independent J (1), J (2), J (3) ∈ Jx with ‖J (i)‖ = 1 (i = 1, 2, 3) and six
smooth curves γj (1 ≤ j ≤ 6) satisfying the same conditions in Theorem 4.3
and �γju

(0) �= 0 for some ju.
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It should be noted that every quaternionic isometric immersion, an
immersion of a quaternionic Kähler manifold into a quaternionic Kähler
manifold which preserve quaternionic Kähler structure, is totally geodesic
because J1J2 = J3.

We can also characterize similar isometric immersions of subsets of a
Cayley projective plane into a real space form by use of order 2 property
of curves. We denote by OP 2(c) a Cayley projective plane of maximal
sectional curvature c. Being different from the cases of Kähler manifolds and
quaternionic Kähler manifolds, we restrict ourselves on subsets of OP 2(c).
Therefore we can reduce the number of test curves in the following manner.

Theorem 4.5. Let f be an isometric immersion of an open subset M of
OP 2(c) into a real space form M̃16+p(c̃). Suppose for every tangent vector
u ∈ UxM at an arbitrary point x ∈M there exist normal tangent vector v ∈
UxM and mutually exclusive smooth curves γi : (ε,−ε) → M (i = 1, 2, 3)
which are parameterized by their arclength do not have inflection points,
and satisfy the following four conditions :

i) γi(0) = x, γi(0) = ±u and it does not hold γ̇1(0) = γ̇2(0) = γ̇3(0),
ii) ∇γ̇i γ̇i(0) is parallel to v, i = 1, 2, 3,

iii) the extrinsic shape f ◦ γi is of proper order 2 at f(x),
iv) �1(0) = �2(0) = �3(0).

Then the immersion f is locally congruent to a parallel immersion f2 ◦ f1
which is a composition of the first standard minimal immersion

f1 : OP 2(c) → S25(3c/4)

and a totally umbilic immersion

f2 : S25(3c/4)→ M̃16+p(c̃),

where 3c/4 ≥ c̃.

5. Isotropic immersions and curvature logarithmic
derivatives

In our study for immersions which preserve the order 2 property of curves,
curvature logarithmic derivatives of curves play quite important role. In this
section we shall concentrate our mind on this quantity and study isotropic
immersions. Let f : M → M̃ be an isometric immersion. For a smooth
curve without inflection points we denote by �̃γ the curvature logarithmic
derivative of the extrinsic shape γ̃ = f ◦ γ. By Lemma 2.1 we see the
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following relationship between curvature logarithmic derivatives of curves
and their extrinsic shapes.

Lemma 5.1. For a smooth curve γ which is parameterized by its arclength
and does not have inflection points, we have

κ2
γ(�̃γ − �γ) + �̃γ‖σ(γ̇, γ̇)‖2 = κ̃2

γ(�̃γ − �γ) + �γ‖σ(γ̇, γ̇)‖2
= 2κγ

〈
σ(γ̇, γ̇), σ(γ̇, Yγ)

〉
+
〈
(∇̄γ̇σ)(γ̇, γ̇), σ(γ̇, γ̇)

〉
.

(5.1)

For an orthonormal pair (u, v) of tangent vectors of M , we denote by
G(u, v) a family of smooth curves defined by the following condition: A curve
γ : (−ε, ε) → M parameterized by its arclength is an element of G(u, v) if
it does not have inflection points and satisfies the following conditions;

i) γ̇(0) = u and Yγ(0) = v,

ii) the curvature logarithmic derivative at x is preserved by f , (i.e. �̃γ(0) =
�γ(0)).

We consider curvature logarithmic derivatives of such curves. We put

B(u, v) :=
{
�γ(0)

∣∣ γ ∈ G(u, v)
}
,

B(u) :=
⋃{B(u, v)

∣∣ v is a unit vector orthogonal to u
}
.

We can characterize isotropic immersions by the property that some cur-
vature logarithmic derivatives are preserved.

Theorem 5.1. An isometric immersion f : M → M̃ is isotropic at a
point x ∈ M if and only if B(u, v) ∩ B(u,−v) �= φ for every orthonormal
pair (u, v) ∈ TxM × TxM of tangent vectors.

Theorem 5.2. An isometric immersion f : M → M̃ is geodesic at a point
x ∈M if and only if the following two conditions hold :

i) B(u, v)∩B(u,−v) �= φ for every orthonormal pair (u, v) ∈ UxM×UxM ,
ii) B(u) contains at least two distinct numbers for every u ∈ UxM .

If we restrict ourselves on Kähler immersions between Kähler manifolds,
we can weaken the conditions. We put

Bc(u) :=
{
�γ(0)

∣∣ γ ∈ G(u, Ju) ∪ G(u,−Ju)
}
.

Theorem 5.3. A Kähler isometric immersion f : M → M̃ is geodesic at x
if and only if the set Bc(u) contains at least two distinct numbers for every
unit tangent vector u ∈ UxM .
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6. Veronese embeddings

As an application of Theorem 5.1, we can characterize Veronese embed-
dings. We define a Kähler full isometric immersion fk : CPn(c̃/k) →
CPN (c̃) of a complex projective space of constant holomorphic sectional
curvature c̃/k into a complex projective space of holomorphic sectional
curvature c̃ by

[zi]0≤i≤n �→
[√

k!/(k0! · · ·kn!) zk00 · · · zkn
n

]
k0+···+kn=k

,

where N = N(n, k) := (n + k)!/(n!k!) − 1 and [∗] denotes homogeneous
coordinates. We call this the k-th Veronese embedding. It is well-known
that it is constant isotropic with isotropy constant λf ≡ c̃(k − 1)/(2k).
We denote by Mn(c̃; C) a complex space form of constant holomorphic sec-
tional curvature c̃, which is a complex projective space CPn(c̃), a complex
Euclidean space Cn and a complex hyperbolic space CHn(c̃) according to
c̃ is positive, zero and negative.

Theorem 6.1. Let f : M → MN (c̃; C) be a non-totally geodesic Kähler
isometric full immersion of a Kähler manifold M of complex dimension
n ≥ 2. Then the following conditions are equivalent :

1) There is a positive integer k satisfying that N = N(n, k), the ambient
space MN (c̃; C) is CPN (c̃), the submanifold M is locally congruent to
CPn(c̃/k) and f is locally equivalent to the k-th Veronese embedding fk ;

2) For every orthonormal pair (u, v) of tangent vectors of M , we have
B(u, v) ∩ B(u,−v) �= ∅.

Since every holomorphic curve on MN (c̃; C) is isotropic, the same result
does not hold when n = 1. But we can say the following (c.f. [2]):

Proposition 6.1. Let f : M → CPN (c̃) be a full isometric immersed
holomorphic curve. The set B(u, Ju) ∩ B(u,−Ju) contains zero for every
u ∈ UM if and only if there is a positive integer k satisfying that N =
N(1, k), the submanifold M is locally congruent to CP 1(c̃/k) and f is locally
equivalent to fk.

We should note that in these results in this section we only need the
ambient space only to be of constant holomorphic sectional curvature.
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KÄHLER MANIFOLDS WITH NORDEN METRIC

M. TEOFILOVA

Faculty of Mathematics and Informatics, University of Plovdiv,
236 Bulgaria Blvd., Plovdiv 4003, Bulgaria

E-mail: mar@gbg.bg

An example of a four-dimensional conformal Kähler manifold with Norden
metric is constructed on a Lie group. The form of the curvature tensor is
obtained and the isotropic-Kähler properties of the manifold are studied.

Introduction

Almost complex manifolds with Norden metric are originally introduced
in [7] as generalized B-manifolds. These manifolds are classified into eight
classes in [3], and equivalent characteristic conditions for each of the classes
are obtained in [4]. Examples of the basic classes of the integrable almost
complex manifolds with Norden metric are given in [1]. An example of the
only basic class of the considered manifolds with a non-integrable almost
complex structure is introduced in [6].

In this paper we present an example of a four-dimensional conformal
Kähler manifold with Norden metric which is obtained by constructing a
four-parametric family of Lie algebras. We obtain the form of the curva-
ture tensor and we study the conditions the given manifold to be isotropic
Kählerian.

1. Almost complex manifolds with Norden metric

Let (M,J, g) be a 2n-dimensional almost complex manifold with Norden
metric, i.e. J is an almost complex structure and g is a metric on M such
that

J2X = −X, g(JX, JY ) = −g(X,Y ) (1)

for all differentiable vector fields X , Y on M , i.e. X,Y ∈ X(M).
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The associated metric g̃ of g, given by g̃(X,Y ) = g(X, JY ), is a Norden
metric, too. Both metrics are necessarily neutral, i.e. of signature (n, n).

Further, X,Y, Z,W (x, y, z, w, respectively) will stand for arbitrary dif-
ferentiable vector fields on M (vectors in TpM , p ∈M , respectively).

If ∇ is the Levi-Civita connection of the metric g, the tensor field F

of type (0, 3) on M is defined by F (X,Y, Z) = g ((∇XJ)Y, Z) and has the
following symmetries

F (X,Y, Z) = F (X,Z, Y ) = F (X, JY, JZ). (2)

Let {ei} (i = 1, 2, . . . , 2n) be an arbitrary basis of TpM at a point p
of M . The components of the inverse matrix of g are denoted by gij with
respect to the basis {ei}. The Lie forms θ and θ∗ associated with F , and
the Lie vector Ω, corresponding to θ, are defined by, respectively

θ(z) = gijF (ei, ej, z), θ∗ = θ ◦ J, θ(z) = g(z,Ω). (3)

The Nijenhuis tensor field N is given as N(X,Y ) = [JX, JY ]− [X,Y ]−
J [JX, Y ] − J [X, JY ]. It is known that the almost complex structure J is
complex, if and only if N = 0 ([8]).

A classification of the almost complex manifolds with Norden metric is
introduced in [3], where eight classes of these manifolds are characterized
according to the properties of F . The three basic classes and the class
W1 ⊕W2 of the complex manifolds with Norden metric are given by:

W1 : F (X,Y, Z) =
1

2n
[
g(X,Y )θ(Z) + g(X,Z)θ(Y )

+ g(X, JY )θ(JZ) + g(X, JZ)θ(JY )
]
;

W2 : F (X,Y, JZ) + F (Y, Z, JX) + F (Z,X, JY ) = 0, θ = 0;

W3 : F (X,Y, Z) + F (Y, Z,X) + F (Z,X, Y ) = 0;

W1 ⊕W2 : F (X,Y, JZ) + F (Y, Z, JX) + F (Z,X, JY ) = 0.

(4)

The classW0 of the Kähler manifolds with Norden metric is given by F = 0.
Let R be the curvature tensor of ∇, i.e. R(X,Y )Z = ∇X∇Y Z −

∇Y∇XZ −∇[X,Y ]Z and R(X,Y, Z,W ) = g (R(X,Y )Z,W ).
The Ricci tensor ρ and the scalar curvatures τ and

∗
τ of R are given by:

ρ(y, z) = gijR(ei, y, z, ej), τ = gijρ(ei, ej),
∗
τ = gijρ(ei, Jej). (5)

It is well known that the Weyl tensor W on a 2n-dimensional pseudo-
Riemannian manifold (2n ≥ 4) is determined by

W = R− 1
2n− 2

{
ψ1(ρ)− τ

2n− 1
π1

}
, (6)
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where

ψ1(ρ)(X,Y, Z,W ) = g(Y, Z)ρ(X,W )− g(X,Z)ρ(Y,W )

+ g(X,W )ρ(Y, Z)− g(Y,W )ρ(X,Z),

π1(X,Y, Z,W ) = g(Y, Z)g(X,W )− g(X,Z)g(Y,W ).

(7)

The Weyl tensor vanishes if and only if the manifold is conformally flat.
Let α = {x, y} be a non-degenerate two-plane spanned by the vectors

x, y ∈ TpM , p ∈M . Then, the sectional curvature of α is given by:

ν(α; p) =
R(x, y, y, x)
π1(x, y, y, x)

. (8)

We consider the following basic sectional curvatures in TpM with respect
to the structures J and g: holomorphic sectional curvatures if Jα = α and
totally real sectional curvatures if Jα ⊥ α with respect to g.

The square norm ‖∇J‖2 of ∇J is introduced in [5] by

‖∇J‖2 = gijgklg
(
(∇eiJ)ek, (∇ejJ)el

)
. (9)

Then, the definition of F , (2) and (9) imply

‖∇J‖2 = gijgklgpqFikpFjlq , Fikp = F (ei, ek, ep). (10)

Definition 1.1 ([6]). An almost complex manifold with Norden metric,
satisfying the condition ‖∇J‖2 = 0, is said to be isotropic Kählerian.

It is known ([9]) that the curvature tensor R on any almost complex
manifold with Norden metric satisfies the identity

(∇XF ) (Y, Z, JW )−(∇Y F ) (X,Z, JW ) = R(X,Y, Z,W )+R(X,Y, JZ, JW ).
(11)

Further, by (2) and (3) we obtain the following properties:

(∇XF )(Y, Z,W ) = (∇XF )(Y,W,Z);

(∇XF )(Y, JZ,W ) = −(∇XF )(Y, Z, JW )− g((∇XJ)Z, (∇Y J)W )

− g((∇XJ)W, (∇Y J)Z);

(∇Xθ∗)Y = (∇Xθ)JY + F (X,Y,Ω);

θ(Ω) = gikgjlg((∇eiJ)ek, (∇ejJ)el).

(12)

Let us denote
∗∗
τ = gilgjkR(ei, ej , Jek, Jel). If R is a Kähler tensor, i.e.

if R(X,Y, JZ, JW ) = −R(X,Y, Z,W ), we have
∗∗
τ = −τ .

Let (M,J, g) be in W1 ⊕W2. Then, by (4) and (9) we get

2gilgjkg
(
(∇eiJ)ek, (∇ejJ)el

)
= ‖∇J‖2. (13)
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Theorem 1.1. On a complex manifold with Norden metric it is valid

τ +
∗∗
τ + θ(Ω)− 2div(JΩ) =

1
2
‖∇J‖2, (14)

where div(JΩ) = ∇iJ ikΩk.

Proof. By the properties (12), from (11) we obtain

(∇XF )(Y, Z, JW ) + (∇Y F )(X,W, JZ) + g((∇XJ)Z, (∇Y J)W )

+ g((∇XJ)W, (∇Y J)Z) = R(X,Y, Z,W ) +R(X,Y, JZ, JW ).
(15)

Then, taking into account (12), (13) and ∇g = 0, the total trace of (15)
implies (14).

It has been proved that on aW1-manifold with Norden metric it is valid

‖∇J‖2 =
2
n
θ(Ω) ([10]). Then, Theorem 1.1 induces

Corollary 1.1. On a W1-manifold with Norden metric we have

τ +
∗∗
τ − 2div(JΩ) = −n− 1

2
‖∇J‖2. (16)

The equality (16) and Definition 1.1 immediately imply

Corollary 1.2. A W1-manifold with Norden metric is isotropic Kählerian
if and only if τ +

∗∗
τ = 2div(JΩ).

Further, let us consider the class W2. By (4) and (14) it follows

Corollary 1.3. On a W2-manifold with Norden metric it is valid

2
(
τ +

∗∗
τ
)

= ‖∇J‖2. (17)

Then, Corollary 1.3 and Definition 1.1 give rise to

Corollary 1.4. A W2-manifold with Norden metric is isotropic Kählerian
if its curvature tensor R is Kählerian.

2. A Lie group as a four-dimensional conformal Kähler
manifold with Norden metric

Let g be a real four-dimensional Lie algebra corresponding to a real con-
nected Lie group G. If {X1, X2, X3, X4} is a global basis of left invariant
vector fields on G and [Xi, Xj ] = CkijXk, then the Jacobi identity is valid:

CkijC
l
ks + CkjsC

l
ki + CksiC

l
kj = 0. (18)
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We define an almost complex structure on G by the conditions:

JX1 = X3, JX2 = X4, JX3 = −X1, JX4 = −X2. (19)

Let us consider the left-invariant metric given by

g(X1, X1) = g(X2, X2) = −g(X3, X3) = −g(X4, X4) = 1,

g(Xi, Xj) = 0 for i �= j.
(20)

The introduced metric is Norden because of (19). Hence the induced 4-
dimensional manifold (G, J, g) is an almost complex manifold with Norden
metric.

It is known ([2]) that an almost complex structure J on a Lie group G

is said to be abelian if

[JX, JY ] = [X,Y ] for al X,Y ∈ g. (21)

From (21) we derive that the Nijenhuis tensor vanishes on g, i.e. J is a com-
plex structure. Thus, (G, J, g) is a complex manifold with Norden metric.

The well-known equality

2g(∇XY, Z) = Xg(Y, Z) + Y g(X,Z)− Zg(X,Y )

+ g([X,Y ], Z) + g([Z,X ], Y ) + g([Z, Y ], X)
(22)

implies

2F (Xi, Xj , Xk) = g([Xi, JXj ]− J [Xi, Xj ], Xk)

+ g([Xk, JXi]− [JXk, Xi], Xj) + g(J [Xk, Xj]− [JXk, Xj], Xi).
(23)

Let (G, J, g) be a W1-manifold. Then, by (3), (4), (21) and (23) we get

Lemma 2.1. If (G, J, g) is a four-dimensional W1-manifold, admitting an
Abelian complex structure, the Lie algebra g of G is given by:

C1
13 = C2

14 − C4
12, C

2
13 = C3

12 − C1
14, C

3
13 = C2

12 + C4
14, C

4
13 = −C1

12 − C3
14,

C1
24 = −C4

12 − C2
14, C

2
24 = C3

12 + C1
14, C

3
24 = C2

12 − C4
14, C

4
24 = C3

14 − C1
12,

(24)
where Ckij ∈ R (i, j, k = 1, 2, 3, 4) must satisfy the Jacobi identity (18).

One solution to the equations (18) and (24) is the four-parametric family
of Lie algebras g defined by

[X1, X4] = [X2, X3] = λ1X1 + λ2X2 + λ3X3 + λ4X4,

[X1, X3] = −[X2, X4] = λ2X1 − λ1X2 + λ4X3 − λ3X4,
(25)

where λi ∈ R (i = 1, 2, 3, 4). Thus, by (25) we obtain a four-parametric
family of four-dimensional W1-manifolds with Norden metric.
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It has been proved that if a Lie algebra admits an abelian complex struc-
ture, then it is solvable ([2]). Therefore, the Lie algebras (25) are solvable.

By (20), (22) and (25) we obtain the non-zero components of the Levi-
Civita connection of (G, J, g):

∇X1X1 = ∇X2X2 = λ2X3 + λ1X4, ∇X3X3 = ∇X4X4 = −λ4X1 − λ3X2,

∇X1X3 = ∇X4X2 = λ2X1 − λ3X4, ∇X1X4 = −∇X3X2 = λ1X1 + λ3X3,

∇X2X4 = ∇X3X1 = λ1X2 − λ4X3, ∇X2X3 = −∇X4X1 = λ2X2 + λ4X4.
(26)

Then, by (19), (20) and (23) we get the following essential non-zero com-
ponents Fijk = F (Xi, Xj, Xk) of the tensor F :

1
2
F222 = F112 = F314 = λ1,

1
2
F111 = F212 = −F414 = λ2,

1
2
F422 = −F114 = F312 = −λ3,

1
2
F311 = F214 = F412 = −λ4.

(27)

Having in mind (1), (3) and (27), we compute the components θi = θ(Xi)
and θ∗i = θ∗(Xi) of the Lie forms θ and θ∗, respectively:

θ1 = −θ∗3 = 4λ2, θ2 = −θ∗4 = 4λ1, θ3 = θ∗1 = 4λ4, θ4 = θ∗2 = 4λ3. (28)

A W1-manifold with closed forms θ and θ∗ is called a conformal Kähler
manifold with Norden metric. The subclass of these manifolds is denoted by
W0

1 . Such manifolds are conformally equivalent to Kähler manifolds ([1]).
We establish that the Lie form θ∗ is closed on (G, J, g). Thus, we have

Proposition 2.1. The manifold (G, J, g) is conformal Kählerian if and
only if the Lie form θ is closed, i.e. if and only if one of the conditions
holds: λ1 = λ4, λ2 = −λ3 or λ1 = −λ4, λ2 = λ3.

Next, by (2), (10) and (27) we get the square norm of ∇J

‖∇J‖2 = 16(λ2
1 + λ2

2 − λ2
3 − λ2

4). (29)

Proposition 2.2. The manifold (G, J, g) is isotropic Kählerian if and only
if the condition λ2

1 + λ2
2 − λ2

3 − λ2
4 = 0 holds.

Taking into account (20) and (26), we compute the non-zero components
Rijkl = R(Xi, Xj, Xk, Xl) of the curvature tensor R as follows:
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R1221 = λ2
1 + λ2

2, R1331 = λ2
4 − λ2

2, R1441 = λ2
4 − λ2

1,

R2332 = λ2
3 − λ2

2, R2442 = λ2
3 − λ2

1, R3443 = −λ2
3 − λ2

4,

R1341 = R2342 = −λ1λ2, R2132 = −R4134 = −λ1λ3,

R1231 = −R4234 = λ1λ4, R2142 = −R3143 = λ2λ3,

R1241 = −R3243 = −λ2λ4, R3123 = R4124 = λ3λ4.

(30)

Let us denote ρij = ρ(Xi, Xj). Then, by (1), (5) and (30) we obtain the
components of the Ricci tensor ρ:

ρ11 = 2(λ2
1 + λ2

2 − λ2
4), ρ12 = −2λ3λ4, ρ23 = 2λ1λ4,

ρ22 = 2(λ2
1 + λ2

2 − λ2
3), ρ13 = −2λ1λ3, ρ24 = −2λ2λ4,

ρ33 = 2(λ2
4 + λ2

3 − λ2
2), ρ14 = 2λ2λ3, ρ34 = −2λ1λ2,

ρ44 = 2(λ2
4 + λ2

3 − λ2
1).

(31)

By (26) and (31) we get (∇Xiρ)(Xj , Xk) = 0 for all i, j, k = 1, 2, 3, 4.

Proposition 2.3. The manifold (G, J, g) is Ricci-symmetric.

Next, by (1), (5) and (31) we obtain the the scalar curvatures as:

τ = 6(λ2
1 + λ2

2 − λ2
3 − λ2

4),
∗
τ = −4(λ1λ3 + λ2λ4). (32)

Then, (32), Propositions 2.1 and 2.2 imply

Proposition 2.4. The considered manifold (G, J, g) has the properties:
(i) (G, J, g) is isotropic Kählerian if and only if τ = 0;

(ii) (G, J, g) is conformal Kählerian if and only if τ =
∗
τ = 0.

Let us consider the Weyl tensor of (G, J, g). Taking into account (6),
(7), (30), (31) and (32), we get Wijkl = 0 for all i, j, k, l = 1, 2, 3, 4.

Proposition 2.5. The Weyl tensor of (G, J, g) vanishes. Thus, the curva-

ture tensor has the form R =
1
2

{
ψ1(ρ)− τ

3
π1

}
.

By Propositions 2.4 and 2.5 we obtain

Proposition 2.6. If (G, J, g) is a conformal Kähler manifold, then its cur-

vature tensor has the form R =
1
2
ψ1(ρ).

Further, (7), ∇g = 0, Propositions 2.3 and 2.5 imply

Proposition 2.7. The manifold (G, J, g) is locally symmetric, i.e. ∇R = 0.

Let us consider the characteristic two-planes αij spanned by the basic
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vectors {Xi, Xj} at an arbitrary point of the manifold: totally real two-
planes: α12, α14, α23, α34 and holomorphic two-planes: α13, α24.

Then, by (7), (8), (20) and (30) we obtain

ν(α12) = λ2
1 + λ2

2, ν(α13) = λ2
2 − λ2

4, ν(α14) = λ2
1 − λ2

4,

ν(α23) = λ2
2 − λ2

3, ν(α24) = λ2
1 − λ2

3, ν(α34) = −λ2
3 − λ2

4.
(33)

Proposition 2.8. If (G, J, g) is of vanishing holomorphic sectional curva-
tures, then it is isotropic Kählerian.

Finally, Propositions 2.2, 2.4 and 2.5 induce

Theorem 2.1. The following conditions are equivalent:

(i) (G, J, g) is isotropic Kählerian;
(ii) the condition λ2

1 + λ2
2 − λ2

3 − λ2
4 = 0 holds;

(iii) the scalar curvature τ vanishes;
(iv) the curvature tensor has the form R =

1
2
ψ1(ρ).
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We construct new singular solutions to a matrix Riemann-Hilbert problem
by making use of the equivalence between it and the inverse scattering prob-
lem. The Riemann-Hilbert problem under consideration allows to solve N-wave
systems related to orthogonal algebras and possesing Z2 × Z2 reductions. The
method we apply is a special type of an auto-Bäcklund transformation, namely
the dressing Zakharov-Shabat method.

Keywords: Dressing procedure; Riemann-Hilbert problem; N-wave equations
with reductions.

1. Preliminaries

1.1. Bäcklund transformations and inverse scattering

method

One of the basic and fruitful concepts in the modern theory of integrable
systems is the notion of a transformation which allows one to generate
new solutions of a nonlinear evolution equation (NLEE) starting from a
known one. Originally introduced by A. V. Bäcklund at the end of 19-th
century when he studied surfaces with a constant negative Gaussian cur-
vature (for more detailed information on this interesting topic we recom-
mend the books [1]). This transformation bears now his name — Bäcklund
transformation (BT). Roughly speaking the Bäcklund transformation is a
map which transforms a solution q of a differential equation order into a
solution of another differential equation. An example of a Bäcklund trans-
formation is the well known Miura transformation which maps a solution
of the modified Korteveg-de Vries equation into a solution of Korteveg-de
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Vries equation.
An important subclass of BT relates to the situation when a given solu-

tion of a NLEE is transformed into another solution of the same NLEE (in
this case they usually talk of an auto-Bäcklund transformation). A common
particular case of an auto-BT occurs when NLEE admits a Lax represen-
tation

Lψ(x, t, λ) := (i∂x + [J, q(x, t)] − λJ)ψ(x, t, λ) = 0, (1)

Mψ(x, t, λ) := (i∂t + V (q(x, t), λ))ψ(x, t, λ) = 0, (2)

i.e. NLEE for q(x, t) is equivalent to the formal integrability condition for
the linear systems (1) and (2) which holds identically with respect to the
spectral parameter λ. The class of auto-BT related to such type of NLEE
is derived in [2,3]. We shall restrict ourselves with vanishing boundary con-
ditions, i.e. limx→±∞ q(x, t) = 0 is fulfilled. In addition, we assume that
U(x, t, λ) and V (x, t, λ) belong to a certain semisimple Lie algebra g and
J is a constant, real and regular element of its Cartan sublagebra h ⊂ g

(hence the fundamental solution ψ(x, t, λ) is an element of its Lie group G).

Example 1.1. Let V (x, t, λ) := [I, q(x, t)]−λI and I is a constant element
of h. Then NLEE looks as follows

i[J, qt(x, t)]− i[I, qx(x, t)] + [[I, q], [J, q]](x, t) = 0.

For every choice of g, J and I one obtains an N -wave equation. Such type
of equations occurs in nonlinear optics [4], differential geometry [5] etc.�

Let ψ0(x, t, λ) be a fundamental set of solutions of the linear problem

i∂xψ0(x, t, λ) + ([J, q0(x, t)] − λJ)ψ0(x, t, λ) = 0,

i∂tψ0(x, t, λ) + (V0(q0(x, t), λ))ψ0(x, t, λ) = 0.

generated by some known solution q0(x, t). Then construct another funda-
mental solution ψ(x, t, λ) = g(x, t, λ)ψ0(x, t, λ) of (1)–(2) by using a special
transformation g(x, t, λ). This transformation is called a dressing factor and
as an immediate consequence of its definition it follows that it satisfies the
linear system

i∂xg(x, t, λ) + [J, q(x, t)]g(x, t, λ) − g(x, t, λ)[J, q0(x, t)]− λ[J, g(x, t, λ)] = 0,

i∂tg(x, t, λ) + V (x, t, λ)g(x, t, λ) − g(x, t, λ)V0(x, t, λ) = 0.

One possible ansatz for g(x, t, λ) proposed by Zakharov and Shabat reads

g(x, t, λ) = 1 +
A(x, t)
λ− λ+

+
B(x, t)
λ− λ− .
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The auto-Bäcklund transformation can be represented by using the diagram

q0(x, t) → ψ0(x, t, λ)
g→ ψ(x, t, λ) → q(x, t).

In particular if we start from the trivial solution q0(x, t) ≡ 0 we will obtain
the 1-soliton solution.

Zakharov and Shabat [6] proposed a purely algebraic method for con-
struction of the dressing factor by using so-called fundamental analytic
solutions (FAS) of the linear problem (1)–(2). The concept of FAS was
originally introduced by Shabat [7]. One can prove that the constraints
on J and q(x, t) (zero boundary conditions) result in existence of FAS
χ+(x, t, λ) (resp. χ−(x, t, λ)) with analytical properties in the upper half
plane C+ (resp. the lower half plane C−). There is a standard procedure to
derive FAS starting from Jost solutions. Jost solutions ψ±(x, t, λ) are de-
fined for λ ∈ R as fundamental solutions whose assymptotics for x → ±∞
are just plane waves

lim
x→±∞ψ±(x, t, λ)ei(λJx−f(λ)t) = 1, f(λ) := lim

x→±∞V (x, t, λ). (3)

In the case of N wave equations we have f(λ) = −λI. The transition
matrix T (λ) = ψ−1

+ (x, t, λ)ψ−(x, t, λ) bears the name a scattering matrix.
Thus using Gauss decomposition of the scattering matrix, namely

T (λ) = T∓(λ)D±(λ)(S±(λ))−1

where S+(λ) and T+(λ) (resp. S−(λ) and T−(λ)) are upper (resp. lower)
triangular with unit diagonal elements, while the matrices D+(λ) and
D−(λ) are diagonal, one can derive that

χ±(x, t, λ) = ψ−(x, t, λ)S±(λ) = ψ+(x, t, λ)T∓(λ)D±(λ).

Let ψ±,0(x, t, λ) be Jost solutions of the ”bare” linear problem, i.e.
that one corresponding to q0(x, t). Then the dressing procedure affects
ψ±,0(x, t, λ) in the follows way

ψ±(x, t, λ) = g(x, t, λ)ψ0,±(x, t, λ)g−1
± (λ), g±(λ) := lim

x→±∞ g(x, t, λ).

The factor g±(λ) guarranties that ψ±(x, t, λ) have the proper assymptotics
(3). It can be checked that the bare scattering matrix T0(λ) and the bare
FAS χ±

0 (x, t, λ) transform into

T (λ) = g+(λ)T0(λ)g−1
− (λ), χ±(x, t, λ) = g(x, t, λ)χ±

0 (x, t, λ)g−1
− (λ).

A very important role in the theory of integrable systems is played by the
so-called reduction group originally introduced by Mikhailov [8]. Let GR be
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a discrete group acting on G by group automorphisms and on the complex
plane of the spectral parameter by conformal transformations. The induced
action Kh of the group GR on the set of fundamental solutions {ψ(x, t, λ)}
of the linear problem reads

Kh : χ(x, t, λ) �→ χ̃(x, t, kh(λ)) = Kh(χ(x, t, λ)),

where Kh ∈ Aut(G) for any h ∈ GR. We require that {ψ(x, t, λ)} stays
invariant under this action. The dressing factor g(x, t, λ) must be invariant
under the action of GR, i.e.

Kh

(
g(x, t, k−1(λ))

)
= g(x, t, λ).

The imposed requirements lead to certain symmetry conditions for
U(x, t, λ) and V (x, t, λ). Hence GR reduces the number of independent fields
(components of q(x, t)) in NLEE and that is why it bears the name a re-
duction group. Many integrable equations are derived by imposing certain
reduction on them.

1.2. Riemann-Hilbert problem

One of the classical problems in the theory of analytic functions is the prob-
lem for analytic factorization of a function known also as a local Riemann-
Hilbert problem (RHP). It reads: let γ ⊂ C is a smooth, closed curve,
G : C → GL(n) is an analytic function on γ, then we are searching for
matrix-valued functions ψin and ψout analytic on Din and Dout respec-
tively and satisfying

ψout(λ) = ψin(λ)G(λ), ∀λ ∈ γ.
If ψin(λ) and ψout(λ) are solutions then Cψin(λ) and Cψout(λ) (C is a
constant element of GL(n)) are solutions too. Thus to ensure the uniqueness
of the solution we have to impose a normalization. One common possibility
is the normalization limλ→∞ ψout(λ) = 1 which is called canonical.

If detψ(λ) has poles in the λ-plane then the solution ψ is called a
singular solution, otherwise (i.e. detψ(λ) �= 0, ∀λ ∈ D ⊂ C) it is a regular
one.

It has been shown (see [6,7]) that there exists a deep connection between
RHP and the inverse scattering method. In order to illustate this let us
introduce another set of FAS η±(x, t, λ) := χ±(x, t, λ)ei(λJx−f(λ)t). Then it
can be easily checked that

η+(x, t, λ) = η−(x, t, λ)G(x, t, λ),
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where

G(x, t, λ) = e−i(λJx−f(λ)t)(S−(λ))−1S+(λ)ei(λJx−f(λ)t),

i.e. η±(x, t, λ) are solutions of RHP (γ ≡ R). It turns out [6] that the
opposite holds true as well, namely

Theorem 1.1 (Zakharov-Shabat). If η±(x, t, λ) are solutions of RHP
with a sewing function G(x, t, λ) satisfying

i∂xG(x, t, λ) − λ[J,G(x, t, λ)] = 0,

i∂tG(x, t, λ) + [f(λ), G(x, t, λ)] = 0,

then η±(x, λ) are FAS for the linear problem.

Let η±0 (x, t, λ) be known solutions of RHP (for example, they can be
regular ones). Then we are able to obtain new singular solutions just by
dressing η±0 (x, t, λ) as follows

η±0 (x, t, λ) �→ η±(x, t, λ) = g(x, t, λ)η±0 (x, t, λ)g−1
− (λ). (4)

2. Singular solutions of RHP with additional symmetries

In this section we will outline a method to obtain singular solutions to RHP
in the case when they take values in the orthogonal group SO(n,C) and
represent FAS to a Z2 × Z2 reduced linear problem. This problem corre-
sponds to the problem for calculating the quadruplet soliton solutions to a
Z2 × Z2-reduced N -wave equation related to orthogonal algebras which is
discussed by the authors in [9]. Our work represents an conceptual continu-
ation of the works [10,11] where the Z2 reductions and the soliton solutions
of N wave equations are studied in detail. We are modifying the methods
proposed in [12,13].

We recall that SO(m,C) is the group of all isometries in the complex
vector space C

m with a metric S and the Lie algebra of its generators is
defined by

so(m,C) :=
{
c ∈ End(Cm)

∣∣ cTS + Sc = 0
}
.

For the sake of convenience we shall use a basis in Cm such that S reads

S =
n∑
k=1

(−1)k−1(Ek,2(n+1)−k + E2(n+1)−k,k) + (−1)nEn+1,n+1,

for so(2n+ 1)

S =
n∑
k=1

(−1)k−1(Ek,2n+1−k + E2n+1−k,k), for so(2n),
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where (Ekl)pq = δkpδlq is the Weyl basis. Hence the Cartan subalgebra
h ⊂ so(n) consists of diagonal matrices in the form

h = {J = diag(J1, . . . , Jn, 0,−Jn, . . . ,−J1)}, for so(2n+ 1),

h = {J = diag(J1, . . . , Jn,−Jn, . . . ,−J1)}, for so(2n).

Let it be given the following action of the group Z2 × Z2 on FAS

χ−(x, t, λ) = K1

(
(χ+)†(x, t, λ∗)

)−1
K−1

1

χ−(x, t, λ) = K2

(
(χ+)T (x, t,−λ)

)−1
K−1

2 .

K1 andK2 belong to the Cartan subgroup of SO(n) and obey the restriction
K2

1 = K2
2 = 1. As a consequence of that reduction the potential U(x, t, λ)

satisfies the following symmetry conditions

K1U
†(x, t, λ∗)K−1

1 = U(x, t, λ), K2U
T (x, t,−λ)K−1

2 = −U(x, t, λ).

The dressing factor g(x, t, λ) must be Z2 × Z2-invariant, i.e.

K1

(
g†(x, t, λ∗)

)−1
K−1

1 = g(x, t, λ), K2

(
gT (x, t,−λ)

)−1
K−1

2 = g(x, t, λ),

that is why we choose it in the form

g(x, t, λ) = 1 +
A(x, t)
λ− λ+

+
K1SA

∗(x, t)(K1S)−1

λ− (λ+)∗

− K2SA(x, t)(K2S)−1

λ+ λ+
− K1K2A

∗(x, t)(K1K2)−1

λ+ (λ+)∗
,

(5)

where λ+ = µ + iν lies into the upper half plane C+ and the matrix-
valued function A(x, t) is to be found. The requirement for orthogonality
of g(x, t, λ) (i.e. g−1 = S−1gTS) leads to certain algebraic conditions for
A(x, t), namely

A(x, t)SAT (x, t) = 0, A(x, t)SωT (x, t) + ω(x, t)SAT (x, t) = 0. (6)

The factor ω(x, t) is defined by following expression

ω(x, t) := 1− K2SA(x, t)SK2

2λ+
+
K1SA

∗(x, t)SK1

2iν
− K1K2A

∗(x, t)K2K1

2µ
.

From the first algebraic condition in (6) it follows that A(x, t) is degenerate.
Therefore it can be presented as a product of two rectangular n × k ma-
trices X(x, t) and FT (x, t). In terms of these matrix factors the algebraic
restrictions (6) read

FT (x, t)SF (x, t) = 0, ω(x, t)SF (x, t) = X(x, t)α(x, t),

where α is a k × k skew-symmetric matrix.
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Another type of constraints occurs as an effect of the natural prerequisite
for λ-independence of the ”dressed” solution q(x, t). These constraints are
equivalent to some linear differential equations for F (x, t) and α(x, t) which
after solving them lead to

α(x, t) = FT0 (χ+
0 (x, t, λ+))−1∂λχ

+
0 (x, t, λ+)SF0 + α0,

F (x, t) =
((
χ+

0

)T (x, t, λ+)
)−1

F0, F0 = const, α0 = const.

In the soliton case when χ+
0 (x, t, λ) = e−iλ(Jx+It) this result turns into

F (x, t) = eiλ
+(Jx+It)F0, α(x, t) = iFT0 (Jx+ It)SF0 + α0.

To find the factor X(x, t) we derive the auxiliary linear system shown
below

(
SF, SG, SH, SN

)
(x, t) =

(
X, Y, Z, W

)
α a b c

a α c b

b∗ c∗ α∗ a∗

c∗ b∗ a∗ α∗

 (x, t).

The extra entities above are defined as follows

Y (x, t) := K2SX(x, t), Z(x, t) := K1SX
∗(x, t),

W (x, t) := K1K2X
∗(x, t), G(x, t) := K2SF (x, t),

H(x, t) := K1SF
∗(x, t), N(x, t) := K1K2F

∗(x, t),

a(x, t) :=
FTSG

2λ+
(x, t), b(x, t) :=

FTSH

2iν
(x, t),

c(x, t) :=
FTSN

2µ
(x, t).

In the simplest case possible when rank(X) = rank(F ) = 1 (i.e. α(x, t) ≡ 0)
we have 

SF

SG

SH

SN

 (x, t) =


0 a −b c

a 0 c −b
b c 0 a∗

c b a∗ 0



X

Y

Z

W

 (x, t).

Consequently we obtain that

X =
1
∆

(a∗SG+ bSH − cSN) , ∆ := |a|2 + b2 − c2.
Thus inserting the result for X(x, t) into (5) we can find g(x, t, λ) and after
that construct the singular solution applying formula (4). Repeating the
same procedure, namely dressing the singular solutions of RHP themselves,
we are able to construct another singular solutions and so on.



April 24, 2007 17:34 WSPC - Proceedings Trim Size: 9in x 6in pcsvf2006

334 T. Valchev

3. Conclusion

We have demonstrated an approach to derive new singular solutions to
RHP by using the equivalence between it and the invrse scattering method.
In our case RHP corresponds to N wave equations related to so(m) and
possessing Z2 × Z2 symmetries. To achieve our purpose we have modified
the classical Zakharov-Shabat dressing method. The singular solution we
have obtained that way is tightly connected with the quadruplet to a N

wave system with a Z2×Z2 reduction. The method can be applied also for
the case of symplectic algebras.

Acknowledgement

The author would like to thank prof. Vladimir Gerdjikov for setting the
problem and for the useful discussions.

This work is partially supported by a contract 1410 with the National
Science Foundation of Bulgaria.

References
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