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Preface

The need for more rigorous and systematic research in public administration has grown as the
complexity of problems in government and nonprofit organizations has increased. This book
describes and explains the use of research methods that will strengthen the research efforts of
those solving government and nonprofit problems.

This book is aimed primarily at those studying research methods in masters and doctoral
level coursesin curriculathat concern the public and nonprofit sector. Thus, studentsin programs
in public administration, nonprofit management, criminal justice, nursing, and education, to
mention a few, will be provided detailed information on conceptualizing, planning, and imple-
menting research projects of many different types.

The book is also aimed at consumers of research reports. For example, government execu-
tives who fund research must be able to determine whether the research objectives set out in
the project are properly conceptualized and whether the research methods chosen are appropriate
to the objectives and concepts. This volume will inform such research consumers.

Gerald J. Miller
Marcia L. Whicker
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Introduction

Gerald J. Miller and Marcia L. Whicker
Rutgers University, Newark, New Jersey

The purposes of this handbook are varied and they build on each other. First, it provides a
comprehensive survey of quantitative methods used in public administration research whether
in government administration of public programs or in academic research involving theory-
building and theory-testing. Second, the authors document illustrative past uses of quantitative
methods in public administration. They link scientific quantitative techniques to their uses in
public administration literature and practice in the past and present. Third, the chapters explore
potential emerging uses of quantitative methods in public administration. These chapters illus-
trate to students, faculty and practitioners how various quantitative methods may be used to
help answer emerging theoretical and public policy questions.

The audience for this handbook is multifaceted. First, a primary audience for the handbook
is faculty and academic researchers as well as practitioners who use quantitative methods in
their work, especially to expand the knowledge base of public administration and public policy.
Second, doctoral students will find the book especially suitable for use as a text in methods
seminars and as a reference in other graduate seminars revolving around past and emerging
research problems. Third, Masters of Public Administration program students will have these
chapters for their use in the courses covering research methods and program evaluation in their
programs.

The book has four significant strengths. First, the exposition here contributes to the im-
provement and sophistication of research and research methods used in public administration
research wherever done, in the university, in the public agency, or among consultants and re-
searchers funded by foundations and other such organizations. Second, it stands as a reference
manual for researchers asthey deal with various quandariesin carrying out their various projects.
Third, the chapters expose doctoral students to the wide variety of methodologies available to
them. Finally, we hope that the authors give Masters students an awareness of the variety of
methods available to them as well, but we hope that the chapters provide a high level of comfort
to students in using quantitative methods, whether in understanding work they read or in their
own research. Thus, the revolution of desktop computing has made powerful research methods
readily available to current and future students. This handbook will increase their awareness
and ease in dealing with those methods, both for consuming studies that they use in their jobs
as well in carrying out research projects.

The chapters are grouped in nine main areas:

1. The Big Picture
2. Describing and Measuring Phenomena

MarceL DEkkER, INc.
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2 MILLER AND WHICKER

Data Collection and Manipulation

Research Issues and Design

Association and Testing Hypotheses

Data Across Time

Techniques with Multiple Independent Variables
Modeling

Clustering Techniques

©ooN UKW

Following thisintroduction, Phyllis D. Coontz discusses ‘‘ Ethicsin Systematic Research.”” Her
discussion highlights the real and difficult problems researchers face continually. In the next
chapter, the editors describe ‘‘Levels of Data, Variables, Hypotheses, and Theory.”’

Beginning Part 2 on describing and measuring phenomena, Changhwan Mo explains
““‘Univariate Measures for Directly Measurable Phenomena.”” William M. Bowen and Chieh-
Chen Bowen then outline *‘ Typologies, Indexing, Content Analysis, Meta-Analysis, and Scaling
as Measurement Techniques.”’

Part 3 is devoted primarily to the procedures underlying survey research—data collection
and manipulation. It begins with Donijo Robbins treatment of ‘* Questionnaire Construction.”’
Alana Northrup then describes ** Sampling and Data Collection.”” Finally, Carmine P. F. Scavo
gives useful insight into ‘‘ Constructing Data Sets and Manipulating Data.”’

In Part 4, research issues are discussed, especialy those involving research design. In the
first of these chapters, Nicholas Giannatasio outlines the *‘ Threats to Validity of Research De-
signs.”’ More generally, Vatche Gabrielian thoroughly discusses the alternatives to quantitative
research in ‘*Qualitative Research Methods: An Overview.’

Returning to quantitative research, Part 5 covers association and testing hypotheses. Lead-
ing off, Michael Margolis considers *‘ Statistics for Nominal and Ordinal Data.”’ Beyond these
methods, Carmen Cirincione explicates ‘* Analysis of Variance.”” Finaly, Leslie R. Alm dis-
cusses the appropriate uses of ‘‘Linear Correlation and Regression.”’

Going beyond static pictures of phenomena, the next part looks at data sets collected from
multiple points. Lynn Burbridge first explains the uses and misuses of these data setsin ** Cross-
Sectional, Longitudinal, and Times-Series Data: Uses and Limitations.”” Dan Williams then
describes a major use for these data sets in ‘‘ Forecasting Methods for Serial Data.’’ Finally,
Deidre Mageean outlines ‘‘Demographic Techniques for Cohort Analysis and Population
Trends.”

In situations with multiple independent variables, the next part deals with their manipula-
tion and interpretation. First, Elizabeth A. Graddy explains ‘*Multivariate Regression Analysis
in Public Policy and Administration.”” Then, Mack C. Shelley, Il providesinsight into a specific
case in ‘*Multivariate Techniques for Dichotomous Dependent Variables.”

Of increasing importance, modeling moves center stage in Part 8. In the initia chapter
Evan M. Berman looks at ‘‘ Causal Modeling and Path Analysis.”” Then, Ronald John Hy cast
special light on ** Economic Modeling.”” David Kane then moves into one of the most important
uses of modelsin ‘*Computer Simulation.”” Finally, introducing a new and increasingly impor-
tant technique, Patria D. de Lancer explains ‘‘ Data Envelopment Analysis.”’

In the final part, authors describe data clustering techniques. First, George Julnes surveys
““Principal Component Analysis, Factor Analysis, and Cluster Analysis’’ Then, Steven R.
Brown, Dan Durning, and Sally Coleman Selden take alook at ‘*Q Methodology.’’

The Appendix chapter on *‘Algebra’ is provided by Rina Majumdar.
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2

Ethics in Systematic Research

Phyllis D. Coontz
University of Pittsburgh, Pittsburgh, Pennsylvania

I. OVERVIEW

This chapter focuses on ethical issues that arise in the conduct of social research. Ethical issues
necessarily emerge during the research process because the methods researchers use are intru-
sive—researchers invade peoples’ lives through the questions they ask and by the behavior they
observe. Moreover, in order to do research, social scientists need the cooperation of others—
this is so regardless of the type of research one does (e.g. field work or telephone surveys) or
the setting in which the research is carried out (e.g. in a hospital or business organization). The
relationship between the researcher and the participant of research is fiduciary in nature and is
based on trust. Thus, the researcher has a responsibility to protect the rights of those who agree
to participate in research and participants expect to be treated humanely and ethically. Ethical
research practices require taking the appropriate steps to insure that the rights of participants
are respected and protected.

Although ethics and research go hand in hand, not all researchers act ethically nor are
ethics automatically integrated into the practice of research. Thisis not to suggest that people
are naturally unethical or deliberately act in unethical ways, but rather to stress the complexity
of the research process and its potential to impact the lives of others—either socially, psycholog-
ically, or physically. Since the effects from research may not always be apparent, the good
researcher anticipates the potential consequences from the study. Thus, learning to do good
research not only involves using the appropriate methods to study an issue, but a'so employing
ethical standards throughout the research process.

What is meant by the term ethics? According to Kimmel (1988), ethical issues are moral
issues and both are related to values. When we speak of ethics, we are speaking about the values
we hold (what we deem important or an inalienable condition). Such values are reflected in our
norms and prescribe our behavior, i.e. what is expected and what we consider to be “‘right.”’
Questions about what the ‘‘right thing’’ to do is arise whenever there is uncertainty, ambiguity,
or conflict around our values. Smith (1985) refers to such uncertainty as ethical dilemmas. In
a research context, ethical dilemmas can apply to the conduct of research, the subject matter
of research, the balance between personal goals and professional goals, the decision of whether
or not to investigate a topic, and the uses of research findings (Kimmel, 1988: 33-35).

Ethical dilemmas are related to the goals, processes, and outcomes of social science.
Within this context, three general areas are of concern: the ethical treatment of human subjects,
the ethics of data collection and analysis, and the ethical uses of scientific knowledge (Reese

3
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4 CoONTZ

and Fremouw, 1984). | discuss each of these areas in this chapter. | also review the relevant
federal regulations pertaining to the use of human subjects in research, the role of the IRB
(Institutional Review Board!) at universities and colleges with respect to the use of human
subjects, and highlight various codes of ethics developed in the social science community (see
for example, the American Anthropological Association, 1971; the American Psychological
Association, 1981; the American Sociological Association, 1981; and the National Association
of Social Workers, 1979). The ethical regulations developed by the government provide more
explicit rulesfor ethical conduct than do the codes of professional associations (Gillespie, 1987).
While government regulations are designed to protect society and its members and offer specific
steps to be followed by researchers, professional codes emphasize individual responsibilities
for ethical research and tend to be more abstract. To underscore the range of ethical dilemmas
that can arise in research, | draw upon actual cases that have raised questions, sparked contro-
versy, or led to reform. These cases are not isolated, aberrant, or even exhaustive instances of
ethical dilemmas, but rather areintended as heuristics for examining the sorts of ethical problems
that can arise in the course of doing research and alerting the researcher to the range of potential
ethical dilemmas.

Il. TREATMENT OF HUMAN SUBJECTS

Much of the current debate on ethical research pertains to the treatment of human subjects. The
impetus for this interest can be traced back to the atrocities by the Nazis during World War I1.
These came to light during the Nuremberg Trials when countless abuses committed by doctors
and scientists on humans were revealed. The Nazi’ s human experiments were conducted against
the will of those affected and included such practices as injecting healthy prisoners with various
diseases (e.g., malaria, epidemic jaundice, and spotted fever) and poisons; simulated high alti-
tudes in order to examine the effects; and experimentally inducing wounds (Katz, 1972). The
Nuremberg Trials focused world wide attention on the abuse of human subjects and resulted
in The Nuremberg Code of 1949 which set forth 10 moral, ethical, and legal principles about
medical experimentation on humans (see Box 1). It was The Nuremberg Code that first estab-
lished the concept of ‘‘voluntary consent’’ in human experimentation and has since served as
a model for developing and assessing ethical practices in the social and behaviora sciences.

Box 1: The Nuremberg Code

1. The voluntary consent of the human subject is absolutely essential.

2. The experiment should be such as to yield fruitful results for the good of society,
unprocurable by other methods or means of study, and not random or unnecessary
in nature.

3. The experiment should be so designed and based on [previous research] that the
anticipated results will justify performance of the experiment.

4. The experiment should be so conducted as to avoid al unnecessary physical and
mental suffering and injury.

5. No experiment should be conducted where there is an a priori reason to believe that
death or disabling injury will occur, except perhaps, in those experiments where the
experimental physicians also serve as subjects.

6. Thedegree of risk to be taken should never exceed that determined by the humanitar-
ian importance of the problem to be solved by the experiment.

MarceL DEkkER, INc.
270 Madison Avenue, New York, New York 10016

Copyright © Marcel Dekker, Inc. All rights reserved.

)



ETHICS IN SYSTEMATIC RESEARCH 5

7. Proper preparations should be made and adequate facilities provided to protect the

experimental subject against even remote possibilities of injury, disability, or death.

The experiment should be conducted only by scientifically qualified persons.

During the course of the experiment the human subject should be at liberty to bring

the experiment to an end.

10. During the course of the experiment the scientist in charge must be prepared to
terminate the experiment if . . . continuation of the experiment is likely to result in
injury, disability, or death of the experimental subject (1949: 181-182).

© ©

The importance we attach to the treatment of human subjects is related to the value that
our culture attaches to the rights of individuals. We expect those who participate in research
will be treated with respect and protected from harm. Despite the high value we attach to individ-
ual rights and federal regulations and various professional codes of conduct intended to guide
researcher conduct, we regularly learn of new instances of unethical research practices. An
obvious safeguard against this is to be attuned to the ethical implications of one's research.

The first exposure the novice researcher is likely to have with ethical issues is in the
course of doing research for athesis or dissertation. At the most general level, dissertation and
thesis research requires some form of IRB oversight (regardless of how perfunctory) at universi-
tiesand collegeswho receive federal support for research. Since most dissertation/thesisresearch
involves some contact with human subjects, it isagood ideato obtain acopy of your institution’s
IRB guidelines, discuss them with other students and faculty, and have others review your
research protocol before submitting it for IRB review.

According to Dienner and Crandall (1978) the ethical treatment of human subjects applies
to potential harm, informed consent, privacy and confidentiality, and deception. To reiterate an
earlier point, ethical dilemmas arise when the goals, objectives, and outcomes of research are
unclear or conflicting. Thus to cause harm or injury to others, to coerce someone to engage in
activities against their will, to invade others' privacy without their permission, or to mislead or
deceive participants are al actions that violate the spirit of trust between the researcher and the
participant. IRB guidelines and the professional codes of ethics arethere to delineate researcher’s
obligations and it is the researcher’ s responsibility to be familiar with his/her ethical obligations
to participants of research, to colleagues, professional audiences, sponsoring agencies, and to
the public and society at large (Gillespie, 1987: 503). Let us now examine each of these four
areas of the ethical treatment of human subjects in greater detail.

Ill. POTENTIAL PHYSICAL AND PSYCHOLOGICAL HARM

Although physical harm to participants in social research is highly unlikely, people can be
harmed personally (by being embarrassed or humiliated), psychologically (by losing their self-
esteem), and socially (by losing their trust in others) (Diener and Crandall, 1978). Basic to the
research process is whether the researcher’s desire to advance knowledge or gain insight can
be achieved without compromising fundamental rights of participants. Although it may be diffi-
cult to predict whether one’s investigative procedures will harm participants, the researcher
nevertheless should take measures to assess potential risks and benefits associated with his/her
research. In its code of professional ethics, the American Psychological Association (APA)
states: ‘‘[R]esearch procedures likely to cause serious or lasting harm to a participant are not
used unless the failure to use these procedures might expose the participant to risk of greater
harm, or unless the research has great potential benefit’’ (1990: 395). In other words, the re-
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searcher should weigh the scientific value from the research against the potential risk to partici-
pants. If there is little scientific value to a study, then exposing participants to potential risk
cannot be justified.

Determining potential risk is not always apparent at the outset of a study, but may surface
sometime after a study has begun. Similarly, some participants may be at higher risk than others
simply because of a pre-existing physical or psychological condition. The classic study of obedi-
ence to authority by psychologist Stanley Milgram (described more fully in Milgram’s book,
Obedienceto Authority published in 1974) illustrates subtle risk from research and why it should
be assessed before research is begun.

Milgram’s study was designed as an experiment to examine how ordinary people could
be induced to obey authority. The larger question intriguing Milgram was how the Holocaust
happened. Participants were told the study was about the effects of punishment on learning.
Participants were assigned to the role of teacher and given the task of administering increasingly
stronger electric ‘‘shocks'’ (up to 450 volts) to agroup of experimental confederates who posed
aslearners. The experiment was rigged so that confederates would not actually receive ‘‘ shocks'
(although the confederates were hooked up to an electrical shock box controlled by participants,
no actual shocks were ever administered). Instead confederates acted out the pain when the real
participants administered the ‘‘shocks.”” Participants were unaware that confederates feigned
the pain. Milgram planned the experiment so that when participants met confederates at the
outset, confederates revealed they had a ‘‘heart condition’” (in reality they did not). The re-
searcher reasoned that such information could mitigate against administering shocks.

Upon reaching a certain level of electrical shock and hearing the staged pain reactions of
confederates, some participants refused to continue administering the shocks and withdrew from
the study. Others, however, continued to administer increasing levels of **shocks'”’ (in spite of
the knowledge of a pre-existing heart condition). Milgram'’s research was troubling because it
showed that some participants were willing to obey the instructions of the researcher regardless
of the harm, albeit staged, to confederates.

When the experiment was over, participants were naturally relieved to learn that they had
not actually physically harmed confederates. However, some participants reported experiencing
stress as aresult of their actions even though the stress turned out to be short-lived. The criticism
against Milgram focused mainly on his failure to take adequate measures to protect participants
from undue stress associated with administering pain to others (Baumrind, 1964; Kelman, 1967).
Critics also noted that Milgram had made no effort to determine prior to the experiment whether
participants should be excluded for physical or psychological reasons. Other concerns were
raised in regard to the effects that the experiment might have on participants’ longer term self-
concept—how would participants perception of themselves be affected by the knowledge that
they were capable of inflicting pain on another when asked to do so (Baumrind, 1964).

The Miligram experiment reminds us that psychological and social risk may result from
one's research and while it may not always be easy to gauge the level of risk prior to the
research, if the research deals with sensitive issues, the researcher should consider the long term
impact that such issues might have on participants. Assessing such potential harm requires put-
ting yourself in the participant’s shoes and exploring the possible effects from all aspects of
the research. Although most social science research does not use an experimental design, the real
issuein assessing potential risk haslessto do with design than with the issues being examined in
the research. When these issues are sensitive or have the potential to trigger psychological reac-
tions or erode trust, then the researcher is obliged to consider the various ways participants
could be affected by the research. For example, researchers may ask questions that can threaten,
embarrass, or humiliate participants. Participant observers can unintentionally harm others
through their own active involvement as participants as Whyte did in his study of Street Corner
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Society. Whyte reports having voted four different timesin asingle election (Whyte 1981: 313—
314). While it is reasonable to assume that little damage was done to the opposition candidate
by Whyte's illegal votes, his actions are not irrelevant and cannot be dismissed.

What measures can researchers take to minimize risks to participants? Researchers have
the obligation to inform participants of foreseeable risks or possible discomforts before a study
begins and should give participants ample time to think about the implications of their participa-
tion. Researchers can also screen out participants who may suffer from psychological or physical
problems that could be exacerbated by participating in the research. If stress or potential harm
is a possible or anticipated outcome, measures should be taken to assess the degree of stress or
harm anticipated from the study. One common way stressful effects can be neutralized is by
debriefing participants after the study and providing them with procedures for contacting the
principal investigator should problems develop. Debriefing sessions provide participants with
an opportunity to discuss their feelings about their involvement and are useful for neutralizing
negative reactions. Federal regulations mandate informing participants of the risks involved in
any study that isfederally funded. Such notification falls under the rubric of *‘informed consent’’
which | will now discuss.

IV. INFORMED CONSENT

There are two underlying principles involved in informed consent. One is the belief that partici-
pants have the right to chose whether to participate in research without fear of coercion or
pressure. The key here is that participation is voluntary. The other principle is based on the
belief that participants have the right to be given information that is relevant and necessary for
making the decision to participate. Necessary information usualy refers to information that
bears upon the consequences to the participant as a result of participation. The researcher is
obliged to disclose potential risks (whether physical, psychological, or social) involved by partic-
ipation. Disclosure of potential risks does not mean full disclosure of the research purpose or
the methods to be used, but rather how participants will be affected. A key feature of informed
consent is that the information identifies the known effects from participating in the study. To
provide such information requires the researcher to assess potential risk beforehand. Remember,
it is not the amount of information provided, but rather the quality of the information provided,
and its relevance for making an ‘‘informed’’ decision about participating.

Key elements in disclosure include a description of the general purpose of the study, a
statement that participation is voluntary and that participants are free to withdraw at any time,
a clear description of the potential risks and benefits involved (research may benefit a group or
add to our knowledge about an issue valued by the participant), the name, address, and phone
number of the person(s) responsible for the research, and a brief description of what will be
done with the information once it is collected. Regulations for federally funded research require
that participants sign a written consent form when more than ‘‘minimal risk’’ is anticipated.
According to federal regulations, ‘*‘minimal risk’’ refersto risk that is no greater than what can
be expected in daily life. Signed consent protects both participants and researchers. Keep in
mind that federal regulations do not exempt research that deals with sensitive issues such as
drug use, sexual behavior, or criminality. IRBs require signed consent when doing research on
sensitive topics or when dealing with special categories of participants such as juveniles.

It is assumed that informed consent can only be obtained from those who have the ability
to giveit, i.e. adults rather than children and those who are mentally competent to understand
the meaning of the information they are asked to provide. Minors constitute a special protected
category of participants. The protections aready accorded minors may be extended by proposed
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legislation in The Family Privacy Protection Act of 1995. Thislegislation seeksto protect minors
from intrusive research and to safeguard parental rights in restricting the activities in which
their children participate. There are two types of parental consent relevant here, ‘‘passive’’
consent and ‘‘active’’ consent. ‘‘Passive’’ parental consent requires parents to respond only if
they do not want their child to participate in a research project. The process assumes that a
nonresponse to consent is an affirmative response. ‘*Active’” parental consent assumes that a
nonresponse is a refusal to participate. ‘*Active’’ consent is required unless a researcher has
obtained exemption from the IRB. In order to be exempted, the researcher must document that
the research could not be completed using ‘‘active’’ consent procedures, that no more than
““minimal’’ risk isinvolved for participants, and that every effort will be made to protect human
subjects and inform them of the research procedures involved.

Signed consent forms protect researchers from potential liability (and they protect IRB
ingtitutions from liability). However, participant consent does not remove the researcher’s re-
sponsibility to minimize risk and it should never be used to justify unethical practices. Most
IRB guidelines contain sample consent forms. The consent form | am currently using in a study
assessing drug treatment needs among newly arrested individuals with Jim Neshitt at the Univer-
sity of Pittsburgh is shown in Box 2 below. This consent form is more explicit than is usually
required because the study deals with the sensitive issue of drug use and is being done with a
specially protected group of participants, prisoners.

Box 2

Approved /|
Psychosocial IRB
University of Pittsburgh

CONSENT TO PARTICIPATE IN A RESEARCH STUDY
Title: Substance Abuse and Need for Treatment Among Arrestees Study

Investigators:  Phyllis D. Coontz, Ph.D.  James Neshitt, M.P.A.
University of Pittsburgh  University of Pittsburgh

3GO01 Forbes Quad A223 Crabtree Hall
Pittsburgh, PA 15260 Pittsburgh, PA 15213
(412) 648—2654 (412) 624-3109

Description: The purpose of this study is to learn more about the drug use patterns
and treatment needs of persons recently arrested for some type of criminal conduct.
The Pennsylvania Department of Health has asked the University of Pittsburgh to
conduct this study. In order to do this, we are asking about 650 individuals from
around the state to participate in the study. If you agree to participate, you will be
asked a number of questions that are of a personal nature that focus on your drug
use. The interview will take approximately an hour to complete. We will not be
asking you for your name, the names of anyone else, or the specific dates or specific
places of any of your activities.

You will also be asked to provide a urine sample—in private with no one
watching—which will be analyzed for the presence of drugs. No police, court or
correctional personnel will have access to these samples or their results. Your urine
sample will be tested and disposed of in a private licensed laboratory. The urine
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container will be identified by code number only. No names will be used for the
urine samples.

Wewill not ask you any questions about child abuse or neglect. Y our question-
naire and urine test results will not be available to authorities or to any members
of your family. We will not ask for or record your name or any other identifying
information during the interview. We will not ask for or record your name or any
other information that could identify who you are. The interview is not being tape
recorded. If there are some questions that you don’t want to answer, that's OK, you
can skip them. Your participation in this study is voluntary and your participation
in the urine testing is also voluntary. If you are willing to answer the questions in
the interview, but do not want to participate in urine tests, you can still be part of
the study. If you do not want to be a part of this research project or if you change
your mind, you can quit anytime without any effect on you or your record. Y our
arrest status will not be affected if you do not participate in the study.

Page 2.

Risks and Benefits: The risks of this study relate to some of the questions that you
will be asked during the interview. As indicated above, some of these questions are
of a personal nature involving your use of illegal drugs. The interview will be con-
ducted in private so that no one can overhear your responses or know what you are
answering. You will not be asked your name or that of anyone else in either the
interview or for the urine test. The benefits from this study are that you will help
us learn more about how much drug use goes on among arrestees and how much
need there is for treatment. There has never been a study examining these issues in
Pennsylvania.

Costsand Payments: Therewill be absolutely no cost to you for your participation.
If you agree to participate in the study, you will be compensated $10 when the
interview is completed and you' ve given a urine sample. Y ou may chose to receive
the $10 in either a voucher at the commissary or in a cash payment.

Confidentiality: All information you give the researchers will be kept confidential.
No personal information about you or anyone else will be asked of you. The inter-
view and urine sample will be coded by number so that you can never be identified.
Y our identity will not be revealed in any description or publication of this research.
Y ou will be given copies of this consent form and the Federal Confidentiality Cer-
tificate. Asindicated above, a Confidentiality Certificate protects the study staff from
being forced, even under subpoena, to research any research data in which anyone
is identified.

Right to Refuse to Participate: You are free to refuse to participate in this study
and may end the interview at any time. Y our participation or refusal to participate
will not affect your arrest status. If you are willing to answer the interview questions,
but are unwilling to give a urine sample, you may still participate in the study.

LR R R R R RS RS E R RS SRR EEEEEEEEEEEEEEEEREEEEEEEEEEEEEEEEEEEEEEEEEEEE

Voluntary Consent: | certify that | have read the preceding or it has been read to
me and that | understand its contents. Any questions | have pertaining to the research
will be answered by Phyllis Coontz, Ph.D. (412) 648—-2654. Any question | have
about my rights as a research subject will be answered by the office of the Senior
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Vice Chancellor of Health Sciences, University of Pittsburgh (412) 647-8475. A
copy of this form will be given to me. My signature below means that | agree to
participate freely in this study.

Date Subject’s Initials

Page 3.

Investigator’s Certification: | certify that | have explained to the above individual
the nature, purpose, potential benefits, and possible risks associated with participat-
ing in this study, have answered any questions that were raised, and have witnessed
the above signature.

Date Signature of Research Staff/Interviewer

Questions about informed consent and *‘ protected’’ participants were recently raised in re-
lation to astudy of cyberporn conducted by researchers at prestigious Carnegie Mellon University
(CMU) in Pittsburgh (The New York Times, July 16, 1995). The study, titled Marketing Pornog-
raphy on the Information Superhighway, examined uses of computer networks (i.e. Usenet),
especially adult oriented computer bulletin board systems. The researchers identified consumers
(whose usernames were supplied by the bbs operators) in over 2000 cities in 50 states and in
40 countries and analyzed the sorts of information they consumed on line. Researchers tracked
the number of times that pornographic images were retrieved by computer users (atotal of 6.4
million downloads). The findings sparked numerous debates about the appropriate uses of the
Internet, censorship by universities and colleges,? as well as ethics around informed consent.

The study’s principal investigator, Marty Rimm (a student), did not obtain consent from
those whose computer files were accessed nor had the bbs operators. The researchers tracked
Internet users’ behavior without their knowledge—and clearly without their consent. In Pennsyl-
vania, it isillegal to knowingly distribute sexually explicit material to anyone under the age of
18. Does downloading pornographic images constitute the *“ distribution’” of thoseimages? Since
some of the students on college campuses today are under 18 years of age, the issues of parental
consent and censorship are also relevant. Should the university obtain *‘passive’’ or *‘active’”’
consent from parents to use campus computers? Or should the university prohibit underage
students from using campus computers? Relevant to this discussion is whether users (or parents)
would have given Rimm permission to track their Internet behavior had they known what the
legal ramifications were in Pennsylvania or that their Internet behavior would be exposed.

Clearly CMU'’s actions indicate that the university administration perceived the risk of
possible litigation and moved quickly to avoid it by banning Usenet groups from campus com-
puters. The result has been a hue and cry over censorship and controlling the use of the Internet.
Aside from the Constitutional issues involved, this case is aso troubling for what it suggests
about the breach in the fiduciary responsibility of faculty to monitor students’ work. The fact
that the principal investigator was a student enrolled at CMU and operated under the guidance
of faculty advisors is not insignificant. That the study was completed without the consent of
Internet users indicates that those with oversight responsibility either believed that consent was
unnecessary or simply failed to consider the array of ethical implications involved in the re-
search. IRB review would be helpful in sorting through potential risk and thus prevent such
controversies from happening.
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Another concern related to informed consent is the impact that obtaining a signed consent
form might have on the recruitment of participants. Obtaining written consent could discourage
participation and reduce the response rate. ‘‘Passive’’ consent procedures generally produce
response rates between 80 to 96 percent, but obtaining a comparable response rate using *‘ ac-
tive'’ consent procedures increases the cost by as much as four times (follow-up telephone calls,
multiple mailings, additional meetings with parents, and the additional time involved). Another
consideration relates to the effect that informed consent can have on responses themselves. It
has already been noted that participants may be moreinclined to give socially desirable responses
when they have a sense of what the researcher is looking for. And there is some evidence
showing that participants who are told the purpose of a study do not behave as those who have
not been told the purpose (Singer, 1978). The concern for the researcher isthat obtaining consent
could undermine a study’s validity.

V. PRIVACY AND CONFIDENTIALITY

According to Westin, privacy refersto *‘the claim of individuals, groups, or ingtitutionsto deter-
mine for themselves when, how, and to what extent information about them is communicated
to others’ (1968: 7). Sieber expands the notion of privacy to include confidentiality arguing
that confidentiality ‘‘refers to agreements between persons that limit others’ access to private
information’ (1982: 146). Thus, privacy refersto persons and confidentiality refersto informa-
tion. The right to privacy is the individual’s right to determine when, where, to what extent,
and to whom his or her attitudes, beliefs, and behavior will be shared. One way in which a
participant’s privacy can be invaded is through the use of concealed devices such as micro-
phones, cameras, or tapping into computer lines (as in the CMU study discussed above). When
such devices are used with the participant’ s knowledge and consent, their use poses no problem.
However, ethical dilemmas can arise whenever the desire to observe behavior under *‘natural
conditions'’ interferes or invades a person’s right to privacy.

Clearly, information that is shared anonymously protects the privacy of participants, but
this safeguard is not always feasible when certain sampling procedures are used. For example,
some researchers sample from organizational lists that contain the names, addresses, and phone
numbers of employees. The researcher is obliged to take appropriate measures to protect the
identities of those who agree to participate in research. A common way thisis doneis by remov-
ing any personally identifying information from the data collection instrument itself. Sometimes,
the researcher may use afollow-up strategy to increase the return rate or may find it is necessary
to verify or correct information already gathered. In such cases, the researcher is again obliged
to protect the identities of participants. A method for this is to use a coded ‘‘master file'’ that
links a participant’s name to an i.d. number and keep such a file locked in a file cabinet to
which only those with responsibility for the research project have access.

When face to face interviews are conducted, a common way to protect the identities of
those who have been interviewed or of the organizations or the communities being studied is
to use pseudonyms, fictitious histories, or global descriptions. This approach is not always fool-
proof as is seen in the study by Arthur Vidich and Joseph Bensman of a small town in upstate
New Y ork which they fictitiously named ‘* Springdale’’ (1958). This case illustrates how easily
people can be identified by researchers’ descriptions when they contain too much identifying
information. In this case, although the researchers promised participants that pseudonymswould
be used, they did not attempt to alter the backgrounds, occupations, or other personally identi-
fying information of participants. Consequently, people’s identities were easily recognizable in
the published results. Those who participated were outraged and felt betrayed by what they
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considered a breach of confidentiality that had been assured by the researchers. Despite the
pseudonyms, townspeople were able to identify each other. The reason participants were upset
by the study’ s findingsis that they were not particularly flattering, thus participants were embar-
rassed by the study’s depiction of their town and themselves and angry for believing the assur-
ances of researchers. In addition to making the identities of the townspeople transparent, Vidich
and Bensman were further criticized by their colleagues for failing to obtain the consent of their
participants.

It should also be noted that research data are not considered privileged, and can be subject
to subpoena. Returned surveys and questionnaires, notes, field records, and files can al be ac-
cessed by the federal government under certain administrative provisions, such as the Freedom
of Information Act or the Federal Property and Administrative Services Act. Gelles reminds us
that *‘[R]esearchers who engage in research that deals with illegal, sensitive, or taboo topics
run the risks of being forced to turn over material they pledged would be kept confidential, of
engaging in legal battles, or of spending time in jail for contempt of court’’ (1978: 422).

One may inadvertently uncover, during the course of research, information about illegal
behavior, drug use, or child abuse, that may place the participant or others at risk. In the case
of discovering child abuse, although researchers are not classified as mandated reporters, one
must decide what to do if maltreatment is uncovered during the course of the research. This
decision cannot be made independent of the assurances that have been given to participants
about privacy and confidentiality.

An example of this sort of ethical dilemmaisvividly illustrated in Inciardi, et a.’s (1992)
ethnography of crack cocaine in Miami. The researchers write:

Upon entering aroom in the rear of the crack house (what | later learned was called the freak
room), | observed what appeared to be the gang-rape of an unconscious child. Emaciated,
seemingly comatose, and likely no older than 14 or 15 years of age, she was lying spread
eagled on a filthy mattress while four in succession had vaginal intercourse with her. After
they had finished and left the room, however, it became clear that, because of her age, it was
indeed rape, but it had not been ‘‘forcible’’ rape in the legal sense of the term. She opened
her eyes and looked about to see if anyone was waiting. When she realized that our purpose
there was not for sex, she wiped her groin with a ragged beach towel, covered herself with
half a tattered sheet (affecting a somewhat peculiar sense of modesty), and rolled over in an
attempt to sleep. Almost immediately, however, she was disturbed by the door man, who
brought a customer to her for oral sex. He just walked up her with an erect penisin his hand,
said nothing to her, and she proceeded to oblige him.

When leaving the crack house a few minutes later, the dealer/informant explained that
she was a ‘‘house girl’’—a person in the employ of the crack-house owner. He gave her
food, a place to sleep, and al the crack she wanted; in return, she provided sex—any type
and amount of sex—to his crack-house customers.

When | first walked into that room—and | can still vividly picture the scene—my
reaction was one of highly repressed outrage. My thought was to somehow get between the
men and the child, provide a distraction, play it by ear. But as | made a move toward the
group, my protector took me by the arm, quite firmly |1 might add, and said in a very matter-
of-fact way: ‘' You can’'t do anything. Just let it be. If you do anything, I'll havetokill you. It's
assimpleasthat. | brought you here, | vouched for you. Y ou interfere, and if they (pointing to
the men with the child) don’t do you in, | will”’ (1993: 154-55).

The researchers go on to tell us that it would have served little purpose to contact the
police or child protection agencies. It became clear that the child involved had been addicted
to crack for ayear and had no intention of leaving the crack house since it was the only place
she had to live. Field workers know that developing rapport is the only way to gain access to
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certain settings, especialy illegal ones. By developing relationships with those involved in the
crack industry the researchers were able to observe things usually inaccessible to researchers.
Eventually, the researchers were able to persuade the child to enter a drug treatment program.
They emphasize the fact that the crack business is filled with degradation, brutality, despair,
and exploitation, there is little or nothing overtly that an outsider can do since it would likely
lead to serious violence. However, subtle intervention is an option for the researcher who is
accepted and trusted. Consider the consequences of disrupting the flow of everyday practices
on the street. The researchers suggest that everyone loses when the doors to the crack industry
are closed.

VI. DECEPTION

Deception is perhaps the most controversial aspect of the treatment of human subjects because
it is widely used and there is a lack of consensus about whether it is appropriate. The most
common way that participants are deceived involves intentionally misleading them about the
purpose of the research, e.g., the Milgram study. Deception has been justified on the grounds
that it is necessary in order to preserve the natural mental state of participants. Aswe have seen,
informing participants of the purpose of the study or obtaining their consent can effect both the
response rate and responses—participants might respond in ways different from how they would
ordinarily respond if they did not know the purpose of the study, thus rendering the findings
meaningless. As| mentioned with regard to the CM U study, participants sometimestry to present
afavorable image of themselves or may try to assist the researcher by responding the way they
think the research expects them to respond. Deception provides the researcher with a way to
divert participants' attention away from the topic of the research.

The frequent use of deception in research was documented by Adair et a. (1985) who
found that 58 percent of the empirical studies published in three leading socia psychological
journals used deception. In a study that compared deceived participants with those who were
not deceived, Smith (1981) concluded that participants are willing to accept some deception
when the research seems justified by its scientific importance. Baumrind (1981) argues that
deceptionis never justified becauseit isunethical since it involveslying to participants, however,
the code of ethics of the APA (1990: 394) does not rule out deception, but specifies the conditions
under which deception is allowable—when methodological requirements necessitate it. The
APA adds the proviso that researchers using deception have a‘‘special responsibility’’ to deter-
mine whether there are alternative procedures available and to ensure that participants are pro-
vided with an explanation as soon as possible’” (1990: 394—95).

One of the more controversial studies involving deception was Laud Humphrey’s study of
anonymous sex in public restrooms (1975). While adoctoral candidate in sociology, Humphreys
became a participant-observer in a number of homosexual acts occurring in ‘‘tearooms’ —
public restrooms. He assumed the role of a ‘‘watchqueen’’ (this refers to someone who is a
lookout to warn those having sex of approaching strangers) and observed sex in public restrooms.
Besides observing this behavior, Humphreys wanted to learn more about the lifestyles, back-
grounds, and motivations of those who engaged in anonymous sex in public restrooms. To do
this, Humphreys developed rapport with some of the men he observed. To expand his sample,
he traced the registration numbers of the cars of some of the men he had observed in order to
learn their home addresses. Once he located these men, Humphreys posed (these participants
did not recognize him from the public restrooms) as a health service interviewer and asked these
men to provide (voluntarily) demographic and attitudinal information. At no time did Hum-
phreys revea that he was aware of the respondent’s participation in the tearoom subculture.
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Humphreys' research was applauded by some, but criticized by others. One of the ethical
questionsraised by Humphreys' research involved the extent to which deception can be justified.
Humphreys argued that informing the participants about the nature of the study would have
compromised his ability to do it. However, Baumrind argues that ‘‘intentional deception in the
research setting is unethical, imprudent, and unwarranted scientifically’’ (1985: 165). According
to Baumrind (1985), deception is unacceptable because it violates a participant’s right to in-
formed consent and violates the trust implicit in the researcher-participant relationship. Baum-
rind further notes that the almost routine use of deception undermines the researcher enterprise
becauseit |leads some potential participantsto suspect (and thusreject) of al research. Suspicions
about the motives of research by part of participants challenges the claim that deception will
produce valid information (Baumrind, 1985).

VIl. RESOLVING ETHICAL DILEMMAS

It should be clear from the preceding discussion that there are no easy or patent answers to the
ethical dilemmas that arise in research. In fact, by definition an ethical dilemma is a conflict
situation in which the researcher must reconcile between two or more courses of action—
whether the conflict is related to basic human rights such as privacy, autonomy, or protection
from harm, obtaining a good response rate, or to more |ofty goals such as advancing knowledge.
How then does the researcher resolve ethical dilemmas?

Kimmel (1988) provides us with some guidance here. According to Kimmel (1988), re-
search decisions are based on two sorts of ethical theories—teleological theory and deontol ogi-
cal theory. A teleological theory of ethics holds that an action is right or obligatory if it or the
rule under which it falls produces the greatest possible balance of good over evil. In short, the
conseguences of an act determine its value. An act is considered morally right if it leads to
desirable outcomes. On the other hand, deontological theorists argue that considerations other
than consequences are what is relevant in moral decision-making. Deontologists argue that cer-
tain actsare to be viewed morally right because they areintrinsically good. Thus, certain conduct
iseither right or wrong, irrespective of the outcome. Most social scientists embrace ateleological
approach to ethics. The morality of acts should be determined on the basis of the ends they
serve. If we embrace a teleological perspective, then we are obliged to weigh the significance
of the scientific knowledge to be gained from the research we engage in against the potential
costs or harm to participants of the research.

VIIl. INSTITUTIONAL REVIEW BOARDS (IRBS)

In the final analysis, the individual researcher is responsible for deciding which course of action
to take when faced with ethical dilemmas. Since potentia risks and benefits are not always
apparent, | hope that it is clear that the advice and opinions of others can be of enormous help.
Increasingly, ethical decisions about supported research is the responsibility of IRBs. According
to federal regulations, each IRB should have at least five members with varying backgrounds
that ensure the adequate review of research proposals (including dissertation proposals). To
provide a cross-section of expertise, the members must include at least one nonscientist (such
as a lawyer, ethicist, or member of the clergy), at least one member not affiliated with the
research ingtitution, along with persons competent to review specific research activities (e.g.,
sociologists or anthropologists). Researchers are required to submit a written protocol to the
IRB that describes the proposed research and outlines the measures to be used to protect the
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rights of participants. Of particular interest to IRBs are informed consent and confidentiality.
Once reviewed, IRBs can then approve, modify, or disapprove the research. The basis for their
action comes from federal regulations outlined by DHHS (these appear in the January 26, 1981
issue of the Federal Register).

In reviewing aresearch protocol, IRBs are concerned that researchers meet the following
conditions: (1) risks to participants are minimized by sound research procedures that do not
unnecessarily expose subjects to risks; (2) risks to participants are outweighed sufficiently by
anticipated benefits to participants and the importance of the knowledge to be gained; (3) the
rights and welfare of subjects are adequately protected, (4) the activity will be periodically
reviewed; and (5) informed consent has been obtained and appropriately documented.®

As mentioned earlier, in addition to federal regulations, social scientists are guided by
ethical codes for the treatment of research participants developed by professional societies. Box
3 below contains excerpts from the ethical codes of the American Anthropological Association
(AAA), the American Sociological Association (ASA), and the American Psychological Associ-
ation (APA) regarding the treatment of research participants. Complete copies of these codes
can be obtained directly from these associations.

Box 3: Treatment of Research Participants
From the American Anthropological Association

In research, anthropologists' paramount responsibility is to those they study. When there
is a conflict of interest, these individuals must come first. Anthropologists must do
everything in their power to protect the physical, social, and psychological welfare
and to honor the dignity and privacy of those studied . . .

The aims of the investigation should be communicated as well as possible to the informant.

Informants have the right to remain anonymous . . .

There is an obligation to reflect on the foreseeable repercussions of research and publica-
tion on the general population being studied.

The anticipated consequences of research should be communicated as fully as possible
to the individuals and groups likely to be affected.

From the American Sociological Association

Individuals, families, household, kin and friendship groups that are subjects of research
are entitled to rights of biographical anonymity . . .

The process of conducting sociological research must not expose subjects to substantial
risk of persona harm. Where modest risk or harm is anticipated, informed consent
must be obtained.

To the extent possible in a given study, researchers should anticipate potential threats to
confidentiality. Such means as the removal of identifiers, the use of randomized
responses, and other statistical solutions to problems of privacy should be used
where appropriate.

Confidential information provided by research participants must be treated as such by
sociologists even when this information enjoys no legal protection or privilege and
legal force is applied.

From the American Psychological Association

In planning a study, the investigator has the responsibility to make a careful evaluation
of its ethical acceptability. To the extent that the weighing of scientific and human
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values suggests a compromise of any principle, the investigator incurs a correspond-
ingly serious obligation to seek ethical advice and to observe stringent safeguards
to protect the rights of human participants.

Considering whether a participant in a planned study will be a ‘‘subject at risk’’ or a
“*subject at minimal risk,”” according to recognized standards is of primary ethical
concern to the investigator.

While these professional organizations use slightly different wording for ethical principles,
notice that each code states that the responsibility for ethical research practices rests with the
individual researcher. IRBs have the responsibility of approving the protocols for research con-
ducted through their institutions, and thus are concerned with the legal implications of noncom-
pliance. As mentioned earlier, IRBs want to avoid possible litigation from ethical violations.
Of course, avoiding liability should also be of concern to the researcher since she/he can be
personally sued for failing to meet ethical standards.

IX. THE ETHICS OF DATA COLLECTION AND ANALYSIS

Ethical concerns are not limited to the treatment of human subjects, but also arise during the
process of the collection, analysis, and reporting of social research data. Learning to design
good research assumes that the methods used to collect data will have intellectual integrity and
be trustworthy. Once collected, data can be manipulated in various ways that undermine the aims
of social science. The expectation in social research isthat the data be collected and interpreted
‘‘objectively.” But interpretive objectivity can be compromised by unethica research prac-
tices—Babbage (1969) identifies three ways that this can occur during the *‘interpretive’’ pro-
cess. One violation occurs when researchers select only those data that fit the research hypothe-
sis—this is referred to as ‘‘cooking’’ the data (1969). Another way that objectivity is
manipulated is by ‘‘trimming’’ the data. This refers to the practice of massaging the data to
make them look better (see for example Huff’'s 1954 classic How to Lie with Statistics). The
third way that *‘objectivity’’ can be compromised is by ‘‘forging’’ the data—which refers to
the fabrication of data. Attempts at replication serve as ‘‘checks'’ for faulty research processes,
but such attempts may be especially rare in cases involving large-scale research investigations
that are prohibitively expensive (Fisher, 1982; Kimmel, 1988). The ethics of scientific investiga-
tion are to observe and report all data accurately and completely, even if it means that one of
the researcher’ s treasured theories is threatened by such data.

Data analysis not only makes sense of the data that are collected, but also contributes to
the level of understanding on a particular topic. Other researchers use our findings to frame
their research; if the analyses are not correct, we have misled others and wasted their time,
money, and effort. Equally relevant is that others who may not be researchers, but are in a
position to formulate policy, may rely on erroneous results. In his critique of two widely cited
studies of rape, Neil Gilbert (1992) distinguishes between what he calls ‘*advocacy research’
and social science. Focusing on awidely cited figure that one out of every two women will be
avictim of rape (from the Koss and Russell research that appeared in the Ms. Magazine Campus
Project on Sexual Assault), Gilbert combines critical thinking and data from other studies to
show that this the figure inflates the prevalence of the problem.

Gilbert argues that Koss and Russell have intentionally distorted the extent of rape to
advance an ideological agenda. The kind of research Koss and Russell have done, Gilbert argues
isredly ‘‘advocacy research’” which is research that operates under the guise of socia science
in order to persuade the public and policymakers that a problem is vastly larger than commonly
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thought (1992: 9). Advocacy research uses four techniques to manipulate public perception: 1)
by measuring a problem so broadly (i.e. operational definitions) that almost anything would fit
the definition; 2) by measuring a group that is at higher risk for the problem and then projecting
the results to the general population; and 3) by claiming that smaller studies that define the
problem differently, use diverse methodol ogies, and come up with varying results, form a cumu-
lative block of evidence that supports the current findings;, and 4) by any combination of the
preceding three points (Gilbert, 1992: 8). Proponents of this approach believe that ** playing fast
and loose with the facts is justifiable in the service of a noble cause’” (Gilbert, 1992: 9).

While advocacy studies may serve some useful purpose by bringing serious problemsto the
attention of policymakers, they do little to elevate our understanding of an issue since data upon
which their claims stand are distorted. In the long run, overstating the magnitude of a problem
and manipulating the conceptualization and operationalization of a problem to include almost
anything ultimately trivializesit. Advocacy research is nothing more than afoil for an ideology.

Social scientists have the obligation to promote knowledge regardless of the source of
that knowledge (i.e. whether it is their own or others). It is aso helpful to remember that it is
not possible for any researcher to ensure that their research will not be misused or that the
methods of social science will not manipulated for purposes other than advancing our under-
standing of an issue. One way to avoid the possibility of misuse is by writing as clearly and
precisely as possible. Clear writing makes it less likely that others can misinterpret results and
conclusions and clear writing makes it more likely that the limitations of research are under-
stood—making it more likely that the misuse of information can be detected by others. Advo-
cacy research justifies distortion tactics by arguing they are necessary to get an issue on the
policy agenda. While advocacy research may draw attention to an issue, distortion obfuscates
understanding and may actually undermine public support.

X. ETHICAL DILEMMAS IN APPLIED SETTINGS

When researchers conduct studies in organizational or other rea-life settings, they usually en-
counter ethical problems that are amost solely political in nature. According to Carol Weiss,
“‘[SJomething else besides research is going on; there is a program serving people’’ and the
research is only an appendage of the situation (1972: 92). In short, the applied researcher works
asa‘‘hired”’ gun for an organization, and in this capacity, the applied researcher is expected
to promote the interests of that organization—applied researchers are ‘‘ advocates’ for the poli-
cies of the organization. One thing that should be factored into evaluation is that the program
being evaluated cannot be held constant—the actions being observed are ‘‘in progress’ which
means that a combination of internal and externa forces come to bear on activities as they
occur. Inevitably the applied researcher must try to balance the dynamics of the setting while
at the same time collect reliable data. The applied researcher should never forget the fact that
any given organization is part of alarger organizational system, the nature of which will impact
outcome.

Evaluation research is likely to present a number of ethical dilemmas for the researcher.
Evaluation results are used to justify decisions about the expenditure of resources. Thus, evalua-
tion results can impact decisions about a program’s future—whether it should be continued or
stopped or whether its budget and personnel should be increased or cut back. In applied settings,
there are a number of vested interests at work. At the most basic level, evaluation research
poses problems related to whose interests are being served and whose point of view should be
represented during the evaluation. It should be kept in mind that collateral interests and points
of view are likely to be independent of the aims of an evaluation—such interests tend to reflect
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the social and political ingtitutions to which programs (and thus program evaluations) are
attached.

Xl. THE USES OF SCIENTIFIC RESEARCH

Ethical dilemmas can also arise after a study has been completed, for example, when knowledge
(research findings) is misused or when widely accepted procedures and principles with proven
utility are improperly implemented (e.g. advocacy research). The inappropriate utilization of
research findings outside clearly stated boundaries can have serious and far-reaching method-
ological conseguences. Ethical questions arise, for example, when the findings from research
that has been supported by private industry are kept from the general public or manipulated to
intentionally mislead the general public. Consider the current legal debate over the tobacco
industry’s deliberate withholding of the addictive effects of nicotine.

There is little question that the ‘‘products’” (i.e. findings), from social science research
will be used by others. The results from social research have long been used to support policy
decisions. In the Supreme Court decision of Brown v. Board of Education of Topekain 1954, the
unanimous opinion of the court cited several studies showing that segregation had a detrimental
psychological effect on black children. When research is used to bolster social policy it isreason-
able to expect that the data supporting the policy have not been ‘‘ cooked, trimmed, or forged.””’
Socia scientists since Brown have continued to champion the benefits of integration and civil
rights, with many testifying in cases involving school desegregation, busing, and affirmative
action.

The ethical concern in such social policy debates involves questions about how much
responsibility researchers should bear for applications that are destructive or contrary to prevail-
ing scientific and public sentiment. While policy is never formulated in avacuum, when research
findings are used to demonstrate the need for prescriptive measures, the results are expected to
be based on objective data. Similarly, the role of the social scientist as researcher is expected
to be kept separate from the role of the social scientist as citizen. While one may argue whether
a value-free science is possible, objectivity continues to be the sine qua non of science, and
according to such aview, scientific findings should be nonmoral in their application. The meth-
ods of social science are designed to be free of personal biases, preferences, and values. Thus
there should be nothing in the findings of scientific work that hintsto what purposes the products
of that work should be put (Lundberg, 1961). Scientific work should stand on its objectivity.
This is not to say that social scientists are detached from their environment. In their role as
citizens, socia researchers may take ideological and moral positions—opposing nuclear weap-
ons, acid rain, or racial oppression, but such views should not determine how researchers struc-
ture their research.

Sociologist Howard Becker (1967) argues that research is not value-free, but rather is
aways contaminated by personal and political views. That it is though does not mean that
researchers should forsake the standards of good scientific work and advocate for one side of
apolitical debate in the name of science. Becker urges us to keep in mind the objective of our
work—what it iswe are trying to do in our research—which isto understand and explain social/
behavioral phenomena (1967).

Also pertinent to uses of scientific knowledge is the issue of the timing of reporting re-
search findings. Is the common good better served when research findings are withheld until
they have gone through a peer review process (so that we can have confidence in their validity)
or when findings are reported immediately. The early reporting of findings can influence public
understanding of an issue while delayed reporting could impact those who might otherwise have
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benefited in some way from the early reporting of results (Bermel, 1985). Consider the contro-
versy involving the screening of blood during the early years of the AIDS epidemic. Although
there was mounting evidence that HIV could be transmitted by transfusion, the blood bank
industry refused to acknowledge this risk. Blood bank officials refused to implement screening
procedures during the early years of the AIDS epidemic. Only when facing litigation from
patients who had contracted the AIDS virus from contaminated blood and pressure from the
CDC, did the nation’s blood bank industry began to screen donors blood. A decision was
made to deliberately withhold research findings that documented the risk of HIV from blood
transfusions by the blood bank industry.

XIl. CONCLUSIONS

The primary objective of this chapter has been to raise the ethical sensitivity of those who will
be conducting socia research and to show the myriad ways in which ethical dilemmas can
emerge in the conduct of research. Research ethics present a set of principles against which the
actions of researchers (and science) are judged. As is evident from the ethical dilemmas pre-
sented here, research ethics do not constitute a hard and fast list of dos and don'ts; rather ethics
provide a set of standards that are to be used in the practice of research. Each stage in the
research process discussed above presents its own dilemmas for the researcher. In considering
the ethical treatment of human subjects, researchers are expected to design their studies so as
to protect the rights of participants and treat them with respect and dignity. During the process
of research, the researcher is expected to be objective and unbiased in conducting research. The
methods of research provide the blueprint for insuring objectivity. Researchers are also expected
to report their findings honestly and accurately. The social scientific community generally adopts
ateleological position with respect to the dissemination and use of scientific knowledge. Thus,
research is to be used to promote the general welfare rather than ideology.

NOTES

1. The National Research Service Award Act (Public Law 93-348), signed into law in
1974, created the National Commission for the Protection of Human Subjects of Bio-
medical and Behavioral Research. Asstipulated by this|egislation, sponsored research
that involves human subjects and DHHS (Department of Health and Human Subjects)
funding (all federally funded research) must establish an IRB to assure that ethical
standards and research protocols are satisfactorily carried out. Almost every college
and university in the United States and most tax-exempt private research foundations
have IRBs. Over 90 percent of these IRBs have ‘‘mandated the routine review of
ALL proposals, not just those that are, or hope to be, funded (Ceci et al., 1985).
In discussing IRB procedures, Gillespie (1987) notes that the codification of ethical
principles for research serves to delineate researchers’ obligations which spell out
one’ sresponsibilities to participants, colleagues and professional audiences, and spon-
soring agencies, the public at large, and society (Gillespie, 1987: 503).

2. Citing concerns about the legal implications of using campus computers to distribute
obscene material, CMU banned adult oriented bulletin boards from campus com-
puters.

3. The basic elements of informed consent include: an explanation of the procedures
used in the research and their purposes; a description of any reasonably foreseeable
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risks and discomforts to participants; a description of any benefits that may reasonably
be expected; a disclosure of any alternative procedures that might be advantageous
to the subject; an offer to answer any questions concerning the procedures; and a
statement that participation is voluntary and that the participant can withdraw from
the study at any time.
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Levels of Data, Variables, Hypotheses,
and Theory

Marcia L. Whicker and Gerald ]. Miller
Rutgers University, Newark, New Jersey

This chapter briefly examines levels of data, variables, hypotheses, and their linkage to theory.
While these concepts are not statistical themselves, they are crucia to effective use of statistics
and research methods.

I. THE RESEARCH PROCESS

Suppose you were going to build a house. What would you need? In many ways the empirical
research process is analogous to house building (see Table 1).

To start, you would need a plan—a blue print of what to put where so that when the
house was finished, doors would shut, closets would be in place, plumbing would be located
in crucial areas of the house, the floors would be level, windows would be in the proper places,
aheating and cooling system would be installed, and stairs would connect floors. Without proper
architectural plans, thelocation of key features of the house would be haphazard and key features
may be jerry-rigged after the fact. The process of developing the house plans causes the builder
and prospective home owner to think through what kind of house is desired and how it should
look and function before the building starts.

Similarly, in the research process, planning is a key aspect of the research outcome. The
plan is called a research design, and it is as crucia to the quality of the final study that is
produced as are architectural blue prints to house building. Without a research design, steps
may not be taken that are necessary to assure that controls have been put into place extraneous
factors and, when possible, spurious relationships have been addressed. Proper sampling, ran-
domization, and the development of control groups may be specified in a well done research
design to alow the researcher to test for causation as well as for correlations. Each of these
steps, just as carefully thought out placement of architectural features in a blue print, increases
the quality of the final product.

But the architectural blue prints alone are insufficient to create an aesthetically pleasing,
strong, and functionally useful house. The builder must know how to negotiate all the snags
and pitfalls that may occur in the house building process, from labor issues, subcontractors,
broken machinery, weather delays, and choices about the actual building. When the builder is
knowledgesble, reliable, professional, competent, and trustworthy, the likelihood that the final
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TasLe | House Building Analogy for the
Empirical Research Process

House building Research process
Architectural blue print Research design
Competent builder Qualified researcher
Building tools Statistics

Building materials Data

outcome of the house building process will be good goes up. Similarly, the researcher is an
important aspect of the research process. Plainly the skill and competence of the researcher
affects how well a research study is designed and implemented, as well as its usefulness once
it is completed. Just as the builder makes many decisions that involves an element of discretion,
each with bearing on the final outcome, so too does the researcher.

Another element in how quickly and effectively a house is built is the tools with which
the builder works. Someone constructing a house with a pick, shovel, and hammer will take
much longer and likely have a much rougher product than someone using a backhoe, earth
moving equipment, and power tools. For the research process, statistics and forms of analysis
are the equivalent of the builder's tools. Just as powerful tools for the builder facilitate the
building process and typically improve the outcome, high-powered multivariate statistics may
facilitate aresearch study and improve the findings by making the outcomes more clear. Because
powerful multivariate statistics allow for both competing and complimentary influences to be
considered simultaneously, using them may also make the research results stronger.

Finally, the quality of a house is highly dependent upon the quality of the materials used
to build it. If higher grade building materials are used, the resulting house will be superior to
one where inferior low-quality materials are used. Thus, high grade lumber, stone, tiles, marble,
plaster, durable and attractive fixtures, and other high quality materials result in a better product
than do cheaper clapboard, linoleum, plasterboard, plywood paneling, and inexpensive roofing,
heating and cooling systems, and plumbing. Similarly, the quality of data used in a research
project is equivaent to the quality of materials in building a house. Not all data are created
equally. High level datais of better quality in many ways than lower level data. One advantage
of high level data is that more powerful multivariate tools may be used upon it, while lower
level data require more awkward and less powerful statistical tools.

Just as the quality of each of the above house building elements affects the quality of the
final finished house, so does the quality of each of the equivalent research process components
affect the final research product. Various aspects of research design, including the differences
between experimental, quasi-experimental, will be discussed elsewhere. This chapter will dis-
cuss levels of data

Il. LEVELS OF DATA

Data are the basic material of empirical research. Data result from observations of real world
phenomena. Data are measurements that represent the operationalization of a concept. Recording
repeated observations of the same concept across different subjects or cases is how a variable
iscreated. Datarangein level from low to high. Thelowest level of datais nominal or categorical
data. Other levels in ascending order are ordinal or ranked data, interval data, and ratio data.
The properties of levels of dataare cumulative, so that each higher level of datahasthe character-
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TaBLE 2 Important Characteristics of Data

Data are empirical observations of real world phenomenon.

Data represent the operationalization of variables.

The properties of levels of data are cumulative.

High level data are preferred to low level data.

Record data at the highest possible level.

Low level statistics can be used on collapsed high level data but high
level statistics cannot be used on low level data.

istics of the level of data immediately below it, plus some additional characteristics. Generally
high level data are preferred to low level data. More high-powered statistics can be used on
high levels of data, but not on lower levels of data. Further, high levels of data can typically
be collapsed to lower levels of data after the measurement has been recorded but the reverse
isnot true; that is, low levels of datacannot be elevated to high levels of data after the observation
has been recorded. Researchers then are typically encouraged to initially record data at the
highest possible level to retain the greatest flexibility and power (see Table 2).

A. Nominal or Categorical Data

The lowest level of data is nominal or categorical data (Blalock, 1979). Nominal data consists
of classification of observation and subsequent placing each observation into an unambiguously
defined category. The observations in a category are homogenous with respect to each other.
Observations in different categories are heterogeneous. Categories should be constructed to be
both mutually exclusive (each observation can clearly and unambiguously be placed in one
category or another, not two categories at once) and exhaustive (cover the entire set of possible
categories into which an observation may be placed).

Nominal data have the mathematical principles of symmetry and transitivity. Symmetry
impliesthat if A = B (A isin the same category as B) then B = A (B isin the same category
as A). Transitivity meansthat if A = B and B = C, the A = C. (If A isin the same category
as B, and B isin the same category as C, then A isin the same category as C). The mathematics
of elementary set operations may be applied to properly constructed nominal data (see Table 3).

Examples of nominal data include placing employees (observations) in categories based
on support or lack of support for a management innovation (the employee supports or does not
support the innovation), the agency division in which an employee works (personnel, budgeting,
field operations, etc.), or the personal background characteristics of the employee (gender, race,

TasLe 3 Levels of Data

Additional Mathematical

mathematical operation permitted
Level of data Key characteristic properties (cumulative)
Nominal Categories Symmetry Set operations

transitivity
Ordina Ranking Direction Mathematics of inequality
Interval Equal intervals Distance Addition/subtraction
Ratio True zero Magnitude Multiplication/division
Dichotomous All of the above All of the above All of the above
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24 WHICKER AND MILLER

marital status and religion). Even with relatively simple categorizations, however, sometimes
the researcher must make judgment calls. Should a separate category be added to marital status
for people who are legally married but separated from their spouses? What about people of
mixed racia backgrounds who do not identify only with the race of either parent? Or what
about people from mixed religious upbringing who practiced both religions? And how shall the
employee who shifted from field operations to the budget office during the study period be
classified? Avoiding such judgment callsis not possible. It isimportant for the researcher, how-
ever, to be consistent in whatever decision he or she makes about how to deal with such cases,
treating al cases consistently. As always, honesty in research is a good idea. The researcher
should specify how any judgment calls in classification were made and the rationale for the
process used.

B. Ordinal or Ranked Data

Ordinal dataisranked data. The data have an order to them and fall along an underlying dimen-
sion. The rankings of ordinal data may be so precise that each case has its own unique rank.
An example of thiswould be class rank for graduating seniors, or alisting of the top 25 national
universities by individual rank. Thetop ten songs or best selling booksin any given week ranging
from most popular to 10th most popular are also examples of individually ranked observations.
Alternatively, ordinal datamay also consist of ranked categories. An example would be classify-
ing individuals by socia class as lower, lower middle, middle, upper middlie and upper class.
Survey responses along an ordinarily ranked scale also constitute ordinarily ranked categorical
data. Anillustration would be coding respondents by their answer to a question where the possi-
ble answers are strongly disagree, disagree, neutral, agree, strongly agree.

In addition to the mathematical properties of symmetry within categories attributed to
nominal data, ordinal data is asymmetric in relation to the underlying dimension. Asymmetry
implies some relationships, especially relationships of inequality, hold for A that do not hold
for B. For example, if A > B (A is greater B), then it is not true that B > A (B is not greater
than A). Transitivity holds for ordinal data as well as nominal data, so that if A > B, and B
> C, then A > C. The mathematics of inequality, then, apply to ordina data, as well as some
principles of set mathematics that apply to nominal data.

C. Interval Data

Interval data or measurement adds the concept of distance to that of direction that ordinal data
embody. Interval scales have equal intervals or distances between measurable points on the
scale, making addition and subtraction possible. Length has meaning, so that units may be added
or subtracted to a starting point. Man-made scales such as IQ and some temperature scales
(Fahrenheit, etc.) are examples of interval data.

D. Ratio Data

Ratio data has a true zero point, as well as the characteristics of interval data. A true zero point
embodies the concept of magnitude and allows the mathematics of multiplication and division.
Examples include income and weight. In practice, distinctions between interval and ratio data
are more theoretical than practical, and in terms of picking statistical tools to use, interval and
ratio data are often treated as the same.

MarceL DEkkER, INc.
270 Madison Avenue, New York, New York 10016

Copyright © Marcel Dekker, Inc. All rights reserved.

)



LEVELS oF DATA 25
E. The Special Case of Dichotomous Data

Dichotomous data has two categories, 0 and 1. Often dichotomous data is generated by coding
an observation 0O if it lacks a particular characteristic, and 1 if it manifests that characteristic.
Hence, a state may be coded 1 if it has a particular law, such as term limits on state politicians,
and O if it does not have that law. Similarly, an individual may be coded as O if he or she is
not a college graduate, and 1 if he or she is a college graduate. Dichotomous data is obviously
nominal level data—a variable with two categories—so that some set operations apply. Techni-
cally, however, dichotomous data also meet the requirements of all levels of data, as well as
nominal data. Since a code of 1 implies more of the characteristic in question than a O, the
coding scheme embodies direction and therefore meets the requirements of ordinal data, so that
the mathematics of inequality apply. The distance between 0 and 1 is an interval. Because there
is only one interval, the requirement of interval data for equal intervals incorporated into the
measuring schemeis met. Hence, the mathematics of addition and subtraction apply. And finaly,
with one category, that of O, implying the total absence of the characteristic in question, dichoto-
mous data has a true zero point—none of characteristic, so the requirements of ratio data are
met.

This versatility of a dichotomous coding scheme has led researchers to try to convert
nominal variables with more than two categories to a series of dichotomous variables. Once
dichotomous data are obtained, many (but not all) higher level statistics that require interval/
ratio data can be used without causing bias or violating the assumptions of the statistical tool.
The resulting dichotomous variables are called ‘*dummy variables.”’

One common application of the dummy variable creation processisin multiple regression,
when one of the independent variables of interest to the researcher is a multi category nominal
variable. In such instances, converting the nominal variable with several categoriesto a series of
dichotomous dummy variables allows the latter to be used in regression equations as independent
variables in the regression model. Hence, variable of religion, with categories for various reli-
gionswould be converted from asingle variable called * ‘religion’” with several categories (Prot-
estant, Catholic, Jewish, Islamic, Buddhist, Mormon, etc.) to a series of dichotomous variables,
each named for the former category of a particular religion. Cases would be coded 0 or 1 on
avariable named Protestant, based on whether or not the individual was a Protestant. Similarly,
each case would be coded 0 or 1 on a variable caled Catholic; 0 or 1 on a variable called
Jewish; 0 or 1 on a variable called Islamic, etc.

The advantage of this conversion is that higher level statistics can now be used without
having to abandon the concept of religion, merely because it isamulticategory nominal variable.
The disadvantage is that with dummy variable creation, the single concept of religion has been
converted to a series of variables that ‘‘get at’’ the concept of religion, but where no single
variable contains as much information as the previous multicategory nominal variable. Interpret-
ing the results of analysis using dummy variablesis also less compact and often more ‘‘messy’”’
than using a single variable that contains all the relevant information.

Another example of when dichotomous dummy variables would be created is the concept
of race/ethnicity, which normally would be a multicategory nomina variable. Indeed, many
demographic variables often lend themselves to dummy variable conversion. In the case of
gender, (male or female), no conversion of the variable is needed, since the initial variable is
already dichotomous. Thus, male may be coded as 0 and female as 1, so the interpretation of
the variable becomes the presence or absence of the characteristic of female. If the reverse
coding scheme had been used—O0 for female and 1 for male—the interpretation would be the
presence or absence of the characteristic of male. Which coding scheme is used depends, in
part, on the hypotheses being tested, although neither scheme is technically incorrect.
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TaBLE 4 Types of Variables

Variable Characteristics

Dependent variable The primary concept the researcher wants to describe, explain, and predict.
Values ‘‘depend on’’ independent variables.
Usually a study has one primary dependent variable.
Symbolized by Y and placed on the Y axis of the Cartesian coordinate graph.
Independent variable  Influence and impact the dependent variable.
A study may include several independent variables.
Symbolized by X, and placed on the X axis of the Cartesian coordinate graph.
If there are severa independent variables, differentiated by subscripts and sym-
bolized by Xi, X5, Xs...... X
Control variable A subset of independent variables that impact or influence the dependent vari-
able.
Not the primary focus of the researcher.
How the researcher addresses control variables depends on whether the re-
search design is observational or experimental.
In experimental research designs, may be demographic variables the researcher
cannot manipulate.
Are not the same thing as control groups which represent an absence of (zero
level of) the primary independent variable.

Ill. TYPES OF VARIABLES

Variables are concepts that have been operationalized. Operationalization is the specification
of unambiguous measurement procedures that, when applied, result in a numerical value for
the concept for each case or observation in the study. These values are data that are either
nominal, ordinal, interval, or ratio level.

The terms independent and dependent variables have aready been used. These are two
big categories of variables (see Table 4). Unlike levels of data, a concept is not inherently one
type of variable or the other. Rather, whether a variable is independent or dependent depends
on the research question and hypotheses. In one study, a concept may be an independent variable,
while in another study, that same concept may become a dependent variable.

A. Dependent Variable

A dependent variable is a concept that isimpacted or influenced by other variablesin the study.
Those other values are independent variables. The values of the dependent variable depend upon
the values of the relevant independent variables. The goal of science is to describe, explain,
and predict an important concept. The dependent variable is typically the concept the researcher
is trying to describe, explain and predict. Mathematically, the dependent variable is often sym-
bolized by the letter Y, and is displayed graphically on the Y axis of a Cartesian coordinate
system.

B. Independent Variables

Independent variables may be symbolized by X and displayed on the X axis of a Cartesian
coordinate system. If more than one independent variable is used, each X variable may get its
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own subscript, so that X, becomes the first independent variable, X, the second independent
variable, X5 the 3rd independent variable, and so forth up to X, the kth independent variable.
If aresearcher istrying to explain student achievement, student achievement becomes the depen-
dent variable for that study. The researcher will posit that various independent variables are
likely to impact or influence student achievement, so that the level of student achievement ob-
tained ‘‘depends on’’ those factors.

Factors impacting student achievement that may become independent variables in the
study include demographic characteristics of the student, such as social class, gender, race or
ethnicity, and family income. Other factors that may impact student achievement and therefore
may aso be independent variables in the study are characteristics of the school the student
attends. School characteristic variables may include such things as class size, school organiza-
tion, the presence or absence of programs for gifted students, the presence or absence of aca
demic tracking, and teacher salaries. Y et other factors may be characteristics of the classroom
to which the student is assigned, including amount of homework, type of classroom interaction,
and teacher expectations about student achievement.

C. Research Questions Asked and Real World Complexity Determine Dependent
and Independent Variables

Plainly, many factors potentially affect student achievement. Similarly, in the typical research
study, the number of independent variables may be quite large, while the study may have one
major dependent variable. In yet another study, what was an dependent variable in the first study
may become an independent variable. Suppose a researcher is interested in predicting whether
or not a college student completes four years of college. Student achievement in high school
may be one independent variable that is examined for its influence on college completion. Or,
perhaps a researcher would like to predict salaries in the first ten years of employment after
graduation. Again, student achievement may become an independent variable tested for itsim-
pact on salaries in early career years.

D. Control Variables

Control variables are yet another type of variable in aresearch study, although control variables
areactually asubset of theindependent variables. Control variables are factorsthat the researcher
suspects may be linked to and impact the dependent variable. In most instances, especially
when an experimental research design is used, the researcher may not be primarily interested
in exploring this influence or impact. Rather, the researcher is interested in the linkages of the
main independent variables to the dependent variable. If the researcher did not address control
variables in the study, however, their influence on the dependent variable may confound the
inquiry into the main independent variable-dependent variable linkage, and may even cause the
researcher to make misleading and/or erroneous conclusions about those linkages. The skilled
researcher, then, somehow includes the control variables in the study.

I.Incorporating Control Variables into Observational Research Design Through
Measurement and Statistical Analysis

How control variables are included depends on the type of research design (see Table 5). If
the research design used is an observational design, where the researcher has little ability to
mani pul ate the independent variables, control variables may be measured, and their impact ascer-
tained statistically. In such cases, the distinction between primary independent variables and
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TaBLE 5 Approaches for Addressing Control Variables

Type of research design Approach
Observational design Measure and include control variables as additional independent variables.
Experimental design Distribute values of control variable evenly between experimental and con-

trol groups. Either:
Use randomization to distribute control variable by randomly selecting
and randomly assigning cases to experimental and control groups.
Match cases in experimental group with cases in control group on key
values of control variable.
Restrict cases used in the study to one category of the control variable.
Build control variable into the study as an additional independent variable.

control variables is very blurred. Both are measured for each case or observation, and the im-
pact of both on the dependent variable is explored using multivariate statistics. The primary
distinction between the two is the interest of the researcher and the emphasis the study places
on each.

2. Incorporating Control Variables into Experimental Research Designs

If, by contrast, the research design is an experimental design, the researcher has more options
for how to address control variables.

E. Equalizing the Distribution of Control Variables for all Groups in the Experiment

One approach is to try to assure the distribution of the control variables is the same for all of
the groups in an experiment. The researcher may assume that random selection and random
assignment of casesto the experimental and control groupsin the study will cause any significant
control variables to be evenly dispersed between the two groups, causing the impact of the
control variables on the dependent variable values in the experimental group to be the same as
the impact of the control variables on the dependent variable values in the control group. Notice
that control variables and control groups are not the same thing! Control variables are a subset
of independent variables that likely impact the dependent variable. Control groups occur in
experimental designs. Control groups are those that do not get the ‘* treatment variable’’ —that
is are exposed to a zero level (absence of) the primary independent (treatment) variable. A
control group receives a zero level of the primary independent variable. Control variables may
occur in both experimental and nonexperimental research designs. Control groups occur only
in experimental designs, since only in experimental designs are groups used to structure indepen-
dent variable levels.

A version of this approach is matching in the selection process when cases are picked for
the control group versus the experimental group. Cases are matched on key control variable
values. If, for example height is city sizeis a control variable, every time alarge city is picked
to be assigned to the experimental group, a similarly large-sized city is picked for assignment
to the control group. When a small city is picked for the experimental group, a similarly small
city is picked for the control group. The even distribution of the key control variable values
between experimental and control groups is not left to random chance, but is explicitly matched
by the researcher. This approach to assuring an even distribution of the control variable to both
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the experimental and control groupsis particularly appropriate when the population from which
cases for participation in the experiment is small, and when the values for the control variable
are lumpy, or not a smooth continuous distribution.

F. Eliminating Some Categories of Control Variables from the Experiment

A second way of handling control variables in an experimental design is to eliminate cases that
exhibit one or more categories of the control variable from the research study. Suppose a re-
searcher thought that gender was a control variable for a study examining drug effectiveness,
and that without controlling for gender, some outcomes the researcher would otherwise attribute
to particular regimens of drug therapy would actually be caused by gender differences. The
researcher may choose to eliminate this confounding effect by eliminating one of the gender
categories from the study. For example the study may be conducted on only women, or only
on men, so that all the cases or observations in the study were of the same gender. This descrip-
tion of how various drug therapies have been tested is not far from reality as many medical
studies have been conducted on men only. Women’s groups in the United States have made
this a political issue. While conducting studies on only one gender may make for good science,
it has political ramifications in that conclusions that are valid for men may not hold for women.
This method of addressing control variables, then enhances the internal validity of a research
study (ability to address causal questions), while decreasing the external validity (ability to
generalize beyond the study to broader populations).

G. Including Control Variables as Additional Independent Variables

A third approach for dealing with control variables in an experimental design is the same ap-
proach used for observational studies: build the control variableinto the research study as another
independent variable. The main distinction between the primary independent variable and the
control variable, then, is the researcher’s interest and the hypothesis. In such cases, control
variables are often demographic characteristics the researcher cannot manipulate in the context
of the research study, while the primary independent variable in an experiment is subject to
manipulation by the researcher. The research can administer different levels of the primary
independent variabl e (the treatment variable) to study participants (cases), but can only measure,
not manipulate the control variable or variables. Thisis most explicit method for dealing with
control variables and directly tests the impact of the control variable on the dependent variable
as well as the impact of the primary independent variable, this approach has the disadvantage
of increasing the number of groups that need to be in the experiment, and implicitly, increasing
the number of cases needed and the overall research design complexity. The experiment becomes
more expensive and difficult to manage.

The number of groups needed in an experiment is a function of both the number of inde-
pendent and explicitly built-in control variables, as well as the number of values (categories)
each of those variables may take on. Assume there is only one primary independent variable,
adrug, that isto be administered or not administered. Then two groups are needed: an experimen-
tal and a control group. Often tests of program effectiveness have two groups. Either a case is
in the program and therefore the experimental group, or else not in the program and in the
control group.

If the number of values the primary independent variable can take on increases from two
to three, the number of groups increases from two to three as well. Suppose in the drug test
experiment, the researcher wishes to test a high dosage level and alow dosage level. Now two
experimental groups are needed, one for each dosage level, as well as athird control group that
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getsno drug at al. Similarly, for the government program, two different versions of the program
may be tested, increasing the need to three groups: the intensive program group, the regular
program group, and the control group.

What if a control group of gender is added? Gender may be one of two categories—male
or female. In the simple version of the drug test experiment, the number of groups needed has
now gone from two to four (calculated by multiplying the number of categories of each indepen-
dent and control variable in the experiment—or two treatment levels . . . drug/no drug, (2)
times two genders (male/female). 2 X 2 = 4 groups:. One group of males that gets the drugs,
one group of females that gets the drugs, one group of males that gets no drugs, and one group
of females that gets no drugs. Similarly, for the simple version of the program effectiveness
study, the number of groups needed increases to four: one group of males in the program, one
group of females in the program, one group of males not in the program, and one group of
females not in the program.

If we shift to the version of the experiments that has two dosage or program levels as
well as a control group (three initial groups), adding in the control variable of gender increases
the number of groups needed to 6: (3 levels of the main independent variable—high level, low
or moderate level, and no level in the control group), and 2 genders (male and female). 3 X 2
— 6 groups needed: males in the intensive program, females in the intensive program, males
in the regular program, females in the regular program, males in the control group getting no
program, and females in the control group getting no program.

What if we add in a second control variable? The number of groups needed rises rapidly.
Suppose the second control variable is race, categorized as white or nonwhite (i.e. two catego-
ries). Now, for the program effectiveness test, the number of groups increases to 12. This is
based on program levels (intensive, regular, none), two genders (male, female), and two racial
categories (white, non-white): 3 X 2 X 2 = 12 groups needed. |If we wished to refine our racia
categories to white, black, hispanic, and other (four categories), the number of groups needed
in our experiment balloons even further: 3 X 2 X 4 = 24 groups needed. Adding in yet another
control variable similarly causes the number of groups needed to increase greatly. Since each
group must have a number of participants, very soon, the experimental design becomes un-
wieldy.

IV. TYPES OF HYPOTHESES

Hypotheses are empirically testable statements about rel ationships between concepts. When tests
of the hypotheses are implemented, the concepts are operationalized into variables. Data for the
variables for the observations (cases) in the study are collected and organized into a data set.
Statistical tests are then conducted to ascertain whether or not the relationships posited in the
hypotheses are observed in the particular data set being examined. If the posited relationship
is observed, the hypothesisis supported. If the posited relationship is not observed, the hypothe-
sized relationship is not supported.
Hypotheses may be distinguished on several dimensions (see Table 6).

A. Correlational vs. Causal Hypotheses

The type of research design employed determines whether or not a hypothesis is correlational
or causal (King, Koehane, and Verba, 1994). This aspect of hypotheses has to do with the degree
of causation the hypothesis imputes. Observational designs may have high externa validity (the
capacity to generalize from the study results to a broader population, because the selection of
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Aspect of Type of
hypotheses hypotheses Characteristics of hypotheses
Testing Correlational Used with observational research designs.
causation hypotheses Can only specify covariation between variables.
Causal Used with experimental research designs.
hypotheses Can test causal linkages between independent and dependent
variables.
Specifying Nondirectional Only specifies that a linkage exists between X and Y.
direction hypotheses
Directional Specifies the nature of the linkage between X and Y:
hypotheses For nominal data, specifies which categories of X will
be disproportionately linked to which categories of Y;
For higher level data, specifies either a positive/direct re-
lationship (X and Y covary in the same direction) or a
negative/inverse relationship (X and Y covary in oppo-
site directions).
Formal Statistical Formal statements to test for significance:
statement of hypotheses The null hypothesis, Ho, is aways that there is no rela-
hypotheses tionship between X and Y

The alternative hypothesis, H, or Hy, is always that there
is a relationship between X and Y.
H, may be either nondirectional or directional.
Research Stated as the main focus of the research study.
hypotheses Stated that there is a relationship between X and Y.
Not restricted to just tests of significance, but also used to
test for association/correlation and when appropriate, causa-
tion.

study participants has been random, and the study participants are representative of the broader
population). Experimental designs have high internal validity (the capacity to prove causation
and conclude that changes in the independent variables cause changesin the dependent variable).
If the research design is observational, the researcher cannot test for causation. Only correlational
hypotheses that posit that concepts covary (move at the same time) can be tested. If the hypothe-
sis is supported by the data, the researcher can only conclude he or she has found evidence of
covariation. If the research design is experimental, however, causal hypotheses can be tested.
Finding support for the research hypothesis allows the researcher to conclude he or she has
found evidence that changes in the independent variables may cause changes in the dependent
variable.

The capacity to test causal hypotheses and prove causation must be built into the research
design (Campbell and Stanley, 1963). Three conditions must be present for a research design
to prove causation (see Table 7). First, the researcher must have the capacity to manipulate
(administer) the primary independent variable, so that thereis no doubt about when the indepen-
dent or ‘‘treatment’’ variable is given to participants, and in what intensity levels. In proving
that changes in X caused changes in Y, the changes in X must precede the changes in Y in
time. If the researcher manipulates X, this condition can be met. Second, there must be a control
group that does not receive the primary independent variable as well as the experimental group
that does. And third, the researcher must randomly select participants, and once selected, ran-
domly assign them to the groups in the experiment to make the effect of control variables has
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TaBLE 7 Prototype Research Designs

Research design prototype Research design characteristics

Observational designs Random sampling provides high external validity: Ability to use inferen-
tial statistics and significance tests to generalize beyond the study to
the larger population.

Can only test correlational hypotheses, where variables are tested for co-
variation, not causation.

Experimental designs Has high internal validity: Ability to test causal hypotheses that changes
in X caused changesin Y.

Must have 3 features to test causation:

1. Researcher must manipulate X to assure X precedes Y in time and to
know the intensity levels of X;

2. Presence of a control group that is not exposed to X as well as an ex-
perimental group that is exposed to X;

3. Random selection and random assignment of cases to the experimen-
tal and control groups to eliminate spurious relationships by control-
ling for other factors that impact Y.

been removed/addressed by evenly distributing the various levels of control variables to both
the experimental and control groups. This alows the researcher to remove the possibility of
‘*spurious relationships.”’

A spurious relationship occurs when a researcher observes covariation, and erroneously
imputes causation into the relationship, when none, in fact existsin that relationship. For exam-
ple, aresearcher may observe covariation between X and Y (that they vary or move together).
A spurious relationship would exist if the researcher erroneously leaped to the conclusion that
changes in X caused changes in Y, when in reality, that did not occur. Rather, in reality, both
the changes in X and the changes in Y may be caused by changes in some third variable, Z.
What random selection and random assignment of cases to the experimental and control groups
do is assure that values for Z will be more or less evenly distributed in the control group, and
more or less evenly distributed in the experimental group. This removes the effect of Z from
observations about the impact of X on Y. If, after the experiment, Y s for the cases in the experi-
mental group have a different mean than Ys for the cases in the control group, the researcher
knows these differences were not caused by Z, since both groups had the same distribution of
Z before and during the experiment.

B. Nondirectional vs. Directional Hypotheses

Direction has to do with how specific is the hypothesis about the character of the relationship.
If the hypothesis is not specific, it will merely assert that one variable, X, islinked to Y. This
is a nondirectional hypotheses since no direction is implied. An example of a non-directional
hypothesis for nominal data would be to hypothesize that gender is linked to political party
preference. An example of anon-directional hypothesisfor higher level datawould be to hypoth-
esizethat family incomeislinked to levels of educational attainment. In each case, arelationship
is posited, but not the particular character or nature of the relationship.

Directional hypotheses are more specific, and not only specify that X and Y are linked
(co-vary), but how that covariation occurs. For nominal data, a directional hypothesiswill spec-
ify which category of the independent variable (X) is expected to be linked disproportionately
to which category of the dependent variable (Y). To make the above hypothesis linking gender
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and political party preference directional, we would hypothesize that women are more likely to
prefer the Democratic party, while men are more likely to prefer the Republican party.

For higher level data, directional hypotheses may specify a positive or direct relationship
where X and Y both change in the same direction. With a positive or direct relationship, as X
increases, Y increases. Similarly, with a positive or direct relationship, as X decreases, Y de-
creases. Alternatively, a directional hypothesis with variables that are higher level data may
also be negative or inverse, so that X and Y move in opposite directions. With a negative or
inverse relationship, as X increases, Y decreases. Similarly, with a negative or inverse relation-
ship, as X decreases, Y increases.

To convert the above hypothesis linking family incometo levels of educational attainment
from a nondirectional hypothesis to a directional hypothesis, we might hypothesize a positive
relationship: that as family income increases, levels of educational attainment also increase. An
example of a directional hypothesis specifying a negative or inverse relationship would be to
hypothesize that drug use is negatively related to levels of educational attainment—specificaly,
as drug use increases, levels of educational attainment declines.

C. Statistical vs. Research Hypotheses

Whether a hypothesis is stated for a formal test of significance between two variables, or is
stated as the major research hypothesisis also germane. Significance testing in inferential statis-
tics requires a formal statement of hypothesis. The null hypothesis (Hy) is always that there is
no linkage or relationship between X and Y. The alternative hypothesis (H, or H,) is always
that there is a linkage or relationship between X and Y. Significance tests allow the researcher
to conclude whether, given the number of subjects and what is known about the research setting,
including the estimate of the standard error, is the observed relationship between X and Y big
(strong) enough that it is not likely to be caused by sampling error? The probability of Type |
error (o) and the probability of a Type Il error (B) in making that conclusion are associated
with significance testing. Accurate estimates of these probabilities requires that the formal
hypotheses be set up so that the null is always that there is no relationship between X and Y,
and the alternative hypothesis that there is a relationship between X and Y. With this setup, a
Typel errorisrejecting atrue null hypothesis, and concluding that there is arelationship between
X and Y, when there is not, and the observed relationship is just caused by sampling error. A
Type |l error is accepting a false null hypothesis, and concluding that there is no relationship
between X and Y, when the lack of a strong relationship in the data is just sampling error, and
there is, indeed a real relationship between X and Y. Normally, there is a trade-off between
lowering the probability of Type | error (o) and the probability of a Type Il error (). Setting
the chosen acceptable level for oo automatically results in an associated level for 3. When a
small (stringent) o is chosen so that the researcher will accept only asmall probability of making
a Type | error, automatically a large B is set, causing a high probability of making a Type Il
error. Similarly, when alarge (less stringent) o is chosen so that the researcher will accept only
a large probability of making a Type | error, automatically a small f is set, causing a low
probability of making a Type Il error. The only way to lower both oo and 3 simultaneously is
to increase the sample size.

By contrast to this formal hypothesis statement in significance testing which follows the
formal structure of hypothesis testing so as to retain accurate estimates of o, and [3, the research
study hypothesis is about the substance of the research study. The research study hypothesisis
almost always about some type of linkage between X and Y (rather than the absence of a
linkage), and therefore usually follows the structure of the alternative hypothesisin formal sig-
nificance testing. Usualy, in scientific journals and other scientific reports, researchers assume
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TaBLE 8 Types of Statistics

WHICKER AND MILLER

Basis for Type of
categorization statistics Characteristics
Number of Univariate Use one variable, X.
variables statistics
Bivariate Use two variables, X and Y.
statistics
Multivariate Use severd variables, typically Xi, Xy, X3 ... X and Y.
statistics
Generalizability Descriptive Do not generalize; describe a population.
statistics
Inferential Generalize from sample to population.
statistics
Underlying Non-parametric Do not assume the normal distribution.
distributions statistics Less restrictive assumptions.
Used less commonly.
Parametric Assume the normal distribution.
statistics More restrictive assumptions.
Used commonly.
Questions Measurement Proportions, percentages, ratios
answered Measures of central tendency:
Mode, median, mean.
Measures of dispersion:
Range, variance, standard deviation.
Multivariate measurement:
Scaling; cluster techniques, factor analysis.
Statistical Z, t, f, chi-square, binomial distributions.
significance
Association Yule's Q, Goodman and Kruskal’s tau.
Correlation: Spearman’s rho, Pearson’s R.
Regression coefficients.
Direction Pearson’s R, regression coefficients.
Prediction Regression.

readers will understand the formal logic of hypothesis testing for statistical significance, and
do not bother to state the formal hypotheses associated with significance testing. Rather, most
journals and scientific reports state the research study hypothesis or hypotheses and dwell on
the substantive implications of supporting or not supporting that. Research study hypotheses
may be used in testing correlation and prediction and larger models, as well as statistical signifi-

cance between X and Y.

V. SELECTING APPROPRIATE STATISTICS:

How does a researcher select the appropriate statistics or research tools to use in a study? The
level of data at which the variables in the research study are measured, as well as the questions
theresearcher istrying to address determine which statistic or set of statisticsis most appropriate.

Statistics may be differentiated or categorized by several characteristics (see Table 8).
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A. Number of Variables

One way to distinguish groups of statistics is by the number of variables each handles. Simple
stati stics accommodate fewer variables. More complex statistics accommodate several variables
simultaneously. Univariate statistics are applied to only variable. Univariate statistics have the
advantage of being simple, and are usually easily understood, even by those who do not have
substantial formal training in research methods and statistics. Bivariate statistics are applied to
two variables. They have the advantage of allowing for an independent as well as a dependent
variable in the formal analysis. Multivariate statistics accommodate several variables at once.
Multivariate statistics allow for the impact of several independent variables on the dependent
variable to be examined simultaneously, or for clustering patterns across several variables to
be explored. Rarely do multivariate statistical models accommodate several dependent variables
simultaneously. Since multivariate statistics allow for greater complexity as well as statistical
controls to be used, researchers favor their use whenever possible (Babbie, 1990).

B. Generalizability of Results

Another way to distinguish statistics is by whether or not the purpose of the statistic isto general-
ize the analytic results beyond the data at hand. Descriptive statistics do not generalize, and are
used to describe an entire population. Inferential statistics are developed to generalize from a
sample to a larger population (Babbie, 1995). The statistical models for descriptive statistics
and inferential statistics are often very similar, and at times, even identical. A primary difference
is that inferential statistics assume random sampling, and therefore a knowable and calculable
standard error to measure sampling error. If sampling error can be reasonably and reliably calcu-
lated, then the researcher can make inferences from a sample to a larger population, knowing
the probability of making a Type | and Type Il error, and able to create a band of confidence
around any point estimates. To accommodate this, inferential statistics use degrees of freedom
in the calculation of variance and standard error, rather than the total number of cases in the
population as descriptive statistics use. Degrees of freedom refer to the number of independent
pieces of information used in calculating the statistic, which often is the number of cases minus
the number of other statistics that must be estimated from sample data (and therefore depend
on the sample itself) to derive the statistical estimate in question.

C. Underlying Statistical Distributions

Statistics also vary according to their assumptions about underlying distributions. Nonparametric
statistics do not assume a normal distribution. They have less restrictive assumptions, but are
used less commonly. By contrast, parametric statistics do assume the normal distribution. This
assumption is more restrictive but due to the law of large numbers as well as the ability to
apply parametric statisticsto higher level data, parametric statistics are commonly used (Blalock,
1979).

D. Questions Answered

Statistics may be used to answer one of five questions. Some statistics answer only one problem
or question, while a few more complex parametric statistics applied to higher level data may
answer or yield results for several of the questions.
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I.  Measurement

One question statistics will address is measurement. Univariate statistics that perform the task
of measurement include proportions, percentages, and ratios. Univariate measuring statistics
aso include measures of central tendency (mode, median, mean), and measures of dispersion
(range, variance, and standard deviation). Some multivariate statistics also are used primarily
for measurement, including scaling and clustering techniques, such as factor analysis.

2. Statistical Significance

A second question statistics address is statistical significance. Statistical distributions that do
thisinclude the Z, t, f, chi-sguare, and binomial distributions. Statistical significance is the point
of the formal hypothesis testing discussed earlier, and answers whether or not an observed
relationship in sampling data is strong enough, given the size of the sample and other assump-
tions, to conclude with an acceptabl e probability for a Type | error that the observed relationship
isrea in the larger population from which the sample was drawn and is not caused by random
sampling error. Whether statistical significance is found depends, in part, on the sample size.
With avery large (random) sample, sampling error is smaller. Even weak observed relationships
may be reasonably concluded to exist in the larger population. With a much smaller sample,
however, sampling error is much greater. Any observed relationship in the sample must be much
stronger for the researcher to reliably conclude that it exists in the larger population from which
the sample was randomly drawn.

3. Association

Statistical significance asks whether or not a real relationship exists in the larger population.
Statistics that address association ask how strong arelationship is. Usually, the larger the statistic
measuring association, the stronger is the association. Correlation coefficients are among statis-
tics that measure association. Y ule's Q, Goodman and Kruskal’s tau, spearman’s rho, Pearson’s
R, and regression coefficients are all measures of association.

4. Direction

Some statistics, in addition to addressing association, also address the direction of the relation-
ship. If the statistic has a positive sign, the relationship between the observed variables is as-
sumed to be positive. If the statistic has a negative sign, the relationship between the observed
values is assumed to be negative. Pearson’s R and regression coefficients are statistics that
address both the association between two variables and the direction of the relationship.

5. Prediction

A final question or issue statistics will address is prediction. Some statistical tools, including
and especially regression analysisin al its many variants are used for prediction. Standard errors
become a primary criterion for determining whether or not a statistic is performing well in its
predictive capacity (Kleinbaum, Kupper, and Muller, 1988).
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VI. UNIT OF ANALYSIS

The unit of analysis for aresearch project isthe level of social organization at which hypotheses
are formed, data are collected, and conclusions are made. The cases or observations are indica-
tive of the unit of analysis. Individuals are often the unit of analysis in social inquiry. Other
units include groups, programs or projects, organizations, and levels of government (local, state,
national). For both observational and experimental research designs, multiple cases or observa-
tions must beincluded in the study at the unit of analysis. In both observational and experimental
designs, cases must be randomly selected to assure external validity (the ability to generalize
to the larger population) and randomly assigned to groups in experimental designs to assure
internal validity (the capacity to test causal hypotheses).

An example of individual as the unit of analysis would be a study to examine the impact
of personality type on achievement. Both the independent variable (personality type) and the
dependent variable (achievement) can be observed, measured, and data collected at the individ-
ual level. The hypothesis, that personality type impacts achievement, is most appropriate at the
individual level, since organizations and higher units of analysis do not have personality types.
Personality is a characteristic of individuals. Hence, any conclusion resulting from a study of
personality type on achievement would also occur at the individual level. A hypothesis that
informal groups have different leadership patterns than formal groups would need to be tested
at the group level. If we hypothesized that large cities had program budgets, while smaller cities
used only line item budgets, city or municipality would be the unit of analysis. A hypothesis
that social unrest was linked to government suppression of civil liberties would most likely be
tested at the national level, with data coming from various countries.

Sometimes, in time series analysis, time is the unit of analysis. In a time series study,
only one case may be used, but that case may be observed at multiple pointsin time. Conclusions
apply only to that case. For example, the US economy constitutes one case of a national econ-
omy. A hypothesis about the growth of that economy across time would likely be tested with
time series data, for the US aone.

The ecological fallacy refers to the difficulty of making conclusions about the relationship
between the independent and dependent variable at some level other than the unit of analysis.
If, for example, aresearcher has election data only at the precinct level, aswell as data about the
racial and ethnic composition of each precinct, to make conclusions about the voting proclivities
of various individuals from different ethnic groups would be an ecological fallacy. Idedly, one
would collect individual level voting data by standing outside the polls with exit interviews or
through some other method if one wished to make conclusions about individual voting behavior.

Across time, statisticians have developed procedures to minimize the dangers of making
erroneous conclusions when limits to the unit of analysis are violated and the ecological fallacy
occurs. The standard statistical process has been to use atechnique called Goodman'’s regression
model. More recently, the King approach (1997) has attempted to minimize estimation biaswith
the ecological fallacy occurs. Such approaches, however, do not eliminate biases that occur
from collecting data on observations at one level and inferring from that data conclusions made
at a different (usually smaller or lower) unit of analysis. The best advice remains to conduct
all data collection and analysis, as well as hypothesis formulation and conclusions at a single
unit of analysis.

VIl. WHERE DO HYPOTHESES COME FROM?

Defining an appropriate and testable hypothesis is key to a successful research study. Often
neophyte researchers wonder: where do hypotheses come from? How does the researcher know
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TaBLE 9 Criteria for Judging Theory

Criterion Characteristic

Predictability Allows researchers to accurately anticipate and predict dependent concept (vari-
(effectiveness) able) outcomes.

Pervasiveness Has a broad scope, more generalizability, and wide applicability to a large hetero-
(scope) geneous population.

Parsimony Uses as few hypotheses, concepts, and variables as can be to attain a particular
(efficiency) level of robustness.

which hypotheses to test? Some hypotheses are implicit. For example, in a program evaluation
study, the implicit question being addressed is whether or not the program is effective. How
effectivenessis measured will vary from program to program and will depend upon the program
goals and objectives. Why the program was created in the first place—the underlying rationale
for its structure, expenditure, and activities—is presumably linked to some social theory, and
testing the program’s effectiveness is an indirect test of the underlying theory.

A. Criteria for Judging Theory

Successful hypotheses are not just isolated, but are linked to alarger social theory (Kuhn, 1970).
A theory is a set of coherent and consistent propositions (hypotheses) pertaining to a particular
phenomenon of interest (dependent variable). Not all theories are created alike. Some theories
are better than others. Three criteria, sometimes called the three **Ps;”’ are standard for judging
the usefulness of theories: Predictability, pervasiveness, and parsimony (see Table 9).

I.  Predictability

Predictability refersto how well atheory predictsthe behavior of the primary dependent variable.
This criterion is essentially a measure of the effectiveness of the theory. Does it predict well?
The theory scores high on this major criterion. If it predicts less well or only sometimes, some-
times allowing researchers and others to anticipate outcomes and other times causing them to
predict outcomes that do not materialize, the theory scores lower on predictability.

2. Pervasiveness

Pervasiveness, the second criterion for judging theories as better or worse, refers to the scope
of the study. A widely pervasive theory robustly pervades or appliesto alarge and heterogeneous
population. A less pervasive theory is less robust and would apply only to a smaller and more
homogenous population. A pervasive theory has a wide scope and is more general, and is there-
fore judged to be better.

3. Parsimony

The third criterion for judging theories is parsimony. Parsimony refers to the complexity of the
theory itself and is an implicit measure of its efficiency. Parsimonious theories have as few
hypotheses, concepts, and variables as needed. Nonparsimonious theories are less efficient and
contain more hypotheses, concepts, and variables than are needed to attain a particular level of
robustness. Everything else being equal, a parsimonious or efficient theory is preferred to one
that is not. Theories that become particularly ‘*jerry-rigged’” with modification and addition
upon modification and addition as new data are collected may indicate that afield is particularly
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TasLE 10 Approaches to Theory and Hypotheses Generation

Approach Characteristics

Deduction  From the general to the specific.
Applies operationa rules to broad assumptions to derive particular hypotheses.
May use formal tools of mathematics and computer simulations.

Induction  From the specific to the general.
Derives particular hypotheses from observing the behavior of specific cases.
Uses the tools of careful watching, listening, and informal observation.

ripe for a ‘‘paradigm shift’’ where the fundamental underlying principles of the theoretical
foundation of a field are chalenged (Kuhn, 1973). A new theory that is more sleek, elogquent
and simple with equal or greater pervasiveness and predictability but a radically different per-
spective and assumptions may arise to quickly sweep away the old theory creaking under its
own weight. Thisrapid ateration in theoretical foundations and coreis an episodic and even rare
event, but is the part of the large process by which science, including social science, progresses.

Ideally, atheory can be improved on al three criteria ssmultaneously. In reality, research-
ers must sometimes make tradeoffs between the three criteria. Improvements in predictability,
for example, by the introduction of controls, may |essen the pervasiveness or scope of atheory.
Similarly, excessive improvements in parsimony may lessen predictability.

B. Approaches to Theory and Hypotheses Generation

Two approaches to generating theories and their associated hypotheses are induction and deduc-
tion (Table 10). Deduction is said to go from the general to the specific. Deductive theorists
begin with broad assumptions about human behavior and certain operations or rules of behavior.
The operations are applied to the broad assumptions to derive particular propositions or hypothe-
ses. These hypotheses in turn are operationalized and tested in specific settings. The techniques
of formal mathematics and computer simulations may be used in deduction.

Induction is said to go from the specific to the general. It involves the development of
generalizations (hypotheses) from specific observations. These observations may come out of
a researcher’s own personal or work experience, or from hearing about the experiences and
observations of others. The techniques of careful listening, watching, and observation are the
tools of induction.

Science progresses through an alternation of deduction (deriving specific hypotheses from
more general theories) and induction (deriving hypotheses from particular observations). Simi-
larly, the skilled researcher also uses both approaches to derive research study questions of
appropriate magnitude, realism, and importance.

VIll. CONCLUSION

The complexities of the research process are enormous, yet at its fundamentals, it remains the
equivalent of building ahouse of knowledge instead of physical materials. Once we are sheltered
by proven theories from the storms of ignorance, unknown, and uncertainties, life improves.
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Univariate Measures for Directly
Measurable Phenomena

Changhwan Mo

Rutgers University, Newark, New Jersey

This chapter begins, at first, introducing several tabular and graphical formats that can be used
for organizing, summarizing, and presenting numerical data. After that, we briefly examine
univariate measures, such as central tendency and dispersion which deal with one variable at
atime. After we have collected data for analysis, we have several options for addressing them.
We will investigate those options and see the aspects of them.

I. FREQUENCY DISTRIBUTION

Organizing and presenting a set of numeric information are among the first tasks in understand-
ing a problem. As a typical situation, consider the values which represent the travel time to
work of 57 employeesin alarge downtown office building. The times are given in minutes and
each value represents an employee’'s average time over ten consecutive work days. The mere
gathering of this data together is no small task, but it still needs further work for utilizing them
as useful information. These raw numbers should be organized in a systematic way.

The easiest way to organize a set of data is to construct an array, which is a list of the
numerical data ordered from low to high (or high to low). Arrays are often used to make the
overall pattern of the data clear. However, the construction of array demands tedious works
when the number of values is too large, and its output may turn out to be incomprehensible.

A more systematic way to summarize alarge set of datais to construct a frequency distri-
bution. A frequency distribution is a summarizing table form that shows the number of items
that fall in each class of a data set. A classis an interval of values within the overall range of
valuesin adataset. Generally, this frequency distribution makes us easily seethe overal pattern
of the data

A frequency distribution is also known as a frequency table. To construct a frequency
distribution, we must follow these four steps:

Select the number of classes.

Choose the class interval or width of the classes.

Count the number of data that falls into each of these classes.
Display the results in the form of a chart or table.

~PODNPE
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TasLe | Frequency Distribution of Commuting Time

Class Frequency Relative Percentage
(time in minutes) (persons) frequency frequency
20-29 10 0.175 17.5
30-39 12 0.211 21.1
40-49 17 0.298 29.8
50-59 15 0.263 26.3
60-69 3 0.053 53
Total 57 1.00 100.0

There are no best rules for constructing frequency distributions because no one can fit all
situations. Table 1 shows an example of frequency distribution which summarizes the travel
time to work of 57 employees in an office. Its class interval is all equal ten minutes and there
are five classes.

The number of observations in any class is the class frequency. The total number in all
classes is the sum of individual class frequencies. Sometimes, a relative frequency is useful to
summarize a set of data. The relative class frequencies, or proportions, are found by dividing
the class frequencies by the total number of data. A percentage distribution is calculated by
multiplying the relative class frequencies by 100 to convert them to percentages. For example,
when a class frequency is 17 and total number of frequenciesis 57 asin Table 1, the relative
frequency is 17/57, or 0.298, and the percentage frequency is (0.298)(100), or 29.8%.

Frequency distributions are useful tools for organizing and summarizing sets of data and
for presenting characteristics of data clearly. Sometimes, however, we need information on the
number of observations whose numerical value is ‘‘less than’’ or ‘*‘more than’’ a given value.
Asyou show at Table 2, thisinformation is contained in the cumulative frequency distribution.
We can convert a percentage frequency into a cumulative frequency distribution by adding the
percentages from the top or the bottom of the frequency distribution.

Graphics are an effective tool to help people understand the characteristics of data, and
they are essential for the presentation and analysis of data. The statistical graphic forms are as
follows: line charts, bar charts, histograms, combination charts, and pie charts. Line charts use
lines between data points to show the magnitudes of data for two variables or for one variable
over time. Bar charts are often used to show the sizes of datafor different qualitative or categori-
cal data. Histograms are similar to bar charts, but they are mostly used for quantitative or numeri-
cal data and there is no empty space between bars. Usually the horizontal axis denotes class
interval and the vertical axis shows class frequency according to each classinterval. Combination
charts use lines and bars, or use other charts together, to show the dimensions of two or more

TaBLE 2 Cumulative Frequency Distribution

Percentage Cumulative
Time (minutes) frequency frequency
Less than 30 175 175
Less than 40 21.1 38.6
Less than 50 29.8 68.4
Less than 60 26.3 94.7
Less than 70 5.3 100.0
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Ficure | The Lorenz curve.

data values for different categories or for different times. Pie charts can be used effectively to
show the relative proportions or percentages of the total number of measurements in qualitative
data. It is recommended to be less than five.

In addition, we introduce a useful graphic form: the Lorenz curve (Figure 1). It isusually
used for highlighting the extent of equality or inequality of income distribution in economics
(Kohler, 1977). Consider the distribution of money income among U.S. households. We draw
a square which is measuring percentage of total money income received on the vertical axis
and the percentage of households on the horizontal axis. According to each income level from
the lowest to the highest, households are arranged from left to right.

Consider a straight line from the bottom left corner at O to the top right corner at K. This
diagonal line means perfect equality, since it represents the position the Lorenz curve would
hold if the same portion of money income went equally to each household. If all households
in the country shared total income equally, it would be true that 40 percent of the households
shared 40 percent of total income, that 60 percent of the households shared 60 percent of total
income, and so on. In fact, the differences of income between the poor and the rich seem to
become larger and larger. Thus, the line of actual inequality exists lower than that of perfect
equality. The difference between actual inequality and perfect equality determines the Lorenz
curve, in other words, the curved line of inequality from 0 to K. Someone may argue that this
curve is for bivariate relationship, but we introduce it here because it represents one concept:
the inequality of income distribution.

We saw how tabular and graphical forms of presentation may be used to summarize and
describe quantitative and qualitative data. These techniques help us to distinguish important
features of the distribution of data, but most statistical methods require numerical expressions.
We can get these numerical forms through arithmetic calculations on the data, which produce
descriptive statistics. The descriptive statistics are measures of central tendency and measures
of dispersion. The mode, median, mean, and weighted mean are presented as measures of central
tendency. The range, mean deviation, variance, standard deviation, and coefficient of variation
are explained as measures of dispersion.
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Il. MEASURES OF LOCATION (CENTRAL TENDENCY)

In most sets of data, we usually see that there is a particular tendency for the observed values
to cluster themsel ves around some specific values. Some central values seem to have the charac-
teristic of the whole data, and central tendency refers to this phenomenon. We may use these
values to represent the whole set of data because the central values usually position the middle
point of distribution.

The mode is the most frequently occurring value in a data set. The mode is generally not
auseful measure of location. For example, assume that we collect the temperature data (Fahren-
heit) of six winter daysin New York City: 49, 7, 11, 18, 22, and 49. Although one value (49)
does occur more than once, there is no guarantee that this value shows the central tendency of
the data set.

The median is a number that divides an ordered set of datain half. We can find this value
when the values in a set of data have been arranged in a numerical order from the lowest to the
highest. If there is an odd number of values in the data set, then the median (Md) is the value
in the middle position. In the case of an even number of values in the data set, it is the average
of thetwo valuesin the central positions. Consider the temperature datain New Y ork City which
have six values. When you wish to know the median of this data, it is calculated like this:

_18+22 _

M
¢ 2

20.

The most frequently used measure of central tendency is what laymen call an average.
The word ‘*average’’” in life has all kinds of different meanings such as a baseball player's
batting average, a student’s grade point average, and a man’s appearance as average. Generally
the term average in a set of quantitative data refers to their arithmetic mean. Simply, the mean
of n numbers is their sum divided by n. Since it is desirable to have a formula which is aways
applicable, we state it with forma expression. For a given population of N values, X;, X,,
X3, . . ., Xy, the population mean is denoted by pu and the mean for a population of N data
values is their sum divided by N.

N
1
M:NZ‘ Xi

However, we often have to use sample values for estimating the mean of a larger population
because of the time and cost involved in using the entire population. For instance, suppose we
are interested in estimating the mean temperature of all winter days (population) in New Y ork
City by using the sample of six winter days that we already used for calculating the mode and
the median. We perform the same calculation as the mean for a population data, but we divide
the sum of sample values by the sample size n (as opposed to the population size N), and we
call it sample mean which is denoted by X.

Applying the equation of sample mean to the temperature data, we find: X = 1/6(49 + 7 +
11 + 18 + 22 + 49) = 26. It means that the average winter temperature in NY C may be 26°,
but we are not sure this sample mean can be regarded as a population mean because the sample
number is only six.

When we compute the mean of a set of data, we assume that each value has equal impor-
tance. In the situation where the numbers are not equally important or not equally proportioned,
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we can assign each a weight that is proportional to its relative importance and calculates the
weighted mean (X,). Let Xy, X5, Xs, . . ., Xy be aset of data values, and let wy, W, W, . . .,
wy be the weights assigned to them. We can find the weighted mean by dividing the sum of
the multiplication of the values and their weights by the sum of the weights:

o Txw
o= W

For example, the average salaries of elementary school teachers in Oregon and Alaska were
$23,000 and $20,000, and there were 1000 and 200 elementary school teachers in these states.
When we want to find the average salary of elementary school teachers in these two states, we
should calculate a weighted mean because there are not equally many school teachers in the
two states. The solution is as follows:

%, — (23,000)(1000) + (20,000)(200) _
1000 + 200

22,500

Thus, the average salary of elementary school teachers in these two states is $22,500.

Ill. MEASURE OF DISPERSION

When we wish to know about the variation or scatter among the values, we calculate a measure
of dispersion. Suppose that in a hospital each patient’s pulse rate is taken four times a day and
that on a certain day the records of two patients show the same mean of pulse rates. Whereas
patient A’s pulserateis quite stable, however, that of patient B varieswidely. Patient A’ srecords
show 71, 73, 73, and 75, while those of patient B are 48, 70, 81, and 93. When we calculate
the means of both patients' rates, they are the same (73). Although they have the same mean
of pulse rates, it does not necessarily mean that their conditions are identical. Thus, a doctor
might pay more attention to patient B than patient A. This example illustrates the importance
of measuring dispersion in descriptive statistics. In this section, we will deal with four measures
of variation: range, mean deviation, variance, and standard deviation.
The range is the difference between the largest and smallest values in a data set.

Range = Xjages — Xsnales

When we apply the formula of range, we can see that the temperature data set of NYC has a
range of 49 — 7 = 42. It is not a satisfactory measure of variation for severa reasons. First,
itscalculation uses only two of the observed values regardless of the size of sample. Inthissense,
the range is inefficient in that it ‘‘wastes’ or ‘‘ignores’ data. Second, the range is sensitive to
sample size. As the size of sample is larger, the range generally tends to become larger. Third,
the range may vary widely. It is the least stable of our measures of dispersion for all but the
smallest sample sizes.

The mean deviation measures variation using distances between each data point and the
population mean without considering the algebraic signs. When a data set is tightly clustered
around the mean, the distances will be small. When the data set is spread out widely, the dis-
tances will be large. When we have a population of N number, X;, X,, Xs, . . ., Xy, whose
mean is W, then we might be tempted to think that the average, or mean, of these distances
should provide a good measure of dispersion (Watson et a., 1993). If we just add the distances
without addressing the fact that about half of the distances will be positive and half will be
negative, we will always get one answer: zero. By eliminating the signs of these distances, we
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can solve this problem in two ways: first, we may simply ignore the signs by taking the absolute
value, or we may square the distances. If we ignore the signs of the distances (X; — w) and
divide the sum of these absolute values by N, we have the mean deviation.

N
. 1
Mean deviation = = X —
NZ X — u

In the above formula, | X; — | is the absolute value of X; — u, that is just X; — p with
the sign converted to + (positive) if it happens to be — (negative). Since the mean deviation
does not have the mathematical properties because of artificialy ignoring the signs of the dis-
tances, we are looking for the better procedure to eliminate the sign on the deviation. It is to
square the distances of each X; — p.

Suppose that we use the square of the deviations instead of the absolute value as ameasure
of deviation. In the squaring process the negative signs will disappear; hence, the sum of the
squares of the deviations from the mean will always be a positive number. Although this sum
of sgquares provides a measure of dispersion, the mean of the squared deviations is more often
used as a dispersion measure because of its conciseness. To calculate this measure, we divide
the sum of sguare deviations by N, the size of population. This mean of squared deviations for
population data is called the population variance (c?).

c:;Z X = w*

The population standard deviation ¢ of the numbersin apopulation of size N isthe square
root of the variance. The standard deviation for a population of N data values, X, X5, X5, .. .,
Xy, 18 the sguare root of the population variance.

c=\/;ZNl(>@—u>2

Earlier, we made a distinction between p, the mean of population, and X, the mean of
sample. The different notations are used to distinguish whether they came from a population
or a sample selected to represent a population.

The same type of symbol distinction is made between the population standard deviation
¢ and the sample standard deviation S. In addition, we must change the formula to divide by
degrees of freedom (n — 1) for the sample data rather than the popul ation size (N). When dealing
with a sample of size n, we lose a degree of freedom for each parameter in the formula since
we must estimate from sample data. If our data set is a sample and we wish to estimate a sample
variance &, we can find it after the sample mean X is calculated at first. The variance for a
sample of n data values is calculated by dividing the sum of the squared deviations for the
values from their mean X by the degrees of freedom, n — 1.

= 1oy
n—-1

Applying this formula to the temperature data set of N'YC again, we can caculate the sample
variance since we already know the sample mean (X) is 26:

S = 6—11{(49 — 26)2 + (7 — 26)? + (11 — 26)% + (18 — 26) + (22 — 26)?

+ (49 — 26)%) = 1724/5 = 344.8,
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It means that an average squared distance of any observation in the data set from the mean is
344.8.

The standard deviation is always the square root of the variance. Thus, we define the
sample standard deviation S is the sguare root of the sample variance.

ALy = %
S—\/n_lz(x. X)

When we apply this equation to the temperature data, we find: S = V344.8 = 18.57. It means
that an average distance from the mean is 18.57.

There are only two differences between the formulas for the population and sample stan-
dard deviation. First, in the equation of population standard deviation, we use the mean ., while
in the equation of sample standard deviation we use X. Second, in the population equation for
o we divide the sum of squared deviations by N, but in the sample equation we divide it by
n — 1. Why do we haveto use n — 1 instead of n? In addition to the formal rationale of adjusting
for degrees of freedom lost by estimating p with X, we can intuitively say that the spread of
valuesin asample will typically be less than the spread in the population (Watson et al., 1993).
In the case of estimating the population standard deviation by using a sample data set, it is
desirable to adjust our calculations to complement the smaller spread in the sample. In other
words, the sample standard deviation s becomes a better estimator of the population variance
o2 when we use n — 1 rather than n. There are n squared deviations from the mean in a sample
of n data values, but only n — 1 of the deviations are free because of the limit that the sum of
the deviations from the mean is zero as explained in the earlier discussion of the mean deviation
(Watson et al., 1993). In general we use s as the estimator of ¢ because the standard deviation
is the square root of the variance.

What does the standard deviation tell us? A data set with a large standard deviation has
much dispersion with values widely scattered around its mean and a data set with a small stan-
dard deviation has little dispersion with the values tightly clustered around its mean. If the
histogram for a set of data values is shaped like a bell or shows normal distribution, we can

say that:

1. About 68 percent of the valuesin the population will lie within = 1 standard deviation
from the mean.

2. About 95 percent of the values will fall within = 2 standard deviations from the
mean, which means that about 95 percent of values will be in an interval ranging
from 2 standard deviations below the mean to 2 standard deviation above the mean.

3. About 99 percent of the values will lie within = 3 standard deviations from the mean.

For instance, when a stock traded on the New Y ork Stock Exchange has a mean price of
$50 and a standard deviation of $3 for one year, we are sure that 95% of the prices lies between
$44 and $56 because this interval is . + 2 6. This conclusion is based on an assumption that
the distribution of prices is approximately symmetrical.

IV. MEASURES OF CENTRAL TENDENCY AND DISPERSION:
APPLICATION

We have presented both measures of central tendency and dispersion. In this section, we will
briefly investigate which measureis most appropriate for aspecific situation and see adescriptive
statistic that combines both measures: the coefficient of variation.
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How can we select measures of central tendency and dispersion? If the distribution is
equally symmetric, then the X, M,,, and My will all coincide. When the distribution is not symmet-
ric or is skewed, the mean, median, and mode will not match together. It is not unusual that
some frequency distributions are skewed to the left or to the right. The mean is sensitive to
outliers, afew extreme values, but outliers typically have little or no effect on the median. To
the temperature data set of NYC, if we add one extreme value (89), the new data set is: 49, 7,
11, 18, 22, 49, and 89. By using it, when we calculate the median and the mean, they are,
respectively, 22 and 35. As a result of adding an outlier, the mean has affected a lot from 26
to 35, while the median does not change so much from 20 to 22. Therefore, when the data are
skewed or contain extreme values, we can say that the median provides a better measure of
central tendency. In the case of dispersion measures, therangeis particularly sensitiveto outliers.
We generally use the variance and standard deviation for representing the dispersion in a set
of data values.

A descriptive statistic that combines the standard deviation and the mean is called the
coefficient of variation. The coefficient of variation (CV) is useful for comparing two number
sets of rather different magnitudes. Its formulas are as follows:

cV = (“) X 100 p > O [for a population]
U

CV = (;) X 100 s> 0 [for a sample]

While the standard deviation depends on the original units of measurement, CV is a unit-
less figure that expresses the standard deviation as a percentage of the mean (Freund and Simon,
1995). For instance, the lengths of certain distances may have a standard deviation of 1000
meters or 1 kilometer, which is the same, but neither value really tells us whether it reflects a
great deal of variation or very little variation. Let’s see another example for further understand-
ing. At a hospital, patient A’s blood pressure, measured daily over several weeks, averaged 199
with astandard deviation of 12.7, while that of patient B averaged 110 with a standard deviation
of 9.5. When we want to find which patient’s blood pressure is more consistent, we calculate
the coefficient of variation because their means are different.

Ve = 27 100 = 638 OV, = 22 x 100 = 86
199 110

At first glance, it appears that patient B's blood pressure is relatively consistent because its
standard deviation is smaller than that of patient A. When we compare CV, and CV;, however,
we can conclude that patient A’s blood pressure is relatively more consistent than that of patient
B since CV, is smaller than CVs.

V. CONCLUSION

The univariate measures refer to measures of central tendency and dispersion. When we summa:
rize data by using univariate analysis, it should be noted that it has a disadvantage of losing
critical information. To minimize the loss of information, analysts often use different univariate
measures together. Asis seen in Table 3, we can generally say that these descriptive statistics
are the best fit for different levels of data. However, it does not necessarily mean that only these
different levels of data are applicable to specified descriptive statistics.
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TasLE 3 Measures of Descriptive Statistics and Level of Data

Measures of Measures of Minimum level of
central tendency dispersion data required
i, X 6%,0,%'S Interval/ratio
Mg Range Ordina

Mode Frequency distribution Nominal

In addition, univariate analysisisimportant because multivariate analysis, which examines
several variables such as factor analysis and multiple regression, starts from the basic logic of
these descriptive statistics.
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Typologies, Indexing, Content Analysis,
Meta-Analysis, and Scaling as
Measurement Techniques

William M. Bowen and Chieh-Chen Bowen
Cleveland State University, Cleveland, Ohio

I. INTRODUCTION

The techniques discussed in this chapter may all be related to measurement and data analysis.
Their tremendous potential usefulnessin public administrationis duein large part to the strength
of the method of which they are al broadly a part. They have roots in scientific method and
more specificaly in the logic of measurement. To one degree or another they all enable an
investigator to extend the logic of measurement beyond the physical realm of concrete and
material objects and into the realm of abstract and intangible entities.

The term *‘entities’” is used advisedly in this chapter to refer to the units of empirical
investigation. Of all the possible terms for these units, the term *‘entity’’ seems to meet two
criteria the best. Firgt, it is consistent with the traditional logical empiricist conception that the
units of investigation must be rooted in physical or biological redities or, alternatively, social
or psychological realities from a behavioral perspective. Second, it also seems consistent with
the possibility of empirical investigation of irreducibly subjective magnitudes and other nontradi-
tional analytic units (Bowen, Chang, and Huang, 1996).

The various conceptual and theoretical aspects in the extensive body of literature dealing
with the twin topics of conceptualization and measurement are too multifaceted, technical and
contentious to be summarized simply and concisely (Blalock, 1982; Kyburg, 1984; Nagel, 1931;
Roberts, 1979). Moreover, the conventional treatments and courses on data analysis in public
administration neglect to raise some of the philosophical and theoretical underpinnings of these
topics sufficiently for beginners at empirical investigation to fully grasp the elementary ideas
involved, much less the relationships between them. As a consequence there is a widespread
lack of appreciation among both scholars and practitionersin public administration with respect
to the enormous potential for innovation and practical application of measurement and empirica
data analysis. Even today many hold the belief that scientific method is only useful in public
administration insofar as administrative systems are the concrete and material or directly observ-
able, behaving entities of the sort postulated by logical empiricists. This chapter tends to belie
this belief by introducing a conceptual framework. It offers some of the techniques that may
be used to extend the boundaries of scientific method to far more abstract and intangible realms
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such as decision premises, preference and utility judgments, cognitive processes, and linguistic
constructs.

To help ensure adequate background knowledge, we begin by considering a few basic
ideas about empiricism and measurement. Because the foundations of scaling technique come
appreciably close to the status of fundamental theory, we emphasize some of the ideas that are
prerequisite to a proper understanding of such foundations.* While we include a very few care-
fully selected philosophical and theoretical ideas, primarily at the beginning, asarule our cover-
age of the techniques reflects the assumptions of the practicing investigator, not the finely-
detailed formulations of the professional philosopher.

1. SCIENCE AND THE LOGIC OF MEASUREMENT
IN PUBLIC ADMINISTRATION

One may distinguish between categories of knowledge about physical, biological, and social
realities. Knowledge is not an innate possession, so regardless of the category in question a
method is always required to obtain it. The objective of such a method is always to find out,
from consideration of what we already know, something else which we do not know. That is,
the objective of such a method is to make inferences. Moreover, we may say that method is a
‘‘good’’ one if it leads to true inferences from true premises and not otherwise. If the method
isgood then the question of the validity of the inferenceis purely one of fact and not of thinking.
Thisis important in public administration largely because inferences about administrative sys-
tems often serve as premises for decisions (Simon, 1976).

Of the available methods, scientific method is preeminent insofar as it is the only one
which demands evaluation of one's inferences against future experience (Peirce, 1877). Mea
surement in public administration may be considered to be atechnical aspect of scientific method
in which ultimately abstract, mathematical and quantitative symbols are translated into the exis-
tential qualities or empirical traits of selected and well-defined aspects of administrative systems.
Measurement fortifies scientific method, which in turn provides a sort of control on the quality
of one's inferences about the world. The analytic techniques in this chapter are thus useful in
public administration primarily when motivated by the desire to hold up one’s inferences about
certain aspects of an administrative system to the standards of social science. Their value in-
creases directly with the importance of the validity of the administrator’s inferences, as for
example when they serve as the premises for important decisions.

To philosophers the term ** scientific method’” tends to include various specul ative activi-
ties such as generalizing from observed factsto scientific *‘laws,”’ or developing logical systems
caled ‘‘theories”” The elements of scientific method that stem from measurement, however,
focus more narrowly on the processes of empirical observation and description. While our con-
cern here is primarily with the techniques stated in the chapter title, an adequate appreciation
of them requires recognition of their conceptual and theoretical roots in mathematics and quanti-
tative reasoning.

Inthe physical and biological sciences, at least, the ultimate expression of knowledge tends
totake amathematical and quantitative form. In physics, for example, mathematical formulaeare
used to expressthefour dimensional reality of the special theory of relativity. In physical chemis-
try, electrons are specified statistically. In population biology and genetics, the structure of popu-
lations are described quantitatively. In all of these examples, and countless more, mathematics
and quantitative reasoning, augmented by measurement, appear to offer the fina and plenary
test of the quality of human thought. It is as if such reasoning provides a proving ground for
our thinking; atesting of the truth of our reason.

MarceL DEkkER, INc.
270 Madison Avenue, New York, New York 10016

Copyright © Marcel Dekker, Inc. All rights reserved.

)



MEASUREMENT TECHNIQUES 53

In this regard the commonality between the physical and biological sciences on one hand,
and the social and administrative sciences on the other extends much further than is often realized
by those uninitiated in empirical investigation. Firstly, we have noted that all science, including
social science, demands that one evaluate its conclusions against future experience. Normally
we observe this by noting that social science demands that we test the validity of our empirical
inferences. Mathematics and quantitative reasoning are instrumental in these tests. Measurement
extends mathematics and quantitative reasoning to the empirical world and, in doing so, assists
the public administrator on the proving ground of his or her thinking. Secondly, most if not all
of the basic concepts of scientific method are shared in common between the various realms
of science. Scientific method, whether physical, biological, or social, deals with the basic con-
cepts of variables, parameters, assumptions, causes and effects, theories, laws, and research
designs, among many others. Beyond this point, if there are any meaningful differences between
the social sciences on the one hand and the physical and biological sciences on the other, they
are that the former poses greater complexities, difficulties, and challenges (Machlup, 1994).
Indeed it may be argued that there is no good reason to conclude that the logic or rationale
of socia scientific method is essentialy any different than in physical or biological science
(Rescher, 1970; Salmon, 1984; Simon and Burstein, 1985). Of course, by extension, there is
no good reason to conclude that scientific method is any different in public administration.

A. Definition and Measurement

In scientific method, concepts are defined in the process known as concept formation. This
process is, by-in-large, a matter of semantic maneuvering to obtain the maximum congruence
of categories. Its product, a concept, represents arelevant set of empirical entities by stipulating
the relationships between their attributes, characteristics or qualities. Measurements are state-
ments of the interstices of this representation.

The definition of measurement most commonly used in pubic administration may be stated
as ‘‘the unique assignment of a range of numerals to a domain of magnitudes according to
rules’ (Stevens, 1957). Partialy, this definition is used because it is conducive to the study of
decisionsand other abstract social entities. It impliesthat measurement isessentially a systematic
activity, not necessarily limited in application to concrete and material realities. While numbers
themselves may be created by humans, we assume that the magnitudes reflect a definite quality
of the entities, events, or objects under investigation.

M easurements begin with operational definitions. Operational definitions are instructions
or descriptions of sets of actions or operations an investigator can follow exactly, designed to
link the concepts to magnitudes in the world. They enable replicability, a basic requirement of
scientific method. They refer to attributes or characteristics of the empirical entities that the
investigator is representing with the concept. If these attributes or characteristics have two or
more levels then they are known as *‘empirical variables.”

One of the basic principles of all empirical research isthat before any measurements may
be taken one must provide suitable operational definitions of all the major concepts in one’s
investigation. The reason for thisis that all measurements logically presuppose definition. That
is, operational definition is required because the numerals have no meaning in and of themselves.
Rather their meaning originates, as does all meaning, in the abstract replacement of one symbol
(or set of symbols) by another. Specifically in creating an operational definition, the word used
to label the concept to be defined, a symboal, is replaced by another set of words, themselves
also symbols, this time representing the operational definition. Thus the numerals used in mea-
surement acquire their meaning, at least in part, from the creation of an operational definition.
Without operational definition the numerals have no meaning in relation to the concept.
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M easurements not only logically presuppose operational definitions. They also presuppose
the rules of measurement. That is, the numerals get meaning not only from the creation of
operational definitions, but also from the abstract replacement of the entity to be measured, a
symbol, by a numeral, itself also a symbol. Let us call this replacement the *‘assignment of a
numeral.”” The rules of measurement are required to govern and constrain the assignment of
a numeral so as to ensure that certain psychological and logico-mathematical antecedents are
fulfilled in the process. The relevant psychological and logico-mathematical details of these
rules are discussed in a following section.

If the assignment of a numeral conforms with both the operational definition and rules of
measurement then the numerals may be logicaly linked to the concept. Moreover, because
numerals are subject to the laws of mathematics, investigators may, with reference to the con-
cept, organize their thoughts and observations with a degree of logical precision and clarity that
would otherwise not be possible.

Because assignment of numerals in the measurement process links the numerals with a
concept, and because numerals are logically linked to mathematics and quantitative reasoning,
measurement links concepts with mathematics and quantitative reasoning. In doing so it en-
hances the investigator’ s ability to think logically about the relationships between the attributes
or characteristics of the empirical entities represented by the concept. In a word, measurement,
as opposed to definition in the absence of numerical assignments, improves the investigator’s
ability to reason through the relationships with reference to which the world is represented by
the concept.

The primary advantage of the measurement process as conceived in our definition may
thus be construed to derive not from its ability to somehow put the investigator in direct contact
with the actual world, or to link his or her concepts directly to the actual world. Neither the
concepts nor the numerals need in any sense be reified for the measurement process to be advan-
tageous. Rather, its primary advantage stems from the systematic linkages it enables between
the investigator’s concepts and the laws of mathematics and quantitative reasoning. In other
words it derives in the first instance not from the information in the numerals as they relate to
the world as it actually exists—the facts at issue in the items of information at our disposal—
but rather more directly and simply from the enhanced ability one obtains with respect to how
one proceeds in organizing one's knowledge about it (Rescher, 1979).

B. The Concept of Unique Assignments

The definition stipulates that the assignment of the range of numerals to the domain of magni-
tudesis‘‘unique.”’” Therange of numerals used in measurement symbolically represent or corre-
spond to a domain of empirical entities, and their meaning is derived from representation or
correspondence. Figure 1 illustrates this idea using the range of integers from one to three in
the left column to symbolize certain qualities of the domain of empirical entities, represented
by the asterisks on the right. The asterisks could represent employees or utilities or any empirical
entitiesthat may be of interest. Of course, in the world of measurement practice the range usually
contains more than three numerals, along with a greater variety of entities in the domain. The
principle, however, remains the same. In case A, each numeral in the range maps uniquely, vis-
avis the mapping function, to the empirical entities in the domain. The uniqueness of these
assignments assures the meaningfulness of the numerals. In case B, however, the mapping is
not unique. The mappings in B are not necessarily incorrect because there are no things that
are necessarily in and of themselves the qualities which we attribute to numbers or equations.
Indeed thereis nothing logically or inherently wrong with the assignmentsin case B; the relation-
ships between range and domain are merely ambiguous. They simply lack meaning. This quality
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Ficure | The numerals in the range, in the left column, are assigned to the magnitudes in the domain,
in the right column. A unique assignment is one in which one and only one numeral is used to represent
one and only one magnitude.

of ‘‘uniqueness’’ is required to give meaning to the numerals used in measurement. When the
assignments are not unique, the information contained in the numerals either lacks integrity or
else the amount of information contained in them is less and the ambiguity is greater than it
would be were they unique.

C. Mathematical and Psychological Assignment Rules

This definition of measurement also stipulates that numerals are assigned to magnitudes ac-
cording to rules. These rules stimulate minimum conditions for measurement reliability. They
have both psychological and mathematical aspects. Unless one conforms meticulously to both
of these aspects, one’s measurements will not be reliable. Measurement reliability and validity
are especially important when dealing with the techniques in this chapter, as will be clarified
in the following sections.

Several alternative sets of rules are available, each with different logico-mathematical
properties. The decision on which set rules to use constitutes the selection of alevel of measure-
ment. Four levels of measurement are traditionally distinguished by the logico-mathematical
properties of the numerals used, and at least five may be identified (Stevens, 1957).

The quality of any analysis based upon measurement depends upon the perceptions of the
investigator and the laws of mathematics. More specifically, measurement reliability depends
upon the ability of the investigator to accurately perform the required perceptual processes. The
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different levels of measurement correspond to different perceptual processes. Once the numerals
have been assigned to the magnitudes, the quality of any further analysis depends upon whether
or not the investigator complies with the pertinent laws of mathematics in his or her treatment
of the numerals obtained. We now briefly review these rules in both their psychological and
mathematical aspects.

Nominal measurements only have the basic geometric property of dimensionality (or spa-
tial extension). They only contain information about membership in a well-defined subclass of
observations. This property requires only that the investigator be able to perceive the divisions
that define the subclasses in his or her observations, and locate each entity being measured
uniquely in one of the subclassifications using only one numeral. That is, to perform nominal
level measurement the investigator need simply be able to discern whether or not an observation
is‘‘equal to’’ the standard or criterion used to define the relevant subclass.

Once the investigator has nominally measured al of the empirical entities of interest, he
or she may want to transform the numerals mathematically. This might be done, for example
to summarize alarge number of measurements or to manipulate them into aform that is suitable
for making statistical inferences. The information contained in numerals with nominal properties
will retain its integrity so long as all the values are transformed similarly, by any one-to-one
substitution. So long as one uses a single formulae to transform al of the observed values, and
solong asit is applied in a consistent fashion across all observationsin all subclasses, one may,
without loss of information, add an arbitrarily large constant to each value, multiply it by either
a positive or negative number, or exponentiate it, all without loss of information.

Ordina measurements contain information about rank order. They represent a logical ex-
tension of the nominal level, obtained by adding the property of rank order to that of dimension-
aity. Ordinal measurements thus presuppose not only that the investigator has the ability to
determine the equality of the observations, as in nominal measurement, but also the ability to
determine, with respect to the location of any two of them on the attribute of interest, whether
either one is greater than or less than the other. There is no requirement with ordinal measure-
ments to be able to determine how much one such entity is greater or less than another, but
only their rank order. It is enough that one is able to psychologically compare two of the empiri-
cal entitiesand identify, with respect to whatever empirical dimension one is measuring, whether
or not one of the empirical entities represents more or less of that dimension. Such comparison
is often used when one is doing scaling.

Once the investigator has ordinally measured all of the empirical entities of interest in
the study, the values or numerals may be mathematically transformed so long as the rank order
information they contain is preserved. In comparison to nominal measurements, the set of per-
missible transformations of the values of ordinal measurements is more restricted. Technically,
one may transform ordinal values by any increasing monotonic function without loss of informa-
tion. However transformation by a decreasing function or a nonmonotonic function may lead
to loss of information. This means, for example, one may add an arbitrarily large positive con-
stant to each of the values of an ordinal variable, multiply each of the values by an arbitrarily
large constant, or take their logarithms without loss of information.

Interval level measurements contain all of the information contained in the nomina and
ordinal levels, plus information about equal intervals. They logically extend the properties of
ordinal measurements through the addition of the property of distance to the properties of dimen-
sionality and rank order. When taking interval measurements the investigator must be able to
accurately perceive and attribute the additional mathematical property of equal distances be-
tween successive numerals to the numerals one uses to represent one's observations. Such attri-
bution depends for its accuracy upon the psychological ability of the investigator to identify
the equality of intervals or distances between observations. In other words, to get interval level
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measurements, the investigator must be able to determine not only whether two observations
are equal and whether one observation is quantitatively greater or less than another, asin ordinal
measurement, but also whether or not the distance between any two sequentia observationsis
equal to the distance between any two such others on the dimension. If the investigator can
perceive the exact distance between successive observations, and if this distance is constant,
then interval level measurements may be achieved. Interval level properties are often attributed
to the numerals obtained in Likert Scaling, which will be discussed in a following section.

Asisthe case with nominal and ordinal measurements, once the investigator has obtained
interval measurements he or she may want to transform them for some reason. Permissible
transformations are those which preserve not only rank order information but also equality of
intervals. These include any transformations in which each value is multiplied by an arbitrarily
large positive constant, and an arbitrarily large constant is added to the product. Technically,
interval level measurements are said to be unique up to a positive linear transformation.

Ratio level measurements contain additional information about anatural zero. At thislevel
of measurement, in mathematical terms, the ratio of two numeralsis assumed to be independent
of the unit of measurement. Practically speaking, this means that the investigator who attributes
ratio level properties to his or her measurements implicitly assumes the ability to perceive
whether two ratios of measurements are equal. This requires a ‘‘natural zero.”’

Transformations of ratio-level values are feasible, however the permissible set of such
transformations is the most restricted of the four levels of measurement. Technicaly, ratio level
measurements are said to be unique up to a similarity transformation. This means that one
may multiply ratio level measurements by an arbitrarily large positive constant without |oss of
information. However, the addition of a constant to the values or the multiplication by a constant
equal to or less than zero will compromise the information they contain.

The important point here is that the mathematical properties of these different levels of
measurement govern and constrain both the psychological abilities that the investigator must
assume and the transformations he or she may perform on the numerals obtained if meaningful
measurement is to occur. So long as these constraints are met in the measurement process, the
only restrictions on the empirical entitiesto which it may be reasonably applied are set by limits
on the availability of suitable concepts. Conversely, so long as the investigator has the requisite
psychological abilities, and the analysis of the numerals proceeds in accordance with the laws
of mathematics, the concepts to which measurement may be usefully applied extend as far as
the human imagination can take them. In comparison to investigations not based upon measure-
ment, those so based have the distinct advantage that the investigator’s inferences are stated
in terms of a systematic mathematical foundation, presumably within the larger setting of a
rationale-providing framework of conceptual order in administrative systems.

D. Measurement Validity, Reliability, and Error

Measurements have been defined as the assignments of numerals to magnitudes representing
empirical entities. The principles of measurement require the selection of a level of measure-
ment, the details of which are, as noted above, reasonably clear and unequivocal. In practice,
however, investigators are far from infallible. The actual use of these principles in the conduct
of an investigation is often fraught with obstacles that compromise the quality of the answer the
investigation providesto the question the investigator asks. The related concepts of measurement
validity and measurement reliability are concerned with whether or not certain aspects of the
measurement process compromise this quality.

The concept of measurement validity has to do with whether or not measurements accu-
rately reflect what the investigator intends them to measure. This has a couple of aspects. First, a
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valid measurement must represent what it isintended to measure. This requires awell-conceived
operational definition of the concept. Take for example the concept of job performance. A mea-
sure of the job performance of say, police officers, may be valid only if it really does measure
theefficiency and effectiveness with which the officers do their job. One of the authorsis familiar
with an instance in which an urban police department measured the job performance of its patrol
officers by the numbers of miles on the odometer of their police cars. The effect was that rather
than going in to the dark corners of the city to control crime, as they ought to have been doing,
the officers took to the highway to chalk up miles on their cars as a means of getting good
performance ratings. The resulting performance measurements lacked validity.

Secondly, assuming that the measurement represents the concept it isintended to measure,
measurement validity requires that the correct numerals are assigned to the empirical entities.
Differences between the correct numeral and the numeral assigned to an empirical entity are
known as measurement error. There are numerous common sources of measurement error.
Among them, different people may perceive the empirical entity differently, or interpret the
measuring instrument differently. Contextual differences due to factors such as the age, race or
gender of the investigator may bias the measurements. So may theinvestigator’ sprior disposition
dueto level of nativeintelligence, education, or moral development. Temporary conditions such
as disease, emotional distress, poor lighting, or high levels of noise may alter the investigator’s
perception, thus leading to measurement error. Some of these factors arise idiosyncratically and
others systematically. All compromise the validity of the measurements.

Steps to mitigate against measurement error may include: (1) a single person taking re-
peated measurements of the same empirical entity; and taking the average of the observed values;
(2) when the measurements require instrumentation, using mechanical devices to fix the refer-
ence point of observation; (3) making electronic observations which print automatically when-
ever possible; and (4) more than one person taking the average of repeated measurements of
the same empirical entity. Some errors in measurements are also caused by either carelessness
or systematic biases on behalf of whoever is taking the measurements, such as the halo effect,
leniency, severity, and similar-to-me effect (Borman, 1991), and some of these may be reduced
through training. There are many possible sources of measurement error, and while these and
other steps may go along way toward overcoming the obstacles posed by measurement error,
some such error is inevitable.

The concept of measurement reliability applies to both operational definitions and to mea-
surement errors. Measurements are deemed reliable if they are consistent or repeatable. If in
repeated applications an operational definition produces a similar result every time, regardless
of whether it represents the intended concept, it is reliable but not necessarily valid. Similarly,
when measurement error is systematic, the measurements may still be reliable but not valid. All
valid measurements are reliable in the sense that they have operational definitionsthat adequately
represent the intended concept and they contain little to no measurement error. But not all
reliable measurements are valid.

Take as an example of a reliable but not valid measurement, a hypothetical situation in
which a male supervisor is known to secretly prefer male to female employees. Over time, his
judgments of the performance of his subordinates may be consistent with their efficiency and
effectiveness within the genders but not between them. In other words, he may from year to
year systematically bias his evaluations in favor of male employees. The rank order of his
judgments of the performance of the females is consistent from year to year, and similarly for
themales. But his evaluations of the femal es are systematically biased downward in consequence
of his hidden preferences. In this case, the performance appraisals may be deemed reliable
because they are consistent. But they are not valid. Systematically incorrect numerals are as-
signed to the employees. The appraisals may be reliable, but they are not valid.
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If for whatever reason the operational definitions do not consistently represent the intended
concepts, or if idiosyncratic measurement errors occur in an investigation, then the measure-
mentsare not reliable. When measurements are unreliabl e, the investigation is usually considered
to be too seriously flawed to be credible to the critical and informed mind. The degree to which
unreliable measurements undermine the value of investigations based upon measurement in
public administration writ large is open to debate.

E. Validity of Empirical Inferences

A proper understanding of the techniques in this chapter requires extension of the ideas of
validity and reliability to include not only measurements, but also empirical inferences. After
all, the test of empirical knowledge is not the validity of the measurements but rather the degree
to which the inferences they support are consistent with future experience. The decisive point
isthe validity of the empirical inferences, not the validity of the measurements upon which they
are based. Valid measurements are an integral part of valid empirical inferences, since they
represent the investigator’s perceptions of the relevant segment of the world. In general, how-
ever, empirical inferences may not be immediately deduced from measurements or data. That
is, alogical or conceptual processis also required. The techniques discussed in this chapter are
examples of such processes. Accordingly, the idea of validity is now refined and extended from
the realm of measurements to that of the inferences themselves.

One may distinguish between two different broad types of validity: externa validity and
internal validity. Both deal with the logic through which the measurements are linked to the
empirical inferences. External validity refers to the generalizability of the empirical inferences.
The question is: to what range of different populations or situations do the inferences pertain?
There is no systematic technical device for assessing external validity; it is primarily a matter
of judgment. Internal validity, on the other hand, refers to the correspondence between two sets
of things, such as concepts, variables, methods and data. A degree of internal validity is the
minimum without which a scientific study is uninterpretable. |deally, empirical inferences have
a high degree of both external and internal validity. In reality, however, the two are often at
odds with one another (Campbell and Stanley, 1963).

Moreover, there arethree formsof internal validity: face validity, criterion-related validity,
and construct validity. These three forms are now considered in sequence.

I.  Face Validity

The weakest form of validity isface validity, also sometimes called content validity. Face valid-
ity is based entirely upon logic, common sense, and subjective judgment. For instance, one may
decide that a performance appraisal instrument should gather three types of data: objective,
personnel, and judgmental. The objective data, for example, might be the number of letters
typed by a secretary, the number of citations issued by a police officer, or the number of claims
processed by a claims processor. Personnel data might include records of absenteeism, letters
of commendation or discipline, and other information found in the employee's personnel file.
Judgmental data could supplement the objective and personnel data by, for example, explicit
numerical judgments of how well the employee performs. The test of the face validity of the
combined measures would require only that the inferences made on the basis of such measures
are plausible and consistent with other information about the performance of the employees
being evaluated. Such plausibility and consistency is often evaluated by expert judges.

Face validity may be adequate if the purpose of the investigation is purely descriptive.
However, even when expert judges are used to evaluate face validity, it is still the weakest form
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of validity. Face validity is ultimately based on a single variable, which is to say, informed
judgment, and stronger forms of validity all involve more than one variable.

2. Criterion Validity

Criterion-related validity refersto the correspondence among predictor variables and some crite-
rion measure. It is established by analytically evaluating the strength of the relationship between
the predictor variable and another variable—the criterion—to which it is expected to be related
if it is valid. The criterion is a score, rating, or some other value of a variable that either is
available at the time of the measurements of the predictor variable, or will be available at a
later time.

In the preceding example of performance evaluation, to establish criterion validity would
reguire specification of a criterion against which to compare the results of the application of
the performance evaluation instrument. One would use the instrument to evaluate a set of em-
ployees and then compare their performance ratings with the criterion. For example, the instru-
ment might not include information about achievement awards from professional organizations
or grades received in evening classes voluntarily attended at the local university. One might
expect that employees who receive achievement awards from professional organizations, or who
receive high grades in their classes, might receive higher ratings. If one were to observe a
significant positive relationship between an employee’s performance rating, according to the
instrument, and the receipt of achievement awards or high grades, then one might be said to
have obtained a degree of criterion validity. For many instruments, especially those measuring
complex concepts such as job performance, it is difficult if not impossible to decide what crite-
rion to use to validate the instrument.

Two types of criterion validity may be distinguished. When the criterion measureis avail-
able at the same time as scores on the predictor, then concurrent validity is being assessed.
When the criterion measure will not be available until some time after the predictor scores
are obtained, then predictive validity is being assessed. The difference between concurrent and
predictive validity is afunction of the time when the criterion measure becomes available. Con-
current validity is oriented toward the present and reflects only the status quo at a particular
time. Predictive validity is oriented toward the future and involves atime interval during which
events take place.

Predictive validity is usually considered to be the more powerful of the two because the
inferences from predictor variables are successfully generalized beyond the current study to
situations not under the direct control of the investigator. For example, Namenwirth’'s (1973)
analysis of party platforms in presidential campaigns, written in the late 1960s, suggested that
America would experience severe economic difficulties that would peak about 1980. Events
since seem to confirm this prediction (Namenwirth, 1973).

3. Construct Validity

Construct validity is the strongest and most complicated form of validity. It is concerned not
only with validating the particular measurements and analysis used in any given application,
but also the theory underlying them. To establish construct validity one must have repeated
studies, with different measures and analysis; it may not be achieved by only one measure.

Though efforts to establish construct validity are rare in public administration, if one seeks
to thoroughly understand the elements of empirical analysis it is important to understand the
concept. The concept of construct validity provides an ideal form to which efforts to establish
validity in empirical investigation may aspire. Thisideal pertains not only to content analysis,
meta-analysis, and scaling, but many other forms of empirical analysis as well.
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TasLe | Example of a Multi-Trait-Multi-Technique Matrix with two Techniques
(1 and 2) for Measuring Two Traits (A and B)

Technique 1 Technique 2
Traits A B A B
Technique 1 A AA,; A:B; AA, AB,
B AB,; B,B; A,B; BB,
Technique 2 A AA, A,B,; AA, A,B,
B AB, B,B, A,B, B.B,

Construct validity is established if, in measuring abstract concepts, the results are related
to other analyses in the ways one would expect them to be on the basis of theory. Thus, one
starts with a set of concepts and some hypothesis about how they are related. Take for example
Herbert Kaufman's provocative thesis that the reason organizations *‘di€’’ isthat *‘their engines
stop’’ (Kaufman, 1991). In light of evolutionary theory it may be deduced that if this thesisis
correct then one will find an increase in the *‘thickness’ of the organizational medium. The
concept of ‘‘organizational thickness'’ is defined in terms of a set of measurable traits of organi-
zations including degree of specialization, literacy and educational levels, volume and speed of
communication, energy consumption per capita, and organizational density. Kaufman's thesis
contains expectations about the relationships between these traits. The traits, in turn, may be
measured using any number of different techniques. For a couple of the traits, physical measure-
ments may be obtained. For others, indexes may be constructed. For still others, content analysis
or scaling may be useful.

Systematic procedures are required to establish construct validity. These procedures culmi-
nate in a ‘‘ multi-trait-multi-technique matrix,”” such as is illustrated in general form in Table
1 (Campbell and Fiske, 1959). Each value in the matrix is simply a correlation coefficient.
Conceptually, these measure four different characteristics. These characteristics are:

1. the same trait measured by the same technique, such as AjA;, B1B;, A,A; and B,B,
(usually referred to as reliability of the measurement),

2. the same trait measured by different techniques, such as A;A, and B;B,,

3. different traits measured by the same technique, such as A;B; and A,B,, and

4. different traits measured by different techniques, such as A;B, and A,B;.

Satisfactory construct validity is said to occur only under a certain condition regarding the
rel ationships between these characteristics. Specifically when the correlation coefficient is statis-
tically significant for the same trait measured by different techniques (characteristic 2), one has
“‘convergent validity.”” When different traits measured by the same technique (characteristic 3)
areuncorrelated, onehas*‘discriminant validity.”” Only when convergent validity issignificantly
higher than discriminant validity can we say with confidence that the study has satisfactory
construct validity.

Ill. THE TECHNIQUES

Having clarified some of the relevant elements of empirical investigation in general and measure-
ment in particular, our attention now turns explicitly to typologies, indexing, content analysis,
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meta-analysis, and scaling. Aswas mentioned earlier, these techniques all enable the investigator
to extend the application of scientific methods in the realm of essentially abstract and intangible
empirical entities such as decision premises, preferences and utility judgements, cognitive pro-
cesses, and linguistic constructs.

Typologies are a form of classification. The other four are primarily techniques of data
analysis. All arerelated in one way or another to measurement. While the following descriptions
provide some basic insights into the respective techniques, if one wantsto produce a study using
one or more of them one will first want to prepare further by going beyond this chapter. Refer-
ences for such preparation are provided where required.

A. Typologies

A typology is a special form of classification (Mukherjee, 1983). Before focusing directly upon
typologies, it is a good idea to consider classification more generally.

In simple terms, the reason for classification in public administration is that administrative
systems may contain immense variation. Organizational structures may vary, for example, as
may their goals, functions, communication patterns, and the roles people assume within them,
among an unfathomable number of other attributes. Faced with all of thisvariation, an investiga-
tor attempting to consciously predict and control some aspect of an administrative system must
first abstract from it, replicating the relevant attributes of it in his or her own mind. Ideally,
postul ational-deductive theory would serve to guide and organize the process of making these
abstractions. Such theory would enable him or her to deduce the full set of variables needed to
organize the variation in the system. One would first identify the parameters of the class of
administrative systems under investigation, then define the relationships between them as pre-
cisely aspossible, and finally construct models to relentlessly extend them and to test the postu-
lates. Theory of this kind is either quantitative or at least cleanly qualitative in the sense that
it leads to easily recognized inequalities. In public administration, however, most of what passes
for theory is better described as concept formation. It tends not to identify the parameters of
administrative systems or the relationships between them clearly enough to allow an investigator
to deduce the set of variables that are necessary or sufficient to systematically organize and
understand the variation in administrative systems. Therefore scholars and practitionersin public
administration tend to begin with classification of the variation. Classification is also useful to
facilitate the routinization of responses to individual cases, aid in summarization, and make
others aware of differences between subclasses.

Classification as a quantitative technique abstracts from, formalizes and generalizes the
processes of human reasoning. In the classical view, human reasoning is a process through
which people obtain knowledge on the basis of abstract propositions that can be objectively
either true or false (if not meaningless). The capacity for such reasoning has traditionally been
posited to be something transcendental in the sense that it goes beyond the physical limitations of
the person. In other words it does not have any bodily, organismic or natural basis. Accordingly
classification, broadly construed, is considered to be the main way people make sense out of
their experience: it isintegral with the human capacity for meaningful thought. It is the process
whereby subclasses of experience are characterized by the person according to his or her percep-
tions and understandings of the attributes shared by their members. Other credible views of
classification are feasible (Gardner, 1985).

Operationally, classification is the act of distinguishing between subclasses of empirical
entities. A subclass is formed of a number of such entities, each of which exhibits a definite
characteristic in a constant manner. In the classical view, the definite characteristic may be any
arbitrary division, normally determined culturally and linguistically. The operation involves the
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mutually exclusive and collectively exhaustive assignment of empirical entities to subclasses,
according to this definite characteristic. In other words, each entity is placed into one and only
one subclass, such that the definite characteristic is exhibited (a) in a constant manner by all
members of the subclass and (b) in a manner that is different than is exhibited by entities not
in that class. There may be no overlap between members and nonmembers of a subclass. Ac-
cording to our definition, measurement occurs when numerals are assigned to designate the
subclasses.

The overt use of classification is often criticized due to the fact that when one places
an empirical entity in to a subclass, one inevitably loses some information about it. If, for
example, one classifies a person as an ‘‘executive,’” a‘'‘manager,’”’ a‘‘technician,’”’ or a‘*street
level bureaucrat’’ one asserts that everyone in that subclass is somehow essentially similar.
Moreover, the information lost may be significant from some points of view. For example, the
subclass of executives may include a young female from Taiwan with a Ph.D. in psychology
and an elderly male from the United States with a bachelors degree in engineering. The two
may be very different in all respects except that both are classified as executives. Thus, not
classifying entitiestogether may certainly avoid erroneous generalizations. But unless one classi-
fies entities one cannot handle them in a small enough set of groups to enable generalization,
making science impossible. Therefore it is worth emphasizing in this light that classification is
only a conceptual device to facilitate the handling of information in a scientific or coherent
manner. Classification says nothing about whether or not entities can ‘‘realy’’ be considered
equal with respect to many of the important characteristics not included in the definitions of
the subclasses.

The product of the classification process may be termed a *‘ classification scheme.”” The
classification scheme may be viewed in either one of two ways, depending upon whether it is
conceived to group the (1) the empirical entities or (2) their characteristics (Kendall and Stuart,
1966). In the first view, the entire scheme may be considered one nonordered polytomous vari-
able that measures the empirical entities themselves. In this view the value assigned to an obser-
vation designates its subclass. Numerals with nominal properties are assigned to designate the
subclass for an empirical entity. Alternatively the scheme may be viewed as an amalgamation
of a set of related variables used to specify the characteristics of the entities. In this view, each
variable is seen to correspond with one of the characteristics used to evaluate the empirica
entities. The value assigned to an observation designates a magnitude for the characteristic, as
expressed by the entity in question. The measurement properties of the assigned numerals thus
depend upon the type of gradation to which the particular characteristic admits. It is entirely
conceivable that the numerals might have nominal, ordinal, or even interval properties, de-
pending upon the nature of the characteristic.

There are two basic tasks in creating a classification scheme. One is to construct the
categories or scheme of characteristics to be used in distinguishing between empirical entities.
The other is to assign each empirical entity to the appropriate category. Strictly speaking, a
typology may be considered to be the product of a deductive approach to connecting these two
tasks (Mukherjee, 1983). In this strict sense the typological approach to classification starts with
the categories and then deduces the appropriate subclass for any given entity from there.

With respect to public personnel systems, a position-classification scheme may be consid-
ered a typology. Such a typology is usually an abstract organization of job-types, arranged
according to the nature of the work performed. Accordingly, a job in any given agency is as-
signed a classification based upon comparisons between statements of the nature of the work
to be performed in that job and statements about *‘typical’’ jobs that are grouped according to
the typology. The assignment of a classification to a particular job is typically deduced from
the classification scheme.
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In contrast, a typology may be distinguished from other classification schemes created by
an approach in which one starts by enumerating the variations in the relevant characteristics of
the entities and then proceeds to work inductively to the scheme. Mukherjee (1983) refers to
this later form of classification as the ‘‘ population approach.’’

There is some doubt as to whether the distinction between an inductive and deductive
approach to the creation of a classification schemeis useful in the field of public administration.
The distinction may be too finely-detailed to fit within the range of practical ideas in such an
applied field. In any case, for better or for worse, in public administration the term *‘typology”’
tends to be used to refer to essentially any reasonably-definite classification scheme, regardless
of whether an inductive or deductive approach is taken to its creation.

B. Indexing

Theterm *‘index’’ is commonly used in a number of different ways. In situations in which one
wants to compare a given value of a time series with an earlier ‘*benchmark’’ or reference
value, the term ‘“‘index’’ may refer to a ratio of the form:

Comparison number
Base number

Index number = 100 (@D}
For example, one may assume that the number of violent crimes in a given city in a given base
year, say 1995, was 624. Furthermore that the following year the number rose to 714. Thisform
of the index value would be approximately equal to 116, meaning that the number of crimes
in 1996 was up 16% in comparison to 1995. The ratio of the two quantities is multiplied by
100 so that when the comparison number equals the base period number, the resulting index
value will have a value of 100. This, however, is not what the term ‘‘indexing’’ refers to in
this chapter.

I. Index Construction

In proper use, as examined in this chapter, the term *‘index’’ refersin general to any value, I,
which contains a set of empirical variables, x; X, X3 . . . X,, combined in such a way as to
represent the concept of interest. That is to say, the index is some function of the empirical
variables, such that | = f (X4, X5, X3, . . ., Xy). When constructing an index, one must concern
oneself with deciding upon what empirical variables to use, how to measure the variables, how
to weight them, and how to combine them.

One may take as a typical example of an index the concept called ‘*cost of living.”” The
concept refersto the expenditures required to maintain aconstant level of satisfaction (Mansfield,
1982). Various cost of living indexes have been constructed, all of them closely associated with
the measurement and problems of inflation. They are used to measure changes in the purchasing
power of the dollar for a wide variety of purposes. Probably the most famous cost of living
index is the Consumer Price Index, which the Bureau of Labor Statistics has been constructing
for over sixty years. It is one of a number of possible proxies for the concept labeled ** cost of
living.”" It includes a set of empirical variables reflecting practically everything people buy for
living—food, clothing, homes, automobiles, household supplies, house furnishings, fuel, drugs,
doctors fees, rent, and transportation among other things. It refers to data gathered by personal
visits to about 25,000 retail stores and service establishments in urban areas. The tremendous
influenceit carriesis attributable to the fact that it reduces the complexity inhering in the concept
of cost of living, and indicates its value for a particular time and place in an intuitively plausible
manner. Other examples of indexes which may be put together in areas related to public adminis-
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tration include job performance; agency performance; gubernatorial power; fiscal capacity;
industrial production, concentration or association; legislative professionalism; small business
optimism; voter or consumer confidence; and sustainable economic welfare, among many
others.

a. Deciding Upon Empirical Variables for an Index The first concern in constructing an
index is that one select variables that measure what one wants to measure, given the purpose
to which the index will be put. Good empirical investigation always starts with a clear statement
of purpose. The empirical variables one selects should adequately represent the universe to
which the concept is to be applied.

For example one may construct an index of the risk faced by a municipal government for
purposes of selecting between insurance portfolios. One cannot predict al of the possible mis-
haps faced by the city. The fire department is familiar with causes of fires and how to minimize
their outbreak, but they cannot precisely predict the time, location, or cause of particular fires.
The police department deals constantly with burglaries and vandalism, but they cannot precisely
predict them. Similarly, the accountant knows how to prevent defal cations; public works person-
nel know about the construction and maintenance of buildings and infrastructure; and building
custodians know about dangerous conditions and practices. But no matter how much care is
taken to avoid mishaps, some accidents are bound to occur. Property damage and adverse liabil-
ity claims may result. Because some of the relevant probabilities, outcomes or costs always
remain undetermined, one cannot precisely measure the risk faced by the city. Accordingly, the
risk manager who is constructing an index to help select between portfolios will want to be
sure to include a set of empirical variables that adequately represents at least the highest risks.
These may include estimated damage to real and personal property, property loss, loss of income
or increased costs that ensue from property losses, and liability associated with various possible
mishaps in each of the major branches in the municipal government.

b.  Deciding How to Measure the Variables for an Index Assuming that one has decided
upon which empirical variables to include in an index, the decision may arise as to how to
measure them. Not al variables in an index are necessarily measured the same way, using the
same level of measurement. While aside from common sense there are no hard and fast rules
to use at this point, some rough guiding principles are available.

First, all else equal, subject to the psychological and mathematical constraints noted above,
congtituent variables with levels of measurement containing more information are normally to
be preferred to those containing less. Higher levels of measurement contain more information
than lower levels. For example, interval measurements contain more information than do nomi-
nal measurements. While the degree of gradation to which an empirical variable admits may
at some point limit the feasibility of a higher level of measurement, the information content of
higher levels of measurement is richer in comparison to lower levels. Consider the simplest
possible case, in which one nominal measurement is compared with a single interval measure-
ment selected from along a point in a gradient. The information contained in the nominal mea-
surement may signify only the existence or the non-existence of the characteristic. It conveys
at most one bit of information.? The interval measurement, in contrast, signifies the existence
or the nonexistence of the characteristic, and when it exists it further designates a point on the
gradient. The additional number of bitsyielded isafunction of the logarithm of the total number
of points on the gradient that can be discriminated. So long as the value to the investigator from
the increase of information is larger than the costs associated with the extra effort required to
obtain the higher level measurements, the higher level is to be preferred.

This raises the second guiding principle. If two potential constituent variables equally
meet the investigator’'s purpose, those obtained with greater ease and less expense are to
be preferred to those obtained with more difficulty and cost. As a rule, measurements con-
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taining more and better information cost more to obtain than do measurements containing
less. The key is for the investigator to consider the purpose for which the index will be
used. On one hand, there is no point in spending time, energy, and resources for increased
information without adequate purpose. On the other hand, if the index serves an important
enough purpose then the added resource expenditures required for higher quality information
may be justified.

Another related principle is that measurements containing relatively little error are, all
else equal, to be preferred to those containing more. Measurements containing less error tend
to require more time and energy to obtain. Measurement error was introduced above. Error
increases uncertainty and, in turn, uncertainty may exact a price. In general measurements that
contain less error cost more than ones that contain more error. If the additional cost of better
measurements can be justified then they are to be preferred.

Finally, there are a couple of guiding principles for measuring categorical variables. Cate-
gorical variables are those involving either nominal or ordinal measurements in several catego-
ries. For example, if one assigns numerals to individuals to represent their department in an
organization, one obtains categorical measurements at a nominal level. If one assigns one of
five numerals to individual working adults to represent their degree of educational attainment,
one obtains categorical measurements at an ordinal level. There are a couple of rough guiding
principles useful in the construction of categories. First, those that adequately represent all of
the variation in the variable are to be preferred to those that do not. The number of categories
should be small enough to be manageable. Seven, plus or minus two, is a reasonable rule of
thumb. Each category should also contain some of the variation. For example, if one has seven
categories and al of the variation is contained in two of them, something is probably wrong.
It may also be agood idea to reconstruct the categories so as to have some of the observations
represented in each category.

¢.  Deciding How to Weight the Variables for an Index Not &l of the variables for an index
are necessarily of equal importance in representing a concept. In this context, a weight is a
numerical value that is presumed to reflect the importance of a particular empirical variable for
an index. Whether the weights in question are the same or different across all such variables,
multiplying the weight by each value of the variable renders the appropriate importance for that
variable in terms of the index. Multiplication of weights by the values of a variable assumes
that the weights are measured at least at a ratio level and that the values of the variable are
measured at least at an interval level.

Weights may be obtained through various techniques, all of which to some extent involve
the subjective judgments of an expert or judge. The most common approach is through direct
assessment, in which ajudge directly produces the numerical valuesfor the weights subjectively,
on the basis of his or her experience and capacity for judgment. A less common but often more
sophisticated approach is to use indirect assessment in which an analytical tool such as the
Analytic Hierarchy Process (Saaty, 1988), regression analysis, or mathematical programming
is used to determine the weights mathematically. At times, remarkable structural similarities
may be found between the subjective and objective elements of some of these techniques
(Bowen, 1990). In any case, the investigator must designate some weights to the variables, even
if they are al equal to unity. Though the element of subjectivity invariably raises the suspicions
of many scientists, some scholars argue that such subjective judgments are an inevitable part
of every index (Rescher, 1970).

d.  Deciding How to Combine Variables for an Index — Indexes involving more than one vari-
able all assume a functional form with which to aggregate variables. The functional formis the
overt form of the functiona relationship between the variables in the index. That is, given an
index, I, such that | = f (X, X2, Xs, . . ., Xy), @decision must be made regarding how to operation-
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ally combinethevariables. Thereisno hard and fast rule, however, acouple of guiding principles
are available.

First, a functional form theoretically rooted in mathematics and quantitative reasoning is
clearly preferable to one without such roots. Take for example the assumption known as ‘* addi-
tive independence.”” If two variables are not additively independent, to add them together is
mathematically incoherent. That is, the assumption of additive independence requires that the
two variables do not interact. If for a specific example an investigator is attempting to construct
an index of persona expenditures on clothing by using variables that reflect the person’s sex
and whether or not he or she is a college graduate then it is coherent to add the two variables
together only if expenditures on clothing for, say, females relative to males is not affected by
whether or not they are college graduates. If graduating from college differentially effects the
clothing expenditures of females relative to males, then the assumption of additive independence
is untenable. In this case, to the extent that the two variables interact, the functional form of
the relationship between them is not additive but rather multiplicative. Thus we say that a mathe-
matically coherent functional form is preferable to a merely expedient one.

Secondly, all else equal, it is preferable to postulate a simpler functional form rather than
a more complicated one. More basically while it is a good idea to simplify the world as much
as is reasonable, it is not a good idea to simplify it more than that. Again, the important thing
is to bear in mind the purpose of one's investigation. All indexes abstract from and simplify
the world. Without direct knowledge of the world from which the concept is abstracted, there
isno way to know for sure whether the more complicated functional form is a better description
of the true relationships between the variables in question in the actual world. Thus there is no
final basis from which to compare the indexes under the simple and more complicated functional
forms. The better question therefore is whether the increased complexity associated with the
more complicated functional form sufficiently enhances ones ability to achieve the purpose of
the investigation. Unless the more complicated functional form is somehow demonstrably supe-
rior to the simpler one, the simpler functional form is preferable.

Finally, one doeswell to bear in mind that it is prudent to respect the measurement proper-
ties of one's measurements when constructing an index. The integrity of the index depends upon
preserving and accurately expressing the information content of each constituent variable
through the aggregation process. The measurement properties of an index are determined by
the measurement properties of it's lowest level constituent variable. This variable restricts the
permissible forms of aggregation. If for example the index contains a nominal variable then
addition is mathematically incoherent. Neither addition nor multiplication for any level of mea-
surement below an interval scale is coherent unless the operation involves the addition or multi-
plication of the values of one's variable by a constant (in which case the measurement is mean-
ingful and the properties are those of the lower order measurements). When the measurement
properties of the constituent variables are ignored in the process of combining the variables for
an index, the index no longer contains the force of the logic of measurement. While the index
may in this case have the appearance of being a meaningful measurement, such appearance is,
strictly speaking, illusory.

2. Differences Between Indexes and Scales

Although the term **index’’ is commonly used interchangeably with the term *‘scale,”” the two
may be construed to have clearly distinct meanings. Moreover considerable confusion may be
easily avoided by bearing this distinction in mind.

First, the central concern in constructing an index is to simplify reality enough to alow
the investigator to more-or-less match it to his or her concept. In contrast, the central concern
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of scaling is to validate the empirical characteristic of interest. Scaling will be discussed at
length in a following section.

Second, the type of theory used to construct an index is basicaly different than that used
to construct a scale. The theory used to make an index is primarily phenomenological. Accord-
ingly, the word ‘‘scale’’ is properly used to refer to the mathematical process and quantitative
reasoning techniques employed to discern and substantiate the existence of one or more defined
characteristics of an empirical entity and to establish operational indices of the relative magni-
tudes of those characteristics. The term ‘‘index,’”” on the other hand, refers to an empirical
variable or set of empirical variables used as an indicator or proxy for an abstract concept. An
index in this sense is constructed to represent the concept of interest in relation to a definite
segment of the empirical world, without regard to its dimensionality. This is accomplished by
measuring many seemingly different empirical variables, and somehow combining them so as
to reduce the real world’s complexity enough to represent the concept of interest using a single
number.

C. Content Analysis

Content analysis is a dynamic technique for making inferences about the content of recorded
text. Such content may be referred to as ‘‘sign-vehicles.” The term ‘‘sign-vehicle’’ refers to
whatever units of content, document or form of recorded text contains the particular information
or signal of interest in the investigation (word, theme, story, article, and the like). The technique
is dynamic in the sense that the definitions of content analysis have changed over time with
technical innovations and application of the tool itself to new problems and types of materials.
A couple of representative definitions are as follows:

‘‘Content analysis’ may be defined as referring to any technique a) for the classification of
the sign-vehicles, b) which relies solely upon the judgments (which theoretically may range
from perceptua discriminations to sheer guesses) of an analyst or group of analysts as to
which sign-vehicles fal into which categories, ¢) on the basis of explicitly formulated rules,
d) provided that the analyst’s judgments are regarded as the reports of a scientific observer
(Janis, 1949, p. 55).

Content analysis is a phase of information-processing in which communication content is
transformed, through objective and systematic application of categorization rules, into data
that can be summarized and compared (Paisley, 1969).

In the early stages of development, content analysis was considered to be asimple descrip-
tive tool. Later, it was developed into an inferentia tool through the creation of techniques that
transformed the sign-vehicles into comparable data. In this chapter, content analysis is defined
as a scientific data analysis technique which meets the following requirements:

a. systematic inclusion and exclusion of relevant sign-vehiclesregardless of the research-
er's personal preference,

b. each step in the research process must be carried out on the basis of explicitly formu-
lated rules, and

c. thefindings of the content analysis must have theoretical relevance.

When these requirements are met, content analysis may, among other things, be used to generate
cultural indicators that point to the state of beliefs, values, ideologies, or other aspects of cultural
or linguistic systems (Weber, 1985).
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I. The Requirements of System, Objectivity, and Generality

We noted earlier that measurement enhances one’s ability to reason systematically through the
relationships between one's concepts and the empirical entities of one's interest. In content
analysis the systematic inclusion and exclusion of relevant sign-vehicles is designed to ensure
that the analysis of the content of text is done according to consistently applied rules, so as to
ensure as much validity as possible (Holsti, 1969). This is particularly valuable in an era of
information overflow, in which a subjectively biased investigator could find enough written
materials to conduct a quantitative study to support his or her beliefs about most anything.

Content analysisis based upon sampling ruleswhich, when properly applied, clearly elimi-
nate those analyses in which only materials supporting the investigator’s predispositions are
admitted as evidence. The sampling rules achieve this purpose by guiding the investigator's
decisions in the process of delimiting the analysis. Often the first such decision is how to take
apotentially tremendous volume of text related to any given topic and reduce it to an analytically
manageable one. Thereis often no clear and universally applicable normative criteriawith which
to systematically identify the most important sources of text in away that avoids the subjective
prejudices of the investigator. The sampling rules prescribe that one way to avoid subjective
prejudice of the investigator is to use pooled experts judgments about the relevant material.
Another way is to use some quantitative criterion to select sources of text. For example, in
Bowen's (1996) content analysis of classified ads in Taiwan, she selected the two Taiwanese
newspapers with largest circulation as the sources of text and conducted a content analysis of
the personnel classified ads during the same month over two years.

The requirement of objectivity in content analysis stipulates that each step in the informa-
tion analysis process must be carried out on the basis of explicitly formulated rules and proce-
dures. What categories are to be used? How is category A to be distinguished from category
B? What criteria are to be used to decide that a sign-vehicle should be placed in one category
rather than another? Objectivity implies that these and other decisions are guided by a clearly
stated and explicit set of rules designed to minimize the possibility that the findings reflect more
the investigator’s subjective predispositions rather than the content of the text under analysis.
One important fact to bear in mind in this regard is that objectivity can be replicated. In other
words, any other investigator who is interested in testing the findings of an investigation should
be ableto come up with similar resultswhen following theidentical procedureswith the same data.

The requirement of generality stipulates that the findings must have theoretical or general
relevance. The requirement of theoretical relevance, for example, was met by Bowen's (1996)
content analysis of personnel classified ads. The purpose was to test dual labor market theory
by examining the employment opportunities for men in comparison to women. The regquirement
of general relevance may be met by comparing the results of a content analysis with other
attributes of the documents analyzed, with documents produced by other sources, with character-
istics of the persons who produced the documents, or the times in which they lived, or the
audience for which they are intended. Examples of content analyses that met the requirement
of general relevanceinclude one of asample of fifty yearsworth of articles from Public Adminis-
tration Review. Bingham and Bowen (1994) did a content analysis of PAR as ameans of charac-
terizing the boundaries of mainstream public administration. Another content analysis analyzed
50 messages from 900 number services. The results were used to provide policy implications
for the US Federa Communications Commission (Glascock and LaRose, 1992).

2. Reliability of the Content Coding Process

Content analysis entails reducing data by classifying many words into far fewer categories. The
degree of difficulty of this data reduction process depends largely on the content unit chosen
by the investigator. It is usually easier to classify smaller content units (i.e. words or phrases),
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into categories than larger ones (i.e. themes, paragraphs or articles). Thisis because larger con-
tent units contain more information and greater topical variety. They therefore afford a greater
chance of providing conflicting or uncertain cues.

An accurate coding process isthe first step toward successfully dealing with this difficulty.
Asisthe case with al analyses of data, the accuracy of the results depends upon the reliability
and validity of the measurements. Inconsistencies in coding constitute a form of unreliability,
therefore, the content coding process is critically important to a successful content analysis. A
high degree of reliability is a minimum requirement for the coherence and believability of a
content analysis.

The coding process, which is to say the process of classifying specified content units into
categories, usually involves some degree of subjective and idiosyncratic judgment. Unless one
properly checks the reliability of this process, the results of a content analysis will remain, at
best, questionable. Appropriately trained coders, clear and well-defined content units, and clear,
well-defined, theory-guided categories al tend to increase the accuracy of the coding process.

Threetypes of reliability are pertinent to eval uating the coding process: stability, reproduc-
ibility, and accuracy (Krippendorff, 1980). Among them, stability and reproducibility are used
more frequently than accuracy.

Stability refers to the extent to which the results of content classification are consistent
over time. Thisis the most lenient indicator of reliability. It can be calculated when the same
content is coded by the same coder two or more times. Because the coder and the content stay
the same, this type of reliability contains the fewest possible sources of uncontrolled variation.
Such sources include inconsistencies in the written material, ambiguities in the coding rules,
emotional changes within the coder or simple marking errors.

While stability measures the consistency of one person’s understanding or interpretation
of certain material over time, intercoder reliability measures the consistency of shared under-
standing or meaning of the text. Intercoder reliability, also called reproducibility, refers to the
degree to which two or more coders replicated each other’s results. The coding process is said
to be reproducible if the coders coded the same text in the same way. Intercoder reliability is
amore objective indication of reliability than stability. Inconsistent codings usually result from
ambiguitiesin the text, cognitive differences among the coders, ambiguous coding rules or from
random recording errors.

Accuracy refers to the extent to which the coding of text corresponds to a standard or
norm. However, such a standard or norm seldom exists in the field of public administration. It
more often pertains in situations such as for training purposes, when it is used to test the perfor-
mance of human coders against preestablished standard for coding some text.

The type of reliability one selects to evaluate one’s analysis depends on the criterion one
uses to check the consistency of the coding. When the criterion is from the same coder but only
a a later time, it is stability. When the criterion is from another coder, it is reproducibility,
intercoder reliability. When the criterion is a previously established standard or norm, it is accu-
racy. The calculations of reliability prescribed specifically for categorical data, the most common
form of data in content analysis, are available (Cohen, 1960).

Content analysis may involve nominal data. When it does, the agreement between coders
may be computed using a Kappa coefficient. Its formulais:

Po = Pe
k = 2
l_pe ()

Where p, = the proportion of units for which the judges agree
p. = the proportion of units for which agreement is expected at random
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When the observed agreement equals the agreement expected at random, k = 0. When the
observed agreement is less than the agreement expected at random, k becomes negative values.
When there is perfect agreement between two judges, k = + 1.00.

3. Necessary Steps for Designing a Coding Scheme

A well designed coding scheme is prerequisite to a successful content analysis. After the investi-
gator has identified the relevant theories, found the important questions and made sampling
decisions, the next step is to design a coding scheme. There are a series of necessary steps for
designing a coding scheme (Weber, 1985).

First, one defines the coding units. There are six coding units commonly employed:

word, simply recording every word,

word sense usually referred as a semantic unit such as idioms or proper nouns,
sentence, recording meaning of the entire sentence,

theme, the definition of a theme as a unit of text has no more than one each of the
following elements: the perceiver, the agent of action, the action, the target of the
action and the situation,

e. paragraph, and

f.  whole text.

oo

Larger units contain more information or potential conflicting information than smaller units
and may require more subjective judgment of individual coders, so it is usually more difficult
to achieve high reliability when coding larger units than when coding smaller units. Thereis a
trade-off, however. Larger units require less effort in the coding process and make the size of
the coding load more manageable. No one coding unit is necessararily better than another in
every case. Rather, the investigator needs to consider the purpose of the study, the available
time and resources to make the most suitable choice of coding units.

Having defined the coding units, the investigator must next define the categories. The
most important consideration in defining categories is to make sure that the definitions of the
categories are exhaustive and mutually exclusive. In other words, each coding unit should be
able to be assigned to one and only one category. The choices of category should be theory-
guided. One way to create a satisfactory coding scheme is to make sure that the investigator is
already familiar with results of previous studies, currently sampled materials, and relevant theo-
ries when creating the coding scheme.

The next step is to conduct a pilot test on the coding scheme. This involves selecting a
small proportion of the text and carefully going through the coding scheme. Pilot testing not
only provides a chance to clear any potential ambiguity in the category definitions but it also
leads to insights in terms of revising the classification rules.

The pilot test allows the investigator to assess the reliability of the coding before doing
any further analysis on the data. Before the investigator actually starts analyzing the data, the
reliability of the coding process should be assessed. If the coding scheme is found to be unrelia-
ble then the results of content analysis will not be credible.

The pilot test also enables the investigator to revise the coding rules as needed. If the
reliability is low, the coding rules must be revised. Studies show that clarity on the coding
scheme increases measurement reliability in content analysis even more than does coder training.
In other words, the reliability of untrained coders using clearly defined coding rules is higher
than trained coders using ambiguous coding rules. After the revisions are made, the next step
for the investigator is to do another pilot test and make further revisions until the coders reach
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sufficient reliability. Once coder reliability is deemed on the basis of the pilot tests to be ade-
quate, the investigator is ready to code all the text.

The final step is to assess the final reliability. After all the text has been coded, the final
reliability should be assessed. The first steps do not guarantee a high reliability. Factors such
as coder fatigue or subtle cognitive or mood changes of coders may still lead to unreliability.
The rule is to never assume high reliability of all coded text until statistical assessment has
been performed and sufficient evidence has been gathered. The advance of technology alows
computers to replace human coders to do the coding. However, the principles apply to human
coders still are applicable to the design of computer procedures before computers can do the
coding reliably.

5. Andlysis Tools for the Coded Data and Interpretation of Content Analysis

Statistical analysis tools for content analysis are similar in many respects to those used for any
other types of data. The coded content analysis data is treated as is any other type of data. The
criteria for selecting suitable statistical tools for the coded data are defined by the purposes for
which the analysis is conducted and the measurement properties for the pertinent level of data
(usually nominal, categorical, or ordinal). With thisin mind, there is always more than one way
to skin a cat. Data do not speak for themselves; the investigator must explain their significance
in light of theoretical and substantive concerns. It is incumbent upon the investigator to explain
what the data say and how he or she arrives at this understanding. Are there competing interpreta-
tions? If so, which interpretation makes the most sense in light of the statistical evidence and
whatever theories or other knowledge pertains to the current situations? The answers to these
and similar questions all involve somelevel of idiosyncratic judgment on behalf of the investiga-
tor. They ultimately depend upon the investigator’s experience, knowledge, and capacity for
judgment. Unbiased results from a content analysis results may only be achieved if al of the
reguisite subjective judgments are backed up with statistical evidence. Beyond this point, what-
ever statistical techniques are appropriate to establish this evidence, given the type of data one
is working with, are suitable.

D. Meta-Analysis

While content analysis examines words, sentences, themes, paragraphs or whole texts for the
purpose of making clear and systematic comparisons across different text materials, meta-analy-
sis statistically combines the numerical results of previous studies on a specific topic. Recogniz-
ing that statistical research findings are inherently probabilistic (the results of any single study
could have occurred by chance), meta-analysis utilizes statistical procedures to combine two or
more empirical studies relating one variable to another (Hunter and Schmidt, 1990). The result
of a meta-analysis is a more comprehensive and systematic synthesis of previous studies than
would be feasible with a narrative review, limited by unaided human cognitive information
processing and interpretation. The additional inferential power of a meta-analysis comes from
placing all the results of each of the included studies into a single experimental design. This
helps draw more precise conclusions about inconsistent findingsin a particular area of investiga-
tion (Gaugler et a., 1987).

There are seven steps involved in conducting a meta-analysis. (1) conceptualize the re-
lationship under consideration; (2) gather a set of studies that have tested the specified relation-
ship; (3) design a coding sheet to record the characteristics of the conditions under which each
study was conducted; (4) examine each study and, using the coding sheet; record the con-
ditions under which it was conducted; (5) compute the ‘‘effect size’’ for each study (to be ex-
plained below); (6) statistically analyze the characteristics and effect sizes for al of the studies;
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and (7) write a research report. The following sections briefly describe and illustrate the seven
steps.

Step 1: Conceptualize the relationship.

The first step is to provide a detailed specification of the relationship to be examined, giving
attention to the major theories and methods important in the literature. The investigator must
define the X and Y (independent and dependent) variables in both theoretical and operational
terms. This definition may set the boundaries of the literature under consideration.

Moderator variables, or study characteristics (W) are also important. These are variables
that can be expected to change the direction or magnitude of the relationship between X and
Y. They should be considered as clearly as possible. The greater the clarity given to X, Y, and
W before the literature search, the stronger the review is likely to be.

Example. In Chang’s (1993) review of the relationship between gender and performance
appraisals, the independent variable, X, was defined as the gender of the ratee (male vs. female);
the dependent variable, Y, was defined as a performance evaluation given to the ratee in a real
work setting. Previous studies had shown inconsistent resultsin terms of the relationship between
thesetwo variables. Several moderators (W) were deemed important including gender stereotype
of the job, group composition in terms of percentage of men and women, stereotype of the
measurement, purpose of performance appraisal, amount of performance-related information,
subjectiveness of measurement, rated position, and type of work setting were all coded as W
variables. Theoretically-based expectations were developed to specify the influence of W on
the relationship between X and Y for all W variables. For example, one of the W variables was
the position of the ratee. Among all the positionsin an organization, managerial positions usually
hold higher prestige than professional, clerical, technical, or blue-collar positions. Moreover, in
managerial positions, job tasks are varied, not predictable and the criteria for performance are
relatively unclear. In this situation, nonperformance factors may enter the evaluation. The expec-
tation was that in this sort of ajob situation, because of the lack of clear performance-specific
criteria, the rater will simplify the rating process by using sex-role stereotypes. Therefore males
will receive higher performance evaluations (Auster, 1989).

Step 2: Gather relevant source reports.

We noted that clear definitions of X, Y, and W may be expected to set clear boundaries for the
relevant literature. The next step is to locate and retrieve all of or at least as many as possible
of the pertinent reports.

Not al studies containing the specified relationship between X and Y will be suitable to
be included in the meta-analysis. For example, in Chang’'s meta-analysis, one of the studies
used an atypical group of ratees—people with substance abuse records. Such atypical studies
are likely to be found in the course of any meta-analysis and it isimportant for the investigator
to spell out the reasons for such exclusions. Whenever possible effort should be made to include
unpublished studies such as theses, dissertations, technical reports, and working papers.

Theinvestigator should aways thoroughly describe his or her methods of locating articles,
along with descriptions of the criteria used for study selection and the reasons for rejection of
studies. Guidelines one can useto locate and retrieve all of the pertinent studiesinclude (Johnson,
1993):

1. Computer database searches can be used as a starting point to locate references or
abstracts that contain keywords relevant to the topic specified by the investigator. A
lot of different databases may be used. Keyword usage in the computer search is part
of the key to a successful search. Usually investigators start out by putting the X and
Y variables as the keywords. Then other words synonymouswith the X or Y variables
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should also be included in the keywords search. Different labels are often used to
refer the same thing in the field of public administration. For example, gender, sex,
men and women, man and woman, male(s) and female(s) are used interchangeably
to refer to the same thing, so all of them need to be included in the keyword search.

2. The ancestry approach involves examining the reference lists of previous narrative
reviews. One can start with the most recent articles and proceed to older articles.

3. The descendance approach involves identifying a critical piece of study in the litera-
ture, and trying to locate all the studies which cite it.

4. Networks may be contacted. This involves writing letters to other investigators who
are known to work on the specified topic and asking whether they know of any other
unpublished studies.

5. Manua searches of important journals may be conducted. Although manual searches
may be old-fashioned, they may still turn up some articles that are overlooked by
other techniques.

Step 3: Design a coding sheet.

Although each study in the selected set of studies examines a single clearly specified X-Y
relationship, the conditions under which the relationship was examined (W) may vary from
study to study. These conditions must be considered. The coding sheet is designed to record
the characteristics of these conditions. These characteristics may be used later on to explain any
inconsistencies in the results of different studies.

Step 4: Code study characteristics.

Having gathered the relevant literature, the next step is to record the important characteristics
(W) of each study. It is important to record all moderator variables. Since they could ater the
direction and/or magnitude of the relationship between X and Y, they become extremely impor-
tant when the investigation tries to integrate the findings of previous studies.

Study characteristics may be either continuous or categorical. Categorical characteristics
reflect qualitative differences among different values of the relevant variable while continuous
characteristicsreflect real -valued quantitative differences. For example, in Chang’ s (1993) study,
publication form, sex of first author, type of work setting, purpose of the performance appraisal,
rater’ s gender, rated position, rating instrument and type of rater were all categorical characteris-
tics of the various studies. In contrast, year of publication, percentage of male authors, clarity
of the presentation, amount of training time on rating scale usage, familiarity of raters with
ratees’ performance, degree of rater-ratee interdependence, percentage of male incumbents in
the organization, sex stereotype of the job, and sex stereotype of the measurement were recorded
as continuous characteristics.

Step 5: Compute effect sizes.
An effect size computation is a standardization process through which the strength of the X—
Y relationship in an individual study is expressed as standard deviation units. These units are
defined with reference to the summary statistics used to describe the X and Y variables in that
particular study. They may be computed in different ways depending upon the particular sum-
mary statistics provided in theindividual study source report. The goal of effect size computation
is to convert the summary statistics provided in the individual report into standard deviation
units that may be statistically integrated across studies. The direction and number of standard
deviation units computed for a particular study is termed its ‘‘effect size’”” When the effect
sizes are properly computed, they may be used to aggregate or compare the studies for purposes
of overall summary description and statistical inference.

The effect size may bereferredto as‘‘g.”’ The specially designed computer software for
meta-analysis, DSTAT, allows the following source report summary statistics to be converted
to g easily: (a) means and standard deviations; (b) t-tests or F-value from analysis of variance
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(ANOVA); (c) correlation coefficient, r-values; (d) Chi-sgquare; (e) proportions or frequencies;
(f) exact p-values. Details of DSTAT usage will not be discussed in this chapter. Instead inter-
ested readers should refer to Johnson’s (1993) DSTAT manual .

Some studies may yield more than one effect size. This occurs when the X or Y variables
are operationalized in more than one way in a particular study. For example, in Chang’s (1993)
study, in concept the Y variable represented performance appraisal. But in severa studies the
concept of performance appraisal was operationalized in slightly different ways, even within the
same study. Some studies operationalized it in terms of both reported productivity and customer
satisfaction. Some studies gathered the data in more than one organization. Some used both
self-rating and supervisory-rating. In all casesin which the variables are operationalized in more
than one way within the same study, if enough data are available then more than one effect
size may be computed.

When multiple effect sizes are computed for a study, they may be combined. Combining
multiple effect sizes avoids the fallacy of overweighting those studies with multiple effect sizes
in the meta-analysis process. To combine multiple effect sizes, one may simply average them
or, adternatively, compute Rosenthal and Rubin’s (1986) ‘‘ Composite g.”" The advantage of
computing the Composite g is that it corrects the underestimation bias that inheres in simple
averaging. Composite g may be computed if the source reports provided sufficient statistical
information about the intercorrelations between the multiple Y variables. Details of calculation
composite g will not be discussed in this chapter. Interested readers should refer to Rosenthal
and Rubin (1986)

Step 6: Analyze the data.

The next step is to combine effect sizes and determine their overall mean and consistency with
respect to all of the source studies. Reference to the study characteristics (W) may provide the
required explanations of any inconsistencies noted between studies.

Another common reason for inconsi stencies between studiesis the fact that different stud-
ies contain different sample sizes. Specifically, the results of a study with a large sample size
are usually more stable than are the results of one with a small sample size. Therefore, when
the source studies contain a large variance in sample size, before conducting any further data
analysis, the effect size for each study should be weighted. To accomplish this, the reciprocal
of the variance for the Y variable is used as a weight. In the process of combining the effect
sizes this weight is multiplied by the effect size in a particular study to adjust for the various
degrees of stability of the results from the various studies. This process tends to give small
weights to studies with large variances, and large weights to studies with small variances. The
weighted effect size is referred to as *'d’’ in this chapter. Once d is obtained, the investigator
is ready to begin the analysis process.

The analysis process begins with the computation of an average effect size for al of the
d values. These averages are used to assess the magnitude, direction, 95% confidence intervals,
and homogeneity of the overal effect sizes in the combined data set. If al the effect sizes
present a homogeneous picture, then the investigator may draw conclusions based on the magni-
tude, direction and significance of the average effect size. When the 95% confidence interval
includes zero, the average effect size is not different from zero. In this situation it may be
concluded that there is no relationship between X and Y across al the source studies. When
the 95% confidence interval does not include zero, it may be concluded that across all the studies
there is a significant relationship between X and Y.

Experience unfortunately shows that most effect sizes are heterogeneous across studies.
Heterogeneous effect sizes mean that individual study outcomes are quite different from each
other in terms of the magnitude and/or direction of the X—Y relationship. One way to try to
attain homogeneity in heterogeneous cases is to identify outliers among the effect sizes and
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sequentially remove those that reduce the heterogeneity statistics by the largest amount (Hedges
and Olkin, 1985). Usually homogeneity is reached by removing as few as 20% of the largest
outliers in the combined data set. When the effect sizes are heterogeneous, the mean effect size
does not adequately describe the study outcomes so further work is needed. Another way to try
to attain homogeneity is to do statistical model testing, though this approach is fraught with
statistical difficulties when sample size is small.

In heterogeneous cases, the study characteristic variables (W) may be used to statistically
account for some of the variability. Both categorical and continuous study characteristics may
be used for this purpose. With respect to categorical characteristics, categorical analysis such
asanalysisof variance may show that heterogeneous effect sizes are indeed homogeneous within
the subgroups established by dividing the source studies into classes based on the study charac-
teristics, and furthermore that the classes differ in the mean effect size they produce. Such
analysis may be used to estimate both a between-class effect and a test of homogeneity of the
effect sizes within each class. With respect to continuous characteristics, on the other hand,
linear analysis may be used. Ordinary least squares regression iscommonly used for this purpose.
The goal in such analysis is to use the moderator (W) variables to statistically account for as
much as possible of the variation in the effect sizes. Each such linear analysis yields a test of
significance of each moderator variable as well as a specification test which evaluates whether
significant systematic variation remains unexplained in the analysis.

Oftentimes the W variables are not successful at explaining the variation in the effect
sizes. For example Chang (1993) tested all possible study characteristics in her meta-analysis
of gender and performance appraisals. These included stereotype of the measurement, subjec-
tiveness of the measurement, number of items in the work performance scale, job stereotype,
group composition of men and women, rater training, familiarity of rater with ratees perfor-
mance, publication year, and percentage of male authors. She found only one of them, stereotype
of the measurement, to be significantly correlated with effect size. When this sort of thing occurs,
outlier elimination and statistical analysis may be used iteratively. Meta-analysis is a trial-and-
error process, not an exact and prescriptive science. One clear guiding principleisthat it is better
to record some study characteristics and find one does not need them in the analysisthan it isto
find oneself needing information about some critical study characteristics that were not recorded
inthefirst place. Beyond this, the exact combination decided upon will depend among other things
upon the number and heterogeneity of the effect sizes, the number of W variables, and whether
they are categorical or continuous. The best guideline is for the investigator to choose the most
parsimonious and convincing possible combination of outlier elimination and statistical analysis.

Step 7: Write the report.

The process of writing a research report to describe the meta-analysis process and results is not
different from writing any other report. The primary elements of such areport are () abstract,
(b) introduction, (c) methods, (d) results, and (€) discussion. A well-written guideline can be
found in the Publication Manual of the American Psychological Association (1994).

One section of such areport requires special attention in ameta-analysisstudy. The‘*meth-
ods'’ section should include: (a) procedures for locating and retrieving previous studies; (b)
criteria for including and excluding studies; (c) coded study characteristics and a measure of
the reliability of the coding process (similar to one used in content analysis); (d) effect size
calculations; and (e) data analysis tools.

A meta-analysis, should always include an appendix containing the references of the
source studies in the sample. The list should contain al the studies before the investigator con-
ductsthe outlier elimination procedures. Such alist is helpful for future studies and for reviewers
to judge the completeness of the sample.
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E. Scaling

Of the techniques discussed in this chapter, scaling is by far the most highly developed. Early
research in scaling dates back to at least the psychophysical experiments of Fechner in 1840
(MacKay, 1988). Since then, knowledge about scaling has cumulated progressively. Scaling is
the only one of these techniques with foundations that come appreciably close to the status of
fundamental theory.

The term *‘scaling’’ refers to the processes and techniques used to empirically test and
validate the existence of the properties or attributes to which a concept refers and to establish
operational indices of their relative magnitudes (Gorden, 1977). Though scaling is seldom used
in public administration it does have considerable potential use-value in the field, largely as a
means of quality control for knowledge claims.

A principle of scientific method holds that one must verify or empirically test and validate
one' sinferences about the world prior to their acceptance. This principle often makesit difficult,
at best, to make scientifically acceptable inferences about many of the abstract and vital concepts
in public administration, such as ‘‘risk,”” ‘‘attitude,”” ‘‘efficiency,”” *‘effectiveness,”” *‘perfor-
mance,”’ and ‘‘leadership’’ among many others. Scaling extends the logic of measurement into
the realm of many such concepts as these, allowing us to test for the validity of a wide range
of inferences that include them. In doing so, the techniques of scaling can go along way toward
overcoming the difficulties of making scientifically acceptable statements about a wide range
of things of interest in public administration. Scaling may also be used to (1) graphically repre-
sent or otherwise simplify the description of a complex data set or (2) give scores to individual
entities in relation to groups of such entities.

I.  Scaling as the Mathematical Representation of Behavioral Data

Scaling applications result in mathematical representations of the relationships among the attri-
butes of empirical entities. The empirical entities may be visualized as having a dual nature;
which isto say as being composed of both ‘* objective’” and ‘‘ subjective’’ aspects or dimensions.

In scaling theory, the empirical entities one scales may be termed *‘ stimuli.”” For example,
in an effort to effectively select the best candidate for a position, a supervisor may desire to
scale the candidates according to their expected ability to fulfill the demands of the position.
In scaling theory, in this situation the ‘‘stimuli’’ would be the candidates. The field of public
administration contains many possible sets of stimuli for scaling. The minimum condition for
a set of stimuli to be scaled is that they must all be experientially real or otherwise meaningful
to the people who provide the data. The people who provide the data are termed *‘ respondents.”’
In this case, the respondents are the members of the selection committee tasked with reviewing
the candidates.

It is mathematically and technically feasible to scale most any reasonably well defined
set of stimuli. Ideally the scale may be used to operationally define a concept. This is done by
using scaling theory and technique to structure the relationships identified between the stimuli
thought to be deductively subsumed under the concept. In other words, having identified the
stimuli, one then posits the types of relationship one expects between them. One then operationa
lizes the concept by mathematically representing these relationships in accordance with scaling
theory.

The stimuli are presented to the respondents using ‘‘items.”” Scaling data are responses
to the items. An item is a single question or statement to which the respondent provides a
numerical response or judgment. These judgments reflect the respondent’ s perception or evalua-
tion of the stimuli. Evaluative judgments always presuppose perceptual judgments. Items may
be formulated in different ways depending upon the type of information the investigator is
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seeking and the particular scaling technique he or she is using. The measurement properties of
a scale depend upon these formulations. Most techniques of scale construction are designed
around particular item formats. The entire set of items required to mathematically describe the
respondent’s judgments is normally called the ‘‘scale.”

Four basic types of scaling data may be identified (Coombs, 1964). The first are preferen-
tial choice data, which reflect a respondent’s ranking of a set of empirical entities (stimuli)
according to one or more criteria. An example would be when a group of decision makers select
between a set of sites for the location of a new public works facilities (MacKay, Bowen, and
Zinnes, 1996). All the members of the group may agree in principle that sites with more utility
would be preferred to sites with less. The group member’s preferences between the alternative
sites may however differ due to differences in how they perceive the criteria as well as how
the sites relate to the criteria. The data that are scaled in this case are the group members' stated
preferences for the choice set of sites.

The second type are stimulus comparison data. Respondents are presented with two or
more stimuli at atime and are asked to determine which of them has more or less of whatever
dimension is being scaled. An example would be pairwise comparisons of the relative risk
associated with various global environmental issues (Bowen and Haynes, 1994). Specifically,
global warming and habitat destruction, along with other global environmental issues, may be
defined as two such stimuli. The respondent may be presented with these two stimuli and asked
to judge which poses the greater risk to our long term security and well-being. The respondent
may judge that global warming poses the greater risk. The dimension is relative risk. The nu-
meral used to indicate the relative location of the two stimuli on the dimension is the respon-
dent’s subjective numerical judgment of the relative magnitudes of the two risks.

The third type of data are dissimilarities data. Dissimilarities data reflect the respondents
judgments of the dissimilarity between two stimuli in terms of the criteria (Bowen, 1995). An
example of dissimilarities data might be a judgment of the dissimilarity of the leadership styles
of al of the pairsin a group of executives.

The fourth type are single stimulus data. As the label for this type implies, the data do
not reflect any comparisons between stimuli. Likert scaling, discussed in a following section,
isan example of single stimulus data. Though at times the distinctions between these four types
of data become blurred, together they give great flexibility to scaling, enabling its use in awide
range of applications.

The dual nature of the mathematical representation of the data may be seen inits objective
aspects, as an ‘‘ objective space,’”’ insofar as the dimensions in the data correspond to or reflect
the attributes of the stimuli as they actualy exist. In other words, the dimensions may be con-
ceived of as being defined by the objective measures used to describe the stimuli. In contrast,
in its subjective aspects, the mathematical representation consists of the locations of the stimuli
as they relate to the dimensions revealed in the judgments of the respondents. The dimensions
in their subjective aspects are posited to correspond to or reflect the attributes of the stimuli as
they are assigned to them by the respondents. The objective and subjective aspects together
may be termed an *‘ attribute space’’ (Green, 1989).

If the respondents or the stimuli or both may be deductively subsumed under a concept
then the attribute space may be considered as an operationalization of that concept. Take for
example the use of scaling to operationalize the concept of attitude (Shaw and Wright, 1967).
Psychologists define attitudes in relation to classes of objects. These objects comprise the set
of stimuli that are perceived to be involved with the concept. The scaling technique provides
an exact and replicable set of instructions or descriptions of sets of actions or operations for
the investigator. The result of following these instructions is an attribute space that contains
information about either the respondent, the stimuli or both the stimuli and the respondent. The
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attribute space may be considered an operationalization of the concept. Essentially any reason-
ably well defined set of stimuli may be scaled, so asimilar approach may in principle be followed
to operationalize many of the central concepts in public administration.

An attractive feature of scaling is that a scale may yield valuable information even if the
objective aspects of the attribute space do not agree with its subjective aspects. This is because
the force of the logic of scaling originates in the mathematical and quantitative reasoning about
the relationships between the stimuli or respondents, not from the stimuli or respondents them-
selves. The desiderata for a good scale is conformity of the scaling data with the mathematics
and quantitative reasoning as stated in the scaling theory. If in any given instance alack of such
conformity characterizes the attribute space then such a fact tends to be made clearly explicit
invarious numerical indicators of the internal error-indicative conflicts of discrepancy, inconsis-
tency and disuniformity. These indicators, which are often produced in the scaling procedure,
suggest a shortcoming such as underconceptualization, poor operational definition, or a high
degree of uncertainty on behalf of the respondents.

2. Some Techniques of Scale Construction

A variety of techniques of scale construction are available. One way that the various techniques
may be distinguished is on the basis of whether the entities they scale are persons, stimuli, or
both people and stimuli together. Some techniques are designed to locate the respondents in
relation to a fixed set of stimuli in the attribute space. Some are designed to locate the stimuli
in the attribute space for a fixed set of respondents. Some locate the stimuli in the attribute
space over time for a specific respondent. And some locate both respondents and stimuli in the
space for a fixed situation. Scaling techniques may also be distinguished on the basis of the
“‘traces’ or theoretical curves assumed to depict the mathematical relationship between the
probability of a specific judgment on a item and the attribute or dimension that the item is
intended to measure (Mclver and Carmines, 1981). It isimportant to make sure that the technique
one selectsin principle enables one to scal e the desired entities. Information about exactly which
techniques are designed to scale exactly what entities may be found in the many fine scaling
texts available in any research library.

Another way that scaling techniques may be distinguished is on the basis of whether the
scale is unidimensional or multidimensional. The simplest way to state the difference between
unidimensional and multidimensional scaling is with reference to the number of dimensions
represented in the attribute space. Both unidimensional and multidimensional scales represent
the entities or events one isinvestigating as relations between data-pointsin ageometrical space.
Unidimensional scaling refers to the set of techniques used to establish the location of a set of
entitiesalong asingle axis or dimension in the space. Only one coordinate isrequired to uniquely
specify the point associated with the empirical entity in the space. Multidimensional scaling,
on the other hand, refers to the set of techniques used to establish the location of the entities
in k-dimensional space. In multidimensional scaling one requires k independent coordinates to
uniquely specify the point associated with an empirical entity in the space. There are numerous
algorithms available for either type of scaling. One may select between unidimensional scaling
and multidimensional scaling and between algorithms within each of them, depending both upon
one’s purpose and the properties of the concepts and the entities to which they are applied in
the investigation.

a.  The Unidimensional Scaling Techniques of Thurstone, Likert, and Guttman  Unidimensional
scaling refers to the techniques designed to locate stimuli and/or respondents along a single
dimension. Probably the most frequently used unidimensional scaling techniques are those asso-
ciated with the names Thurstone (1929), Likert (1932), and Guttman (1944).
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Early investigations using unidimensional scaling were unable to empirically test whether
aset of items actually belongs on the same single dimension and what position the items occupy
on that dimension. Due primarily to alack of adequate scaling theory it was necessary to merely
assume unidimensionality, without performing the analyses required to determine whether the
data conform to the pertinent rules of mathematics and quantitative reasoning. For instance, in
his investigations of peoples attitudes regarding the immigration of racial and ethnic groups
in the 1920s, Borgardus had to depend upon his own empathy and understanding alone to select
and order items for measuring people’s attitudes (Bogardus, 1929).

Thurstonian Scaling  Over the following decades, Louis L. Thurstone, whose techniques
of scaling have probably been used more widely than any of the others, developed the notion
of “*equal appearing intervals’ and used it to enhance our ability to test the validity and reliabil-
ity of scales. Thurstone also invented the method of paired comparisons. The method of paired
comparisons may be generalized and applied in awide variety of decision situations in business,
public administration and policy analysis.

The steps involved in constructing a Thurstonian scale are: (1) A large number of items
related to the attribute to be scaled are formulated; (2) these items are sorted by a sizable number
of judges into eleven piles or categories which appear to the judges to be equally spaced in
terms of the degree to which agreement with the item reflects the underlying attribute; (3) the
piles are numbered from 1-11; (4) a scale value is computed for each item and taken as the
median of the position on the attribute given the item by the group of judges; (5) the interquartile
range is computed as a measure of interjudge variability; (6) al of the items for which there
is much disagreement are rejected, (7) a small number of items for the final scale are selected
so that they are spread more or less evenly along the attribute; and (8) the respondent is asked
to check each item with which he agrees (Thurstone, 1929). His score is the median of the scale
values of all the items checked. In this manner, theoretically, each individua should agree only
with a few contiguous items near his or her actual position on the attribute. Thurstone took the
situation in which a large proportion of the respondents checks noncontiguous items to indicate
the multidimensionality of the scale.

While Thurstone’'s methods improved our ability to precisely locate each item on the
postulated dimension, they still did not provide the concepts or techniques required to empiri-
cally test the assumption of unidimensionality. Perhaps the key contribution made by Thurstone
was that he recognized the importance of the processes of selecting and assigning values to
statements.

Likert Scaling Rensis Likert invented a widely-used scaling technique in which a large
number of items are selected for the characteristic that the more favorable the respondent’s
evaluation of the stimuli, the higher his or her expected score for the item. Likert used a panel
of judges to select an initial set of such items. The initial set was posited as a complete scale.
The scale was then given to a sample of the target population, and the sample respondents
instructed to indicate their response by means of a five-point rating system. The following is
an example of a Likert response item:

__ Strongly Agree _ Agree _ Uncertain __ Disagree __ Strongly Disagree

These five categories are scored by assigning values of 5, 4, 3, 2, and 1 respectively. This scoring
isreversed for negatively worded items. An analysis of the responses of the sample respondents
was used to eliminate a subset of the initial set, on the basis of the internal consistency of the
responses. Item scores are correlated to determine their internal consistency with total scores
(the sum of the item scores), and items that correlated highly with the total score are selected
for thefinal scale. Likert assumed that the intercorrelations of the itemsis attributable to asingle
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common factor or dimension to which al of the items are mutually related. The item score is
assumed to be a weighted sum of this common dimension and an error factor specific to the
item.

While the Likert method of internal consistency analysis thus provides the investigator
with the ability to do a cursory evaluation of the unidimensionality of the scale, it does not
enable the investigator to strictly establish whether or not a particular set of items actually
belongsto asingle dimension. No attempt is made to ensure the equality of units. Unidimension-
ality is sometimes inferred from high item correlations with the total score, but under certain
circumstances an item which correlates highly with the total score does not belong on the same
dimension with the other items in the set used to obtain the total score. Likewise, items with
low correlations with the total score may belong on the dimension. In consequence, Likert
scaling may not legitimately be said to validate a unidimensional scale. On the basis of mathe-
matics and quantitative reasoning alone, contrary to much common practice Likert scales proba-
bly should be treated as having ordinal rather than interval properties.

Guttman Scaling It remained for Louis Guttman to devise a unidimensional scaling tech-
nique, scalogram analysis, that does legitimately validate a unidimensional scale. The technique
assumes that items can be arranged in an order such that a respondent who provides a positive
judgment for any particular item also responds positively to al other items having alower rank.
If items can be thus arranged, they may be said to have validity as a unidimensional scale.

To develop a Guttman scale, one starts by formulating a number of initial items posited
as monotone along the dimension of interest. The set of items is administered to a group of
respondents and their response patterns are analyzed to determine whether or not they are unidi-
mensional. If for example there are N initial items requiring only agreement or disagreement,
then there are 2N possible response patterns. If the items are unidimensiona then only N + 1
of these patterns will be obtained. The fact that the probability of deviant patterns may be thus
exactly computed allows for computation of a coefficient of reproducability, R, as follows:

_  total number of errors
total number of responses

3

where an error is any deviation from the idealized unidimensional pattern. The total number of
errors may be counted in different ways (Gorden, 1977). Thus computed, the coefficient of
reproducability may be interpreted as the proportion of responses to items that may be correctly
reproduced from knowledge of an individual respondent’s score. If the value of R is greater
than .9 for a given scale then it is normally considered to be unidimensional.

b. Multidimensional Scaling Multidimensional scaling is probably most often considered
to be atechnique for geometrically representing the relationships within data. The idea may be
nicely illustrated by a geographical example (MacKay and Zinnes, 1981). An investigator might
define his stimuli as some of the major citiesin the continental United States. The relationships
he wishes to measure are the distances between the cities. These are dissimilarities data. Consider
the eight cities of Seattle, San-Francisco, Los Angeles, Dallas, Atlanta, Miami, Washington
D.C., and New Y ork. If the distances between all of the twenty-eight possible pairs are estimated
correctly and then the distances are superimposed on a map such that any two of the cities are
located correctly, then the estimated locations of all of the cities must of necessity exactly
match their locations on the map. This is a two-dimensional representation of the dissimilarity
rel ationships between the eight cities. The same basic idea of establishing the geometric relation-
ships between stimuli is at the root of all multidimensional scaling applications. And thisregard-
less of whether the stimuli are tangible entities such as cities or |ess tangible ones such as those
of more direct interest in public administration.
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A generic sequence of steps in multidimensional scaling starts with the selection of the
stimuli. One or more of the four types of scaling data noted above are gathered for these stimuli.
The various techniques of multidimensional scaling make different assumptions about the mea-
surement properties of the data. The techniques called “‘ fully nonmetric’’ assume ordinal input
data and yield ordinal output. The techniques commonly known as ‘* nonmetric’’ assume ordinal
input data and yield metric output. ‘‘Metric’’ methods assume that the input as well as the
output data have at least interval level properties. Regardless of which technique one deals with,
the relationships in the data are assumed to be distances in the attribute space. A desired initial
number of dimensions is assumed and, using a process developed by Walter Torgerson, the
distances and hence the stimuli are configured in the space.

In Torgerson’s model, the data are assumed to equal distances in a Euclidean multidimen-
sional space (Torgerson, 1958). Let D;; be the dissimilarity data between stimuli i and j. Let x;

andxy(i=1,...,1;j=1,...,% 1 =3 k=1,....K) bethe coordinates of stimuli i and
j aong dimension k. Torgerson’s fundamental assumption is:
Dj = dj = {Z(Xk — X} (4)

Torgerson showed how one can start with this assumption and derive a matrix of coordinates
in the attribute space for the data points. Measures of the goodness of the fit between the data and
the interpoint distances in the configuration (d;) is used to indicate whether the initial number of
dimensions posited for the configuration is adequate to represent the data. New configurations
are estimated, evaluated, and adjusted until a satisfactory goodness of fit is achieved (Davison,
1983).

Identifying the dimensions in the configuration is often a difficult task. Multidimensional
scaling procedures have no built-in mechanisms for labeling the dimensions. The investigator,
having developed the configuration under the selected dimensionality, can follow one of several
procedures. He or she may (1) directly ask the respondents to subjectively interpret the dimen-
sions once a satisfactory configuration has been achieved; (2) identify the dimensions in terms
of objective characteristics of the stimuli; or (3) ask the respondent to identify the dimensions
that were the most significant in terms of giving their judgments and infer from their responses
to the configuration.

Multidimensional scaling offers considerable promise in public administration outside its
role in graphically representing data. For example, a highly innovative use is in supporting
complex group decisions, primarily in decision situations characterized by multiple conflicting
objectives and high levels of uncertainty (Easley and MacKay, 1995). The key technique here
is a recently developed multidimensional scaling technique known as PROSCAL. PROSCAL
combines traditional multidimensional scaling procedures with advanced statistical and psycho-
logical models. In doing so it alows the investigator to perform formal hypothesis tests for
dimensionality, estimate the most likely levels of agreement among respondents in terms of
the appropriate priorities for particular stimuli, and estimate dimensional weights. Many other
innovative uses of scaling are feasible.

IV. REVIEW OF THE MAIN POINTS

Before bringing this chapter to its conclusion, it is appropriate to briefly review the main points
of the discussion.

We concur with Young in not accepting the commonly held position that measurements
are characteristics of empirical entities in vacuo (Y oung, 1987:64). Rather we assume that they
depend in thefirst instance upon the interaction between the empirical entities and the psychol og-
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ical processes through which they are observed. We presuppose that data are obtained on the
basis of a clearly articulated operational definition in an empirical situation having sufficiently
well-known characteristics. We further assume that measurements are a result of a classification
process in which, pursuant to the operational definition, two equivalent empirical entities are
assigned to the same observation category, whereas two nonequivalent empirical entities are
assigned to different categories. Based upon these assumptions, our view of measurement re-
quires that it is always possible, for any two empirical entities, to psychologically determine at
least whether they are empirically equivalent with respect to the categories stipulated by the
operational definition. Beyond this point, higher measurement levels require finer gradation in
the classification scheme as well as more demanding psychological processes of observation.®
And once a level of measurement is selected, preservation of the integrity of the relationships
that may exist among observations within the data set requires that the transformations implied
by the appropriate restrictions apply. We hold that this view of measurement may be generalized
to the physical and biological sciences as well.

Introductory discussions of classification, typologies, indexes, content analysis, meta-anal-
ysis, and scaling are included in the chapter. Classification is, at root, an expression of the logic
through which recognition of similarity and difference occurs. A typology is, strictly speaking,
aformalized classification scheme from which the appropriate subclass for an empirical entity
may be deduced. An index is a combination of a set of empirical variables, used to represent
them all simultaneously in a summary fashion. Content analysis, meta-analysis, and scaling are
all systems for assigning numerals to abstract empirical entities. Knowledge of the properties
of each such system enables one to organize observations and identify critical parameters of
the entities one is investigating. Content analysis is a system for making inferences about the
empirical content of recorded text. Meta-analysisis a statistical system for numerically estimat-
ing parameters that span across individual research projects on a specific topic. Scaling is a
system with which to empirically test and (possibly) validate the existence and magnitude of
the characteristics associated with a concept. Numerous useful references are provided through-
out the chapter for the researcher who wants to use any of these techniques.

Finaly, we want to recognize that reliance on numbers is no substitute for reflective
thought. At the same time however, reflective thought is no substitute for a basic understanding
of measurement and empirical research. If nothing else, such an understanding helps to avoid
misleading inferences by recognizing the difference between quantification and measurement.
Not everything may be measured. Measurements only reflect those particular descriptive features
of things that may be reflected in quantitative terms. That is, to measure something is to assign
anumeral to some quantitative parameter that describes a feature of a set of empirical entities.
It is by no means the case that every quantity one can specify is a measure of some such
descriptive feature. When numerals fail to capture such descriptive features they simply do not
measure anything. Badly misleading inferences may result. While in the everyday life of most
public administrators, genuine understanding of many highly significant and interesting matters
may be obtained without the use of any sort of measurement or analytic technique, an under-
standing of the logic of measurement and how it is applied to improve our inferences may be
of considerable value in improving our decisions.

NOTES

1. Fundamental theory in this sense may be contrasted with phenomenological theory.
The postul ates of phenomenological theory are, at best, determined by the perceptions
of communities of scholars who study the relevant segment of the world. It aims at
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organizing a mass of data from such segment around a concept. On the other hand,
the postulates of fundamental theory are rooted in mathematics and quantitative rea
soning. Itsaim is not to confront the raw data so much asit isto explain the relatively
few parameters of the phenomenological theory in terms of which the data are ob-
tained.

2. Theamount of information is measured by a‘‘bit.”” A bit of information is shorthand
for a‘‘binary digit.”’ One bit of information is the amount of information required
to control, without error, which of two equiprobable alternatives is to be chosen by
the receiver of the information.

3.  Whilethe reasoning involved goes beyond the scope of this chapter, we are convinced
by Young (1987: 64) that our presentation of four discrete, unique levels of measure-
ment (nominal, ordinal, interval, and ratio) is oversimplified. A more accurate view
in our judgment is that there is a measurement continuum rather than four unique
levels, and that the four levels we identify in this chapter are roughly-identifiable
points on the continuum.
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Questionnaire Construction

Donijo Robbins*
Rutgers University, Newark, New Jersey

I. INTRODUCTION

A questionnaire is just one way to collect data about the researcher’s objectives and purposes.
Questionnaires are used in all types of research such as academic research, public policy, and
public relations research. Questionnaires, if constructed carefully with reliable and valid ques-
tions, will result in a predictable relationship between the respondents’ answers and what the
researcher is trying to measure. Moreover, a good questionnaire is one that works and that
maximizes this predictable relationship. To achieve a good questionnaire, the questions must
be valid and reliable, clear and concise, easily comprehendible by the respondents, coded and
entered into machine readable form and analyzed without bias or errors. Questions are reliable
when two or more respondents interpret and understand the question the same way. And ques-
tions are valid when the respondents answers are true to what the researcher is attempting to
measure.

Unfortunately, thereisno set format to construct questionnaires, it just requires knowledge
of the field and common sense. This chapter offers guidelines and suggestions about the con-
struction and design of questionnaires. It also suggests ways to improve the validity and the
reliability of the overall design.

There are six basic stepsinvolved in the construction process (see Table 1). The first step
is the development of the research topic and a statement of purpose. Once the purpose of the
research has been stated, the researcher must decide what variables are to be studied and develop
guestions relevant to the variables and the purpose of the project. These questions must then
be constructed and logically ordered in the questionnaire in order for the researcher to get valid
and reliable results. Next, the questions are pretested in order to detect any errors. After the
pretest, the necessary corrections should be made to the questionnaire and the questionnaire
should be tested again. After the second test, the questionnaire is administered to the target
population. Once all of the surveys have been administered the data must be coded and entered
into machine readable form. Finally, the researcher analyzes and interprets the results and reports
the findings.

Although it may seem simple because there are only six steps involved in the process,
each step is difficult and complex. And each step must be taken as seriously as the others; each
deserving equal weight. If the researcher neglects any one part of the construction process, the
guestionnaire will fail, not to mention the entire research project. The remainder of this chapter
outlines general guidelines and suggestions to each step of the questionnaire process.

*Current affiliation: University of Maine, Orono, Maine. 87
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TaBLE | Steps to Questionnaire Development

Statement of purpose.
Define relevant variables.
Develop questions.
Construct questionnaire.
Pretest questionnaire.
Administer, code, and report.

OO0 A~ wWwNE

Il. THE RESEARCH IDEA AND THE VARIABLES TO BE STUDIED

What should the research idea be? What type of individual s should be studied? What phenomena
or events should be analyzed? With any research project, whether or not it involves the use of
a questionnaire as a way to collect data, the researcher must first find an idea to research. The
research idea must be explored and the researcher must submerge himself in the literature in
order to gain an ‘‘expert’’ understanding of the subject material. The researcher should then
narrow down the topic and define the problem or purpose which he wishes to study. At this
point, the researcher should write a paragraph or so stating the purpose of the research. This
allows the researcher to pinpoint the area of interest. The researcher should attempt to visualize
what the results should look like. Visualization will help the researcher develop the appropriate
variables that could be used to measure the objectives of the research project.

The researcher should test the variables believed to give the results that were visualized.
The data that is selected must reflect the researcher’ s objectives and purposes behind the study.
In other words, the researcher should make alist of the variables that are necessary to measure
the relationship that is being posed. The researcher need not make a list of questions at this
time, just focus on the variables to be studied. It should be decided what variables will be the
independent variable(s), the dependent variable(s), and the control variable(s). The researcher
must also decide who the target population is and the appropriate sample size.

At the end of the first two steps, the researcher should have a plan of action stating the
purpose of the research, alist of the relevant variables to be measured, and what lies ahead in
the project. The researcher should also include things such as development of the questions and
the questionnaire, and the types of questions that might be appropriate. Generally, asking one
question per variable will suffice, but if the variable or idea is complex, then it is always better
to ask multiple questions about the same idea. Asking multiple questions will increase the valid-
ity and reliability of the study. This process paves the way for the next step of question develop-
ment.

Il. QUESTION DEVELOPMENT

The developmental stage is by far the most important stage of the whole construction process.
The right questions must be asked. And the questions that are asked must be universally under-
stood by all respondents. The answers that are produced will be valuable if and only if the
researcher can show a predictable relationship with the researcher’ s purposes and objectives of
the study. Pre-existing questionnaires can be used as a reference to guide researchers composing
questions and constructing the questionnaire itself. This section is devoted to the preliminary
development of questions and ways to maximize the reliability and validity of the questions
that are asked.

MarceL DEkkER, INc.
270 Madison Avenue, New York, New York 10016

Copyright © Marcel Dekker, Inc. All rights reserved.

)



QUESTIONNAIRE CONSTRUCTION 89

A. Designing Questions To Maximize Reliability

Questions arereliableif they are interpreted the same way by all those participating in the study.
In other words, the questions mean the same thing to all respondents. To begin, researchers
should conduct focused group discussions in order to get a general idea about the backgrounds
and the cultural differences of the target population that is going to be studied. The researcher
must also decide what type of survey to administer, interview surveys or self-administered sur-
veys, and what question format should be used, open or closed. The questions that are devel oped
should be relevant to the research. The wording should be simple, unambiguous, and universally
understood.

I. Focus Groups

The best way to begin the development of questions is to conduct focused discussions with
individuals from the target population. The discussions should be focused around the purpose
and objectives of the research. Focus groups, essentially, are areality check for the researcher.
The group discussion allows the researcher to compare the actua responses relayed by the
participants with the complex ideas the researcher is attempting to measure. Since the researcher
only needs to get a general understanding of the respondents’ perceptions and interpretations,
therefore, these groups are not much larger than six to eight people.

The feedback and results the researcher receives from the focus group will assist the
researcher with future decisions. For example, these discussions will help decide what type of
survey method to use, interviews or self administered. It will aso help decide what type of data
to collect. Generally, the datathat are collected with surveysis nominal, for example, the gender
of the participant. Other types of data that are collected with surveysis ratio data such as annual
income, tuition cost per semester, or hourly wage rate and ordinal or categorical data are used
to categorize responses such as rating the job of the president as good, fair, or poor. Categorical
data is used when it becomes too difficult to measure the actual result.

2. Types of Surveys

There are two different types of surveys, interviews (face to face interviews or phone interviews)
and self administered surveys (normally sent through the mail). Deciding what type of survey
to use is a difficult task. This section discusses the pros and cons of each type of survey.

Theinterview process creates the assumption that the respondentswill, on average, partici-
pate more in the survey because someone is present. Whereas, self administered surveys lack
respondent participation. Not to mention, respondents may get bored with the process and skip
around within the questionnaire. When respondents lose interest and skip around, distortion is
created and the responses become unreliable. Unfortunately, the researcher would be unaware
of this distortion and report distorted results. In this sense, self administered surveys lack the
control that is more apparent with interview surveys.

Interviews ensure high completion rates whereas sel f-administered surveys have the lowest
response rates. The more work respondents are required to do, the lower the response rate. The
more interest bestowed in the respondent, the higher the response rate. Generally, response rates
for mail surveys should range between 60 to 70 percent.

Another advantage of interviews is the rapport that can be established between the inter-
viewer and the respondent. This cannot be achieved with phone interviews or self-administered
surveys. This personal touch will ease any tension that the respondent may have prior to the
interview process. The presence of an interviewer aso allows for more flexibility. If the respon-
dent does not completely understand a question, the interviewer can clarify any ambiguities.
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The interviewer can repeat the question if necessary, whereas the question may be skipped and
left unanswered if the questionnaireis self-administered. The worst case scenarioisif the respon-
dent simply guesses at the meaning of the question and answers it incorrectly.

Interviews do not require respondents to have a certain level of education or a specific
literacy rate. Instead, interviews depend on the expertise of the interviewer and the interviewer’s
level of education and training. However, questions in self-administered surveys may go unan-
swered or answered incorrectly because the respondent had a difficult time reading and interpret-
ing the questions.

If the researcher chooses to use interviews, it must be understood that interviewers are
the most important part of the interview process. The interviewers will make or break the re-
search project. Interviewers must be well trained and have complete knowledge about what the
research project entails. The researcher should go over every question with the interviewers to
clear up any misunderstanding or ambiguities about the questionnaire. Interviewers must also
be briefed on who they will be interviewing and the participants’ backgrounds.

In order for the interviewer to establish a trusting and understanding rapport with the
respondent, the interviewer should be aware of the background and cultural differences of the
target population. For example, if blue collar workers are the target population, the interviewer
should not dress in a three-piece business suit. The interviewer should never come across as
someone who is better than the respondent. If this attitude is portrayed, the respondent’ s answers
may be distorted because they may feel uncomfortable and unacceptable.

After the interview process has been completed, the researcher needs to verify the data
that was collected. The researcher should call respondentsto verify that they actually participated
in the study and thank them for their time. If the researcher questions the validity of the data,
the interviewer must be confronted about the issues and dismissed at once. This verification
process, athough lengthy, is very important and very necessary. Verification only helps the
researcher validate the data

Unfortunately, interviews are very expensive to conduct. And personal questions may be
less reliable with interviewers because respondents may be embarrassed to answer the questions
honestly. Although the surveys are always confidential, personal questions may still be embar-
rassing for some individuals. Whereas, personal questions may be answered more truthfully
with self-administered questionnaires.

3. Question Formats

There are two general types of question formats. The first format is closed questions which
provide respondents with a uniform frame of reference. For example, a Likert Scale is used
with closed questions. A Likert Scale is a scale ranking of the respondents preferences or opin-
ions. The other question format is open questions. These questions allow the respondent to
answer freely, without being constrained to a supplied frame of reference. This section discusses
the advantages and disadvantages of both types of formats.

Open questions are useful because they allow unanticipated answers to be obtained. Re-
spondents are free from any constraints and the answers given represent how respondents inter-
preted the question. Open questions alow for specific and precise answers. Therefore, if the
researcher interpreted the question one way, which differs from the respondent’ s interpretation,
and left the question unconstrained, the respondent’s answers would be more precise. Open
questions suggest the respondent’s level of knowledge about a given topic or idea.

Open questions are useful when the researcher wants to give the respondent a sense of
involvement. Respondents like to be involved with the survey process and allowing them to
freely answer a few questions gives them a sense of involvement.
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However, open questions take much longer to answer than closed questions. Open ques-
tions are often difficult to code which makes it difficult to statistically analyze and draw conclu-
sions. There is also less order and lower reliability associated with open questions.

Closed questions are those with alist of given responses to choose from. These questions
require less skill and effort of respondents and take less time to answer. Closed questions are
easier to answer and easier to code and analyze. The questions will be interpreted the same way
because a constant frame of reference is supplied to al respondents. Therefore, the questions
are uniform, more reliable and easier to interpret.

However, the frame of reference is difficult to compose. It is difficult for the researcher
to develop an exhaustive list of responses. But when it becomes too difficult to develop an
exhaustive list or the list is too long, open questions should be used. These lists of answers put
words in respondents mouths and keep the respondents from answering freely. Also, closed
questions do not guarantee universal understanding. Although all respondents are exposed to
the same frame of reference does not imply that the questions are interpreted the same way by
all respondents.

What question format should be used? Generally, the best way to approach this dilemma,
is to develop open questions in the early stages for use in the focus groups and pretests. Once
the researcher has an idea about the interpretations and the type of responses the questions
generate, the wording should be improved and the question should be changed to a closed
question with an exhaustive list of responses.

4. Question Wording

There should be one idea per question and the questions must be reliable and valid. Questions
must be relevant to the purpose of the study. The language must be simple and unambiguous.
Researchers should avoid questions that are double-barrelled, |oaded, negative, or biased. Ques-
tions are reliable when two or more respondents understand and interpret the question the same
way. In other words, the question is universally understood. Questions are valid when respon-
dents' answers are a true measure of what the researcher is trying to measure. This section
discusses the do’'s and don’ts of question wording.

Differencesin answers must be attributable to the differences among respondents’ person-
alities, not different interpretations. To achieve universal understanding among respondents,
questions should ‘‘rub’’ respondents the right way. Questions should be relevant to the purpose
and objectives of the research project. Questions should be unambiguous and straightforward.
And questions should be brief and to the point. Remember, the more work a respondent has to
do, especially with self administered questionnaires, the lower the response rate.

There is no set way to word questions perfectly. For example, consider the following
questions. The first is a question asked by the Gallup poll and second by the Harris poll. 1)
“*Do you support or disapprove the way President Clinton in handling hisjob?’ 2) How would
you rate the job Clinton is doing as president—excellent, pretty good, only fair, poor?’ The
Harris poll then combines the ‘‘excellent’” and ‘‘pretty good’’ responses as positive support
and combines “‘only fair'’’ and ‘‘poor’”’ as negative support. Both polls are reliable, but the
wording varies in such a way to generate different results.

The Harris poll seems to reflect more reliable results simply because respondents are not
constrained to polar extremes, the respondents have a broader spectrum to chose. If a moderate
conservative was asked about the president’s job, they could support some of the president’s
actions and positions, but disagree with other things. However, they would probably respond
unfavorably to the question asked by the Gallup poll. This same individual may reply to the
Harris poll by responding ‘* pretty good.”” Therefore, the president would have afavorable rank-
ing. Researchers can word questions in such a way to get the outcome they desire.
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The researcher must offer enough categories to rank responses, but the researcher should
not offer too many. If too many categories are offered, it becomes difficult for respondents to
distinguish between the categories. For example, respondents may be asked to rank the foreign
policy practices of the current president as excellent, very good, good, fair, or poor. Although
two people could feel the exact same way about the foreign policy practices, one respondent
may reply ‘‘good’’ while the other respondent may respond ‘‘fair.”” Fair and good could have
been interpreted as average by both respondents, but each responded differently. Although the
question was universally understood, the categories are too close to distinguish.

Having only two choices is a disadvantage to any research project. It limits respondents
to only two choices and forces respondents to either agree or disagree; approve or disapprove;
excellent or poor. The researcher is only asking about the polar extremes of the continuum and
forces respondents who are somewhere in the middle to make a choice. It is better to have more
than two choices on the continuum, but remember not to have too many.

It isalsoimportant to include a“‘don’t know’’ or ‘‘no opinion’’ choice when respondents
are asked to rank a response. Sometimes the respondent may lack the knowledge of the topic
being studied. Instead of forcing respondents to make choices or decisions they do not under-
stand or have any knowledge of, the “*no opinion’” or ‘‘don’t know’’ is the best choice. These
responses allow researchers to analyze the unavailable knowledge base of the target population.
Unfortunately, respondents that do have an opinion may not want to answer specific questions,
therefore, these respondents may choose the ‘‘no opinion’ or ‘‘don’t know'’ option as a way
to avoid the question.

a.  Questions Should be Relevant Questions that are asked, should be relevant to the re-
searcher’s purpose and objectives of the study. Questions should not be asked just to ask and
later determine whether or not to use them. This wastes time and effort for the researchers, the
respondents, and the interviewers, if interviewers are used. The questionnaire process is so diffi-
cult in and of itself, the researcher should not waste time and energy devel oping more questions
than are needed.

Once the researcher has determined what is to be measured, the researcher must decide
what questions should be used to measure the variables. At this point, the researcher should
refer to previously conducted surveys. For example, the National Opinion Research Center at
the University of Chicago conducts the General Social Survey. The researcher can use these
surveys as references for question wording and questionnaire construction. Questions that are
relevant in other surveys can be used as long as these questions are used in the correct context.
However, just because these questions have been used before does not guarantee that the ques-
tions are reliable and valid.

b. Questions Should be Universally Understood ~ All the questions asked in the survey must
be universally understood. In other words, the questions must mean the same thing to all respon-
dents. If the questions are universally understood, the questions are considered to be reliable.
Researchers must remember that abstract thinking is the norm in most research fields, and
exposing the average lay person to such abstract wording may make the questions too complex
and too difficult to interpret. Therefore, researchers should avoid abstract and complex wording,
especially technical jargon that only certain professionally trained individuals have been ex-
posed.

Keep it ssimple. But do not make the questions so simple that the questionnaire is viewed
as talking down to respondents. If respondents perceive this type of behavior, the respondent
may be offended and lose interest.

The questions should be relevant to the target population. The researcher must always
keep in mind the target population the project is surveying. The researcher must always consider
the background and cultural differences of the target population. For example, if the target
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population is represented by non-high school graduates, the researcher should not word questions
that target college graduates. Also, do not ask questions such as ‘*How old is your husband?"’
when the respondent is single or has awife. Instead, first ask a question that categorizes respon-
dents' marital status, then ask ‘*If married, how old was your spouse on his/her last birthday?’

The questions should not only be simple, but also clear, specific, and unambiguous. If
terms or concepts are ambiguous, then the researcher should define the concept prior to asking
the question. For example, if respondents are asked about their last visit to the doctor, responses
will vary considerably. What constitutes a doctor to one person may not be classified as a
doctor by someone else. A doctor could be a licensed medical doctor (M.D.), an osteopath, a
chiropractor, or even awitch doctor. The researcher must therefore define what the term ** doc-
tor’” constitutes. It must be defined in such a way that all respondents understand the term
universally. Because different opinions exist about terms and concepts, the researcher should
ask multiple questions to clarify the analysis process.

The researcher should avoid asking for information that respondents are likely to have
forgotten. The researcher should not ask a question that requires respondents to recollect the
past, for example, to think back five years ago. Respondents will more than likely guess or ap-
proximate the answers. For example, researchers should not ask respondents what their annual in-
come was siX years ago, hospitalizations over the past ten years, or the when their last flu shot
was. If the researcher wants the respondent to recollect the past, as arule of thumb the time frame
should be nothing more than six months ago. Always remember to have a narrow time frame.

The researcher should also keep in mind that it is difficult for respondents to answer
guestions about their opinion. It is easier to answer questions about personal experiences, fact,
and/or behavior. If opinion questions are asked, respondents have to think about how they really
feel about that particular issue, whereas questions that concern fact will require less thinking,
less effort, and less time. With factual questions, the answer is either one way or the other.

Not only should the questions be understood universally by all respondents, the answers
given by the respondents should be standardized. For example, if respondents are asked **When
did you have the chicken pox?’ They may respond a variety of ways: ‘‘last year,”” ‘‘when |
was in high school,”” “*When | was 10 years old.”’ If the researcher wanted respondents age
when they had the chicken pox, the researcher should have asked for their age specifically.
Instead, the researcher should have asked ‘*How old were you when you had the chicken pox?”’
Therefore, all respondents will answer with their age at the time of infection and all responses
will be standardized.

The more genera the question, the wider the range of interpretations and responses. In
order to get uniform interpretations and standardized responses, the researcher should make the
question as specific as possible. The researcher should not assume the respondent will interpret
the question the same as the researcher or even the same way as other respondents. The re-
searcher should not assume anything about respondents when developing questions.

¢ Avoid Double-Barreled Questions Researchers should avoid the use of double-barreled
guestions. Double-barreled questions are those questions that ask two or more questions at the
same time. For example, ‘‘when the cost of college tuition increases are you more likely to
drop out of school and look for ajob?’ In this example, some may drop out of school but not
look for ajob, while others stay in school and look for a job. Generally, when the word *“and’”’
is included, the question is probably a double-barreled question and should be avoided. If the
word ‘*and’’ appears, the researcher should reword the question such that only one item is asked
per question.

d. Avoid Loaded, Negative, and Bias Questions  The researcher should avoid questions that
are loaded. Loaded questions are those that persuade the respondent to answer a certain way
through implication or suggestion. L oaded questions generally include words such as *‘forbid,”’
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“‘prohibit,”” and ‘*allow.”” For example, the following is aloaded question: ** Should the United
States prohibit it's citizens from carrying handguns?’ The researcher, unknowingly, is sug-
gesting that the United States' government should not allow people to carry guns. These types
of questions result in distorted responses and should be avoided.

Negative questions generally include the word *‘not’’ and should be avoided. Most of the
time respondents will overlook the word ‘‘not”” and read the question the opposite way. For
example, the following is a negative question and should be avoided: **United States should
not eliminate nuclear testing?’ The respondent may overlook ‘‘not’’ and read it as ‘‘the United
States should eliminate nuclear testing?’ If the respondent believes that nuclear testing should
be eliminated, the respondent would agree with the question the way it was read but actually
disagree with the actual wording of the question.

Any question that includes |oaded terms or negative words, or if the question is too com-
plex and too ambiguous it is considered to be biased. Bias can be controlled by avoiding these
terms and concepts as well as using closed questions. Closed questions help control bias as long
as the list of options is completely exhaustive.

e. Ask Multiple Questions  The researcher should ask multiple questions about the same
idea. Sometimes one question per variable or idea will suffice, for example, gender. But often,
relying on just one question makesit difficult for the researcher to interpret the results, especially
when the variables or ideas are complex. Asking multiple questions will also increase the accu-
racy of the overall research project. For example, if social class was the variable of interest, the
researcher may ask about annual income or hourly wage, occupation, education, and residence.

B. Designing Questions to Maximize Validity

The previous section suggested ways to make questions more reliable and to make questions
mean the same thing to all respondents. This section is devoted to validity and ways to improve
the validity of questions and the questionnaire. Recall, that questions are valid when the respon-
dents' answers are a true measure of what the researcher is trying to measure. Hopefully the
responses are perfectly accurate. Responses will be accurate if the researcher had access to the
information needed to answer questions the same way respondents answered. For example, if
the chicken pox question was asked and the respondent answered 10, this response is valid and
accurateif the researcher referred the respondent’ s medical records and found that the respondent
was in fact 10 when infected with the chicken pox.

Unfortunately, answers are not always accurate. | naccurate answers may be given because
the respondent does not know the answer; the respondent may know the answer, but cannot
recall the answer; the respondent may not fully understand the questions; or the respondent may
know the answer and refuse to answer. All of these things result in less accurate responses and
make the data less valid.

There are ways the researcher can take specific steps to increase the accuracy of the an-
swers. Some of the things that could be done were discussed in the previous section ** Question
Wording to Maximize Reliability.”” Also, the researcher could alow respondents to answer the
question the way in which they interpret the question. Allowing respondents to interpret and
answer questions accordingly, will help researchers detect faulty wording. For example, if the
question is unanswerable by everyone then there is a problem within the design of the question.
Therefore, the question should be reworded or dropped from the questionnaire altogether.

IV. QUESTIONNAIRE LAYOUT

The layout of the questionnaire has significant barring on the results of the research project.
The results could vary significantly if the position of the question is moved from the beginning

MarceL DEkkER, INc.
270 Madison Avenue, New York, New York 10016

Copyright © Marcel Dekker, Inc. All rights reserved.

)



QUESTIONNAIRE CONSTRUCTION 95

TaBLe 2 Characteristics of Questions

The questions should be relevant to the objective of the study.

The questions should be clear and unambiguous; what may seem clear to the
researcher may be unclear to the respondent.

Be careful when asking personal questions; do not pry.

Provide definitions to unfamiliar words or words with multiple meanings.

The questions should mean the same thing to al respondents; reliable.

Ask multiple questions with different question form that measure the same idea.

Ask open questions prior to asking closed questions in order to create an
exhaustive list of options.

of the questionnaire to the middle or even the end of the questionnaire. The sequence of questions
and the overall physical appearance of the questionnaire are also very important. The questions
should flow smoothly with a clear and orderly sequence.

Instructions should accompany the questionnaire at the very beginning of the questionnaire
explaining who the researcher is, the researcher’s affiliation, and the research project itself. For
example, the researcher should explain why the research is being done and what will be done
with the responses. The researcher should also stress that all responses are strictly confidential.
Remember, never assume the respondent is familiar with questionnaires. The researcher must
ensure respondents that the survey is strictly confidential and there is absolutely no way to trace
the responses back to anyone.

The researcher only needs to explain why the research is being done; the purpose of the
research should be explained but nothing else. The researcher should never attempt to explain
the relationship that is hypothesized. Attempting to explain this may influence respondents to
answer questions aparticular way. In one sensg, if the researcher states the hypothesized relation-
ships, the instructions could be consider ‘‘loaded.”” For example, if the purpose of the study is
to find the effects of increasing college tuition costs on the behaviors of college students, the
researcher should state this, the purpose. However, the researcher should not state that what is
believed to exist, that college students will drop out of school more rapidly as the rate of tuition
increases. State the purpose of the research but not the hypothesized relationships.

The researcher should also include a thank you statement in the instructions. The re-
searcher must always remember to establish a trusting and confident rapport with the respon-
dents. The researcher will achieve better results if respondents are given a sense of involvement
and importance. This is not to say that respondents are not important, they are very important.
Without respondents, researchers would have no data to analyze.

The researcher should also provide necessary instructions throughout the questionnaire as
well. For example, questionnaires often have skip patterns such as ‘‘if you are a dependent,
skip to question number . . .”" or ‘‘if you are unemployed, skip to page . . .”" If this type of
seguence is used, the researcher should provide clear and precise instructions allowing respon-
dents to move forward smoothly. Skip patterns should be kept to a minimum, and if used, the
instructions provided should guide respondents like a road map. There should be no wrong turns
or dead ends. Remember, questionnaires are not guessing games for respondents, the more work
respondents have to do, the lower the response rate.

Opening questions should be simple, pleasant, interesting, and nonoffensive. The re-
searcher does not want to excite the respondent in such a way that the respondent refuses to
answer any more questions. The researcher should try to motivate the respondent and make the
respondent feel important.

Sensitive questions should never be placed at the beginning to the questionnaire. There
isno perfect place for these questions. Generally, the rule of thumb isto place sensitive questions

MarceL DEkkER, INc.
270 Madison Avenue, New York, New York 10016

Copyright © Marcel Dekker, Inc. All rights reserved.

)



96 RoBBINS

TaBLe 3 Characteristics of Questionnaires

Questionnaires should be self explanatory.

Questionnaires should start with general, simple, and interesting questions.

Questionnaires should be restricted to closed questions as much as possible.

Questions should be few in number; do not ask more than necessary.

Questionnaires should be typed and laid out in a clear and uncluttered fashion;
maximize ‘‘white space.’”’

Skip patterns should be minimized.

Allow enough space for open question responses.

Set off different sections with lines, bold type face, or spacing.

Arrange the questions logically.

Provide redundant information to all respondents.

toward the middle of the questionnaire, but never in the beginning or at the very end of the
guestionnaire. Sensitive questions should be placed logically, where the questions are most rele-
vant to the questionnaire and at a point where it is assumed the respondent has become comfort-
able and confident with the survey.

Boring questions and questions concerning race, gender, and age are normally placed
toward the end of the questionnaire. These questions, abeit sensitive, should never be placed
at the beginning because they may excite the respondent in such a way causing them to stop
participating. If placed at the end, the respondent has had time to become comfortable with the
survey and feel less offended by such questions.

The physical appearance must be attractive and pleasing to the eye; convenient to use and
easy to follow and read. The printing should be large enough to read, and the researcher should
never try to put as many questions on one page as possible. If the survey looks too cluttered it
will look too complex and be too difficult to read. The researcher should maximize the *‘white
space’’ to make the questionnaire more attractive and easier to administer. There should aso
be enough space available for respondents to provide answers to open questions. If skip patterns
are used, the research might want to separate these patterns with different type styles, sizes,
and shades. The researcher should do everything possible to make the questionnaire as attractive
as possible.

V. PRETESTING

After the questions have been devel oped and constructed logically into aworking questionnaire,
the next step isto pretest the questionnaire. Like every other step involved in the questionnaire
construction process, there is no set way to pretest surveys. Generally, pretests are always con-
ducted. Pretests allow the researcher to weed out any uncertainties and ambiguities that were
not apparent prior to the pretest. Pretesting is a way to increase and to reinforce the reliability
and the validity of the questions.

Theresearcher hasanumber of options or waysto conduct pretests. Generally, two pretests
are conducted. The first pretest involves the researcher giving a draft of the questionnaire to
colleagues, friends, and relatives to read, to critique and to offer suggestions. Once this has
been done, the researcher makes the necessary changes and then pretests the questionnaire again.
The second pretest should involve people that mirror the target population. Normally a sample
of 25-75 is an acceptable size to pretest. Pretesting a similar population allows the researcher
to ensure that the questions are interpreted the same way and mean the same thing to all respon-
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dents. Once the second pretest is complete, the researcher should polish the questionnaire by
making the necessary changes, cutting items, rearranging questions to fit the questionnaire more
logically, clarifying the questions, and making the entire questionnaire flow as smoothly as
possible.

VI. PERFORMING THE SURVEY

Although administering the survey, coding the responses and reporting the results are all very
important steps in the questionnaire process, they do not receive much attention in this chapter.

Once the questionnaire has been pretested, the survey is ready to be administered. The
researcher has aready previously decided the type of survey to use (interview or self adminis-
tered) and the target population. Next, the researcher distributes the survey to the chosen sample
of the target population. This could be the most lengthy part of the whole questionnaire process.
It takes time to conduct interviews especially if the sample sizeislarge. And it takes more time
to administer surveys through the mail. Once the survey is distributed through the mail, it takes
time to get enough responses back. Generally, a good return rate for mail surveys is 60—70%.
If this percentage is not achieved the first time, the researcher could send a letter to those who
have not returned the survey asking them to cooperate and return the questionnaire as soon as
possible.

Once all of the interviews are conducted or the self administered surveys are returned,
the next step is for the researcher to code the responses. Once again, there is no set way to code
responses, especially open questions. This part of the process is solely up to the researcher.
Generally, the researcher codes the responses as conveniently and simply as possible; this makes
the analysis and interpretation process much less complicated. The researcher’s statistical back-
ground and knowledge normally guides this process of coding and entering the responses into
the desired statistical package or spreadsheet form. After the coding and entering process, the
researcher analyzes the data and reports the findings.

VIl. CONCLUSION

Questionnaires are not easy to construct. The construction process requires time, common sense,
and an understanding of the research and the target population. It is also an advantage if the
researcher has artist ability which will contribute to the physical appearance of the questionnaire.
In sum, questionnaires must be simple and straightforward. Questionnaires must be universally
understood, unbiased, unambiguous, and ethical. They must be valid, reliable, and replicable.
And most importantly, questionnaires must accomplish the purpose(s) or objective(s) of the
research project.
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Sampling and Data Collection

Alana Northrop

California State University at Fullerton, Fullerton, California

One starts with a research topic. Then one develops hypotheses and identifies the variables to
be measured. Now it is time to plan the data collection.

First, one needs to decide from whom the data will be collected. Data can come from a
wide variety of units of analysis. These units can be people, cities, counties, countries, depart-
ments, and corporations.

Second, one needs to decide if one needs to do asample or a census. A censusisinforma
tion that comes from all the units of analysis in a list. Obvioudly, if one's list of units is all
citizens in a country, that list is very large. Just consider the resources that the US expends
every ten years to do a census of its population Census 2000 is expected to cost the government
$3.9 million. Given the magnitude of data collection involved in doing many censuses, sampling
is a common alternative form of data collection.

Sampling means collecting data from a smaller number than the whole list of units. The
need to do a sample instead of a census is driven by the answers to several questions. Does
one havethetimeto collect information from all the units? Does one have the resourcesto collect
information from all the units? And, most importantly, isit necessary to collect information from
all the units for what one wants to learn from the data?

When one only collects data from a subset or sample of the complete list, the question
arises whether or to what extent does the sample look like the whole universe. The ability to
answer this question is the difference between probability samples and nonprobability samples.
Probability samples are samples chosen from the universe by random without the researcher
having any rolein choosing which units are sampled and which are not. Non-probability samples
are samples in which the researcher does play arole in choosing which units from the complete
list or universe end up in the sample for data collection. The topic of this chapter is sampling
and data collection. We will describe the different types of probability and non probability
samples, the advantages of each, and the special problems involved in data collection, such as
achieving a high response rate.

I. DEFINING THE THEORETICAL POPULATION

Before deciding whether to sample or what kind of sample to do, one must clearly define the
theoretical population. To define the theoretical population, one specifies from what units data
will be collected in terms of time, territory, and other relevant factors.

99
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A. Unit of Analysis

Data can be collected from individuals, groups, or socia artifacts. Individuals are human beings,
whether adult citizens or employees in city hall. Groups represent collectivities, such as cities,
counties, countries, or departments. If one wants to know how an employee feels about a differ-
ent work schedule or how a citizen evaluates the delivery of city services, the data are collected
from each individual. Thus, the individual is the unit of analysis. If one wants to know the
population of a city or the mortality rate of a hospital, the data are collected from each city or
hospital. In these cases the unit of analysis is the group and not the individua because only a
group can have a population or a mortality rate. To find out whether data collection should be
focused on the individual or group, one asks on what variables one wants to collect data. If the
variables are characteristics of individual people, then the unit isindividuals; and if the variables
are characteristics of groups of people, then the unit is groups.

Thelast kind of unit of analysisis social artifacts. An artifact is any object made by people
with a view to subsequent use. Examples of social artifacts are laws, books, buildings, comput-
ers, etc. A study of fire risk factors might use buildings as the unit of analysis. Buildings could
be evaluated by such characteristics as number of stories, square footage, business use, and type
of roofing material.

B. Time

The unit of analysis must be defined in terms of time. Should data be collected as of one point
in time or over a period of time? Data that is collected as of one point in time is called cross
sectional. For example when the Gallup Poll asks adult Americans to rate the president’ s perfor-
mance, it is doing a cross-sectional analysis of public opinion that describes how the public
evaluates the president as of a set date. When a news agency compares several of these cross-
sectional polls, data are now being compared over more than one point in time and such data
are caled longitudinal.

Whether to do a cross-sectional or longitudinal study depends on resources and why one
is collecting data. The State of California draws cross sectional samples of names on initiative
petitions because it only cares if enough legal signatures have been collected as of a certain
date. Initiative drives are given 150 days to collect the required number of registered voters
signatures. Enough names are either collected by that date or not. In contrast, a study of the
effectiveness of community policing on the crimerate involves looking at the crime rate at more
than one point in time, before the introduction of community policing and after.

There are three kinds of longitudinal studies: trend, panel, and cohort. A trend study col-
lects data from different units at more than one point in time. The previously mentioned Gallup
poll is an example of a trend study because the same citizens are not interviewed more than
once. A panel study collects data from the same units at more than one point in time. If one
were doing the community policing evaluation, one would need to do a panel study, collecting
data from the same city or cities at more than one point in time. It would only make sense to
look at the same city’s crime rate before and after the introduction of community policing.

A cohort study falls in between a panel and a trend. In a cohort study different units are
studied but the units have something in common. Typically, what the units have in common is
age or shared experience in a training program. A study of different police academy classes
would be a cohort study. The classes could be compared as to their rates of officer involved
shootings or complaints of sexual harassment.

In general, longitudinal data collection produces better quality data than does cross-
sectional. Obviously, data that are collected at more than one point in time can indicate whether
findings vary over time, which cross sectional cannot. Cross-sectional data are perfectly fine
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when one needs to know only about one point in time, such as the initiative petitions example
or a city surveying households about whether to build a senior citizen center or not. Cross-
sectional studies are also quite acceptable when the variables that are being measured are known
to be stable, such as the square mileage of a city and population density.

A panel study is better than a trend when the theoretical population is heterogeneous.
Studying different units from populations with great variations can give very different results
than studying the same units. For example, the poverty rate in the US has stayed fairly stable
since the 1960s. Using trend data, we cannot tell whether or not it is the same people who fall
below the poverty level. Thus, the data do not allow us to know whether there is a permanent
underclass. Using panel data, we could tell that while the poverty level stayed the same, the
people who comprised that group changed alot, so a permanent underclass would be an inaccu-
rate description.

C. Territory

A theoretical population defines the units to be studied in terms of time and aso territory.
Territory literally refersto governmental boundaries. So if one wanted to study households, one
needs to specify households in which city or state. If one wanted to study adult citizens, one
needs to specify adult citizens living within distinct territorial boundaries, such as west of the
river in the city of Hartford, Connecticut.

D. Other Relevant Factors

Here is the catchall consideration in defining theoretical populations. If one were doing a study
for Washington state’s highway patrol on drivers who speed, a useful theoretical population
would be all licensed drivers in the state as of July 1, 1996. Note we have identified the right
unit, which is individual. We have stated a date, so we know we will only collect data from
peoplewho lived in the state as of that date. We have also stated aterritory, the state of Washing-
ton. The other relevant factor specified is that we will only collect data from licensed drivers.
If one's unit of analysisis individuals, typically one needs to limit the population by setting a
minimum age limit or status, such as licensed driver, or employee. Two year olds are not very
helpful survey respondents, even though they can be accident victims. Studies of employees
should consider limiting the theoretical population to only full-time employees who have passed
their probationary period.

Il. WHETHER TO SAMPLE OR NOT

One should now have a well-defined theoretical population. Look at it. Does the theoretical
population involve under two hundred employees or does it involve 50,000 households? The
rule is if one’'s population is under 200, one does a census. Essentially, there is no way to do
a probability sample on populations under 200 and have any useful error rate. Still, resources
may force one to sample when the population is under two hundred but beware of the increase
in error.

If one’s population is over 200 do not automatically consider a sample. While time and
money can be saved by doing a sample, there can be political coststhat are too high. For instance,
consider studiesthat want to survey employees about their satisfaction with benefits, work sched-
ules, or training programs. If the list of employees is above 200, those study directors would
still be well advised to survey all employees. Probability theory is al fine and good about
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drawing conclusions from a sample to the universe. Employees, though, want their individual
voices heard on many matters and will not understand why they were not chosen to do so. The
same can be said about voters or citizens if we are talking about a local area issue, such as
building a new school or fire house in the neighborhood.

There are also theoretical populations above two hundred in size that are rarely sampled
because collecting data from all of them is so easy. The case of Congressional districts comes
to mind. Datafrom districts are so readily available that there is negligible time and staff savings
gained by using a sample for data collection. The decision comes down to whether the time
and staff savings are significantly large enough to outweigh the error and political risk that
comes from drawing a sample versus doing a census.

Ill. PROBABILITY SAMPLING

The theory of probability sampling was first explained by a Swiss mathematician Jacques Ber-
noulli (1654—1705). He argued that a small randomly chosen sample would look like the entire
population. There would be a difference between the characteristics of the sample and the popu-
lation, but it would be small and calculable. Thus, probability samples are distinguished by the
fact that they are chosen randomly from the populations and that how they differ from the
populations can be expressed by a calculable error rate.

Many American television viewers have absorbed this argument. Broadcasters frequently
report survey results, results based on arandom survey of adult Americans. For example, broad-
casters report that 62% of Americans support a national health care plan and then go on to say
that the margin of error for the survey was * three percent. We, the television viewers, interpret
the report as saying between 59 and 65% of us support a national health care program. This
interpretation is essentially correct. Few viewers could go on to explain the assumptions behind
the data, such as respondents to the survey were randomly chosen and that there is another error
rate besides the one reported. Still, Bernoulli’ s description of probability sampling has laid the
basis for data collection that is so common in the US that the average citizen cannot escape its
effects. From news reports to telephone market surveys to product labeling, Americans are the
recipients of data collected from probability samples.

There are four types of probability samples. simple random sample (SRS), systematic
sample, stratified sample, and a cluster sample. If one has a list of one’s theoretical population
to begin with, one can do any of thefirst three types. If one does not have alist of the theoretical
population, then one must consider doing acluster sample or redefining one' stheoretical popula-
tion so that a list exists. In other words, if one's theoretical population is al households in the
city of Fullerton as of October 1, 1996, the city can provide one with such a list because it
provideswater serviceto all households. Thusone can do a SRS, stratified, or systematic sample.
However, if the city billslandlords for water usage for apartment compl exes because each apart-
ment does not have its own meter, then no list of the theoretical population is available from
the city. If thisis true, consult with the central Post Office in the area to see if they can direct
one to afirm that has a list of addresses. If still no luck, then a cluster sample is one's option.

The quality of one’'s sample rests on the quality of one'slist of the theoretical population.
The list should be up to date. The list also should describe the population about which one
wants to draw conclusions. If apartment renters are left off the list of households, then the
conclusions one draws from the sample of households only represents home owners and home
renters. This may not be a problem if apartments make up less than five percent of the city’s
households. The point is one needs to critically evaluate whether a list is available that ade-
quately reflects the theoretical population. The list one uses to draw a sample from is called a
sampling frame.
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SAMPLING AND DATA COLLECTION 103

A. Simple Random Sample

Most statistics assume that the data are collected by means of a simple random sampling. Thus,
SRS is the idea type of sample in theory. It may not be the most appropriate one to do in
practice. We need to discuss how to do the different samplings before we can expand on this
point.

To do a SRS, one must have a sampling frame, which is on€'s list of the theoretical
population. Then, take the following steps:

1. Number every unit on the list. It does not matter whether one starts numbering from
one or one thousand. But it is easier if one uses the typical numbering system of 1,
2, 3, etc.

2. Obtain a random number chart. They are in the appendixes of most statistics' books.
Some computer software packages also include them. The RAND Corporation also
printed a book of them (RAND Corporation, 1955).

3. Decide on how to read the chart. One can start anywhere on the chart. Because it is
random, there is no pattern to the appearances of the numbers. One can read rows
left to right or right to left. One can read columns down or up. One can also read
diagonals, but this way is very hard when one is reading more than one digit.

4. Decide how many digits to read. One reads the number of digits equivalent to the
number of digits one used to number one’' s sampling frame. If one’ slist was numbered
from one to nine, one reads one digit. If one's list was numbered from one to 99,
one reads two digits. If one's list was numbered from one to 902, one reads three
digits (see Appendix A).

5. Now read the appropriate number of digits on the random number chart. For example,
if I was supposed to read three digits and the first numbers | read on the chart were
777, 939, and 961, then the units with those numbers in my sampling frame have
made it into the sample. If no one in my sampling frame had one of those numbers,
then | ignore the number and keep reading the random number chart (see Appendix
A). | read asmany numbersfrom the chart as| need to get the number of units| wanted
in my sample. Do not choose extra names to compensate for refusals or failures to
respond. Enlarging the sample size for this purpose does not work. Return rate is
based on the number of surveys completed as compared to the number attempted.

Asone canimagine, if oneisreading five digits and needsto get a sample of 1000, reading
a random number chart could make one's eyes hurt. The solution is to computerize one’s list
and use arandom number generator. That way the computer chooses one's sample. For instance,
the random selection procedure within the widely used SPSS software package can select a
SRS.

Entering al the names in one's sampling frame into the computer may not be worth the
time trade-off, though. If that is the case, then a systematic sample may be the solution to one's
eye strain problem.

B. Systematic Sample

Again, one must begin with alist or sampling frame to do this second type of probability sample.
Here is alist of steps that one can follow.

1. Number each unit listed in the sampling frame. This time one must start with the
whole number one and continue in normal numbering fashion until one runs out of
units to be numbered.

2. Divide the size of the sampling frame by the number of units one wants in one’s
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sample. For example, if one has 1000 employees and needs 250 in one's sample,
divide 1000 by 250. The result is four. This is referred to as the sampling interval.
In other words, one out of four units in one's sampling frame will be chosen to be
in the sample.

3. Gotoarandom number chart. Onewill read as many digits asone's sampling interval.
In our example that would be one digit. Start wherever one wants, reading the random
number chart. One is looking for the first number between one and one's sampling
interval to appear. Ignore numbers on the random chart that do not fall within that
range. So in our example we are looking for the first number to appear between one
and four. Whatever it is becomes the random start. So if we read a zero and then a
three, our random start is three. If we read a six and then a two, our random start is
two. Let us assume we got a two.

4. The unit in one's sampling frame with the number two assigned to it is chosen for
the sample. Now add the sampling interval to the random start. Four added to two
gives a six. Now the unit in the sampling frame with the number six assigned to it
is chosen for the sample. Keep adding the sampling interval to the last number and
one will select the numbered units in the sampling frame that will be in the sample.
In the example, 2, 6, 10, 14, 18, 22, 26, 30, 34, 38, 42, 46, 50, etc., will be the units
chosen from the sampling frame for the sample. When one runs out of numbers in
one's sampling frame, one will have exactly the right number of units wanted for the
sample. This was accomplished with just using the random number chart once, so no
eye strain.

Obvioudly, a systematic sample is easier to choose than a classic simple random sample.
So why ever use a SRS? There is one problem with a systematic sample, but it is not always
a problem. If the sampling frame has a cycle to the order of units, then a systematic sample
can pick up that cycle and actually increase sam