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Preface

The profitability of modern industrial and process plants is significantly
influenced by uptime of the machines applied in their numerous man-
ufacturing processes and support services. These machines may move,
package, mold, cast, cut, modify, mix, assemble, compress, squeeze, dry,
moisten, sift, condition, or otherwise manipulate the gases, liquids, and
solids which move through the plant or factory at any given time. To
describe all imaginable processing steps or machine types would, in itself,
be an encyclopedic undertaking and any attempt to define how the reli-
ability of each of these machine types can be assessed is not within the
scope of this text.

However, large multinational petrochemical companies have for a
number of years subjected such process equipment as compressors,
extruders, pumps, and prime movers, including gas and steam turbines,
to a review process which has proven cost-effective and valuable. Specif-
ically, many machines proposed to petrochemical plants during compet-
itive bidding were closely scrutinized and compared in an attempt to
assess their respective strengths and vulnerabilities and to forecast life-
cycle performance; the goal was to quantify the merits and risks of their
respective differences, and finally to combine subjective and objective
findings in a definitive recommendation. This recommendation could take
the form of an unqualified approval, or perhaps a disqualification of the
proposed equipment. In many cases, the assessment led to the request that
the manufacturer upgrade his machine to make it meet the purchaser’s
objectives, standards, or perceptions.

This text wants to build on the philosophy of its predecessor, An
Introduction to Machinery Reliability Assessment (ISBN 0-88415-172-7)
by the authors. It outlines the approach that should be taken by engi-
neers wishing to make reliability and uptime assessments for any given
machine. It is by no means intended to be an all-encompassing “cook
book” but aims, instead, at highlighting the principles that over the years
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have worked well for the authors. In other cases, it gives typical exam-
ples of what to look for, what to investigate, and when to go back to the
equipment manufacturers with questions or an outright challenge.

We begin by directing our readers’ attention to practical assessment
techniques such as machinery component uptime prediction and life-cycle
cost analysis. Then, in order to emphasize that the promise of machinery
uptime begins at the drawing board, we would like to take our readers
through the various life cycles of process machinery starting at specifi-
cation and selection, then moving into the operational and maintenance
environment and finally dwelling on continuous improvement efforts as
one of the premier processes for uptime assurance.

We wish to acknowledge the constructive suggestions received from
John W. Dufour and Dr. Helmut G. Naumann, who reviewed the
manuscript for the first edition of An Introduction to Machinery Reliabil-
ity Assessment (1990). Their comments certainly helped to improve the
original as well as this current text.



Chapter 1
Introduction

Ask any plant manager in the world if he is interested in plant safety and
he will answer in the affirmative. Ask him about his desire to produce
reliably and he will probably give you the same answer. But interests and
desires are not always aligned with a thoughtful and consistent imple-
mentation strategy and some of our readers will have to examine to what
extent they are — or are not — in tune with Best-of-Class (BOC) practices.

Over the years, we have come to appreciate that reliability improve-
ment and machinery uptime are virtual synonyms. To achieve uptime
optimization, the machinery specification and actual design must be right.
The machine must be operated within its design envelope. It must also
be maintained correctly.

This harmonizes with the various editions of our text Machinery Fail-
ure Analysis and Troubleshooting (ISBN 0-88415-662-1) where we
emphasize that, to capture high reliability, plant equipment has to be
free of

e design defects

fabrication deficiencies
material defects

assembly or installation flaws
maintenance errors
unintended operation
operator error.

Indeed, and as we shall see, these seven failure categories are implicitly
recognized whenever a facility is being planned and put into service.
They are also recognized when performing failure analysis, because all
failures of all machines will fit into one or more of these seven failure
categories. It should be noted that the three major frames or boxes of
Figure 1-1 contain these categories as well.

1
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Specification & design
* Standards & practices
* Specifications
* Design
* Function
¢ Materials
- * Manufacturing/assembly ]
* Inspection
e Test
* Acceptance |
e |Installation
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improvement 3. SCADA
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Maintenance
» Procedures & practices
1. CMMS/EAM
Incl.incident tracking
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RCM, CBM, PdM, etc.

- 3. Troubleshooting/RCFA —
Inspection

Maintenance [Cleaning, etc.]
Repair

Overhaul

Reliability improvement/
reengineering [bad actor mgtmt.]

Figure 1-1. Elements contributing to machinery uptime.

But that is not the full story. Certainly a plant organization uses and
manages the functional endeavors described as Specification & Design,
Operation, and Maintenance. It is easy to visualize that various subcate-
gories exist and that these, too, must somehow be managed. But they are
properly managed only by a few, and we call them the BOC perform-
ers. These leading plants are reliability-focused, whereas the “business as
usual” plants are stuck in an outdated cycle of repeat failures. We chose
to label the latter as repair-focused.

In essence, it is our purpose to highlight the various issues that need
to be addressed by plants that wish to achieve, optimize, and sustain
machinery uptime. To that end, this text describes what BOC companies
are doing. Likewise, a bit of introspection may point out where the reader
has an opportunity to improve.

Prerequisites for Capturing Future Uptime

There are important prerequisites for achieving machinery uptime. Much
reliability-related work must be done — and is being done — by BOC
companies before a plant is built. Reliability audits and reviews are part
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of this effort and must be adequately staffed. The cost of these endeavors
is part of a reliability-focused project. Moreover, the cost estimates and
appropriation requests for such projects are never based on the initial
cost of least expensive machinery. Instead, they are always based on
data obtained from bidders that build reliability into their equipment.
Competent machinery engineers assist in the bid evaluation process and
assign value to maintenance cost avoidance and reliability improvement
features to Bidder A over Bidder B [1].

Yet, not always are owners going for the lowest first cost. When
it is evident that an existing plant is in trouble or in obvious need of
improvement, equipment owners very often switch tactics and go for
“high tech.” They then procure the latest fad hardware and software. They
belatedly attempt to institute crafts training and look to older retirees
for instant improvement. To teach maintenance procedures or whatever
other topic, they often engage teacher-trainers that have once worked for
companies with name recognition, preferably ones that advertise their
products or prowess on TV. But while some of these teacher-trainers have
sufficient familiarity with process machinery to know why the client-
owner experiences repeat failures, others do not. As an example, just ask
some of these teacher-trainers to explain why authoritative texts consider
oil slinger rings an inferior lube application method for many pumps used
in process plants. Then, sit back and listen to their answers. The short-
term solution entails working only with competent, field-experienced, and
yet analytically trained, reliability consultants. The long-term solution is
to groom one’s own talent and skills.

Grooming Talent and Skills

Many managers fail to see the need to groom talent, to hire and hold on
to people with the ability, motivation, and desire to learn all there is to
be learned about a technical subject. They often delude themselves into
believing that they can always hire a contractor to do the work, but do
not realize that few contractors are better informed or better qualified
than their own, albeit often ill-prepared employees. Managers often fail
to recognize that machinery uptime optimization is ultimately achieved
by talent that is deliberately groomed. This “groomed talent” includes
people who are keenly interested in reading technical journals and the pro-
ceedings of technical symposia and conferences. This “groomed talent”
relentlessly pursues self-training as well as outside training opportunities.

In essence, then, good managers nurture good people. Good managers
challenge their technical employees to become subject-matter experts.
They encourage these employees to map out their own training plans and
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then facilitate implementing these plans. Good managers will see to it
that these employees, from young maintenance technicians to wizened
senior engineers, become valuable and appreciated contributors. They
also see to it that good technical employees are respected and rewarded
accordingly.

A good workforce must have rock-solid basic skills. It would be of
no benefit to buy better bearings and then allow unacceptable work prac-
tices to persist. Work practices must conform to certain standards and
these standards must be put in writing. Then, these standards must be
transformed into checklists or similar documents that are used at the
workbench or in the field location where such work is being performed.
Management’s role includes allocation of resources to produce the requi-
site standards and verifying that they are being consistently applied. The
standards and checklists must become part of a culture that builds basic
skills. Moreover, the standards must be adhered to with determination
and consistency. They should not be compromised as an expedient to
reach the limited short-term goal of “just get it running again quickly.”
Neither should compliance with standards be allowed to become just one
more of the many temporary banner exhortations that fizzle out like so
many “flavors of the month.”

By far the most important organizational agent in accomplishing
the long-term reliability objectives of an industrial enterprise is totally
focused on employee training. While this requirement may be understood
to cover all employees regardless of job function, we are here confining
our discussion to a plant’s reliability workforce. A good organization
will map out a training plan that is the equivalent of a binding contract
between employer and employee. There has to be accountability in terms
of proficiency achieved through this targeted training.

But before we delve into this training-related subject, we must explore
current trends and recent inclinations that largely focus on procedural
issues. We must also examine sound organizational setups as they relate
to achieving optimized machinery uptime.

Sound Organizational Setup Explained

Smart organizations use a dual ladder of advancement, as discussed a little
later in this chapter. However, regardless of whether or not a dual career
path approach is used, two short but straightforward definitions are in order:

1. The function of a maintenance department is to routinely main-
tain equipment in operable condition. It is thus implied that this
department is tasked with restoring equipment to as-designed or
as-bought condition.
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2. Reliability groups are involved in structured evaluations of upgrade
opportunities. They perform life-cycle cost studies and develop
implementation strategies whenever component upgrading makes
€conomic sense.

For a reliability improvement group to function most effectively, its
members have to be shielded from the day-to-day preventive and routine
equipment repair and restoration involvement. Best Practices Plants
often issue guidelines or predefine a trigger mechanism that prompts
involvement by the reliability group. Examples might include equipment
that fails for the third time in a given 12-month period, equipment
distress that has or could have caused injury to personnel, failures that
caused an aggregate loss in excess of $20,000, and so forth.

There must be a true quest for real improvement, not the quest for
reciting and invoking improvement methodologies. While the quest for
continuous, real, and lasting improvement is to be commended, the quest
for merely invoking continuous improvement methodologies often turns
into a chase after the elusive “magic bullet.” All employees and all job
functions must embrace the pursuit of real and lasting improvement. This
collaborative effort is no different from the desire to have a reliable
automobile. In addition to the fundamental design being right, the driver-
operator and maintenance technician must do their part if acceptable
“automobile uptime” is to be achieved. However, while every job function
in a reliability-focused plant must participate in this quest, the process
must be defined and supervised by enlightened managers.

Regarding the quest for continuous improvement methodologies, we
have seen a veritable alphabet soup of acronyms come and go since the
early references to Predictive Maintenance (PdM) in the mid-1950s. An
“ME” campaign (meaning Manufacturing Excellence) was among them;
few people at the affected location remember it. In 1975, a campaign
aimed at making “every man a manager” was instituted in some plants
known to the authors; it, too, failed miserably. While striving toward
self-directed workforces is a laudable goal, it requires a core of competent
and well-informed people.

As of 2005, PdM has survived and TPM, TPR, and ODR/OSS are
foremost among the early twenty-first-century reliability methodologies
and initiatives. But the point is that while it is OK to have one’s method-
ologies or even advanced technology-related procedures right, it is not
OK to neglect the basics, the fundamentals of machinery reliability and
optimized uptime. There will never be high reliability and optimized
uptime where mechanics and technicians either lack the understanding or
are not practicing the basics.

Finally, we should always recall that it is not OK to understand or per-
haps blindly follow methodologies while, at the same time, disregarding
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common sense. The authors disagree with the notion expressed by some
that in modern industry there is no longer a place for preventive main-
tenance (PM). Yet, we know only too well that modern industry cannot
confine its practices to PM alone. Other approaches must supplement PM
and even the question “who’s doing PM” must be examined.

PdM, TPM, TPR, and ODR/DSS Explained

Routine preventive maintenance has served industry since the Industrial
Revolution in the late eighteenth century. And PM still has its place in
the many thousands of instances where avoiding failure by prevention of
defect development, i.e. PM, makes more economic sense than allowing
flaws to develop to the point where they become detectable, but also
irreversible. An excellent example is changing oil in an automobile.
This kind of PM is surely more cost-effective than keeping the same
oil in the crankcase for many years, but analyzing it periodically for
metal chips. While such periodic analyses would constitute PdM, that
type of PAM makes no economic sense. Yet, properly used in an overall
program of uptime optimization, PdM is indeed relevant, important, and
representative of best practices.

By the mid-1950s, PdM, with its instrumentation routines aimed at
spotting developing defects, came into being. PAM encompasses vibration
monitoring and analysis, thermographic and ultrasonic examinations and
inspections, and a host of other methods. All of these are intended to pre-
dict failure progression to the point where planned equipment shutdowns
would prevent major damage and excessive downtime.

However, in order to maintain the equipment in optimal condition,
new and progressive maintenance techniques needed to be established
and a measure of “fine tuning” looked attractive. Such “fine tuning”
involves the cooperation of equipment and process support personnel,
equipment operators, and equipment suppliers. As was shown in the auto-
mobile uptime analogy, these three must again work together to eliminate
equipment breakdowns, reduce scheduled downtime, and maximize asset
utilization for optimum achievement of throughput and product quality.

Assuming it is being properly implemented, Total Productive Mainte-
nance (TPM) can provide the methods and work processes to measure
and eliminate much of the non-productive time. Once TPM has been
successfully implemented, a facility is considered ready to progress to
Total Process Reliability (TPR). Total Process Reliability views every
maintenance event as an opportunity to upgrade manufacturing processes,
hardware, software, work and operating procedures, and even manage-
ment and supervisory methods. On the equipment level, TPR practitioners
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would always (!) be in a position to answer the two all-important ques-
tions: (i) is upgrading possible and (ii) is upgrading justified by prevailing
economics.

Total Productive Maintenance often involves the use of an informa-
tion management system, planned maintenance activities, emphasis on
preventive maintenance, assessing equipment utilization to eliminate non-
essential assets (reducing numbers of equipment), operator and mechanic
training, to some extent decentralizing asset responsibility, and operator-
ownership of equipment through basic care — a concept that leads into
Operator-Driven Reliability (ODR). In turn, ODR might lead to Decision
Support Systems (DSS).

Reliability-Focused Plants and Operator Involvement

We believe that process plants worldwide can be divided into those that
are repair-focused and those that are decidedly reliability-focused. The
former will have trouble surviving, whereas the latter will stay afloat with
considerably less difficulty. Repair-focused facilities emphasize parts
replacement and have neither the time nor the inclination to make sys-
tematic improvements. Rarely do they identify why the parts failed, and
rarer yet do they implement the type of remedial action that makes repeat
failures a thing of the past. Reliability-focused plants, on the other hand,
view every repair event as an opportunity to upgrade. Whenever cost-
justified, this upgrading is being done by adhering more closely to smarter
work processes, by following better procedures, by selecting superior
components, implementing better quality controls, using more suitable
tools, etc. That, then, gets at the heart of maximizing machinery uptime.

Upgrade measures are employed with considerable forethought by
reliability-focused companies. These companies will first identify the fea-
sibility of such measures and will then determine their cost-effectiveness
and quantitative justification. To do this effectively and over the long
haul, they will employ trained engineers. The term “trained engineers”
implies that they are informed researchers and readers that use analyti-
cal methods to make sound, experience-based decisions. Companies hold
on to trained, highly motivated engineers by creating and nurturing a
work environment that is conducive to high employee morale. Intelligent,
highly productive operators are part of this work environment.

Since even the best-trained engineers cannot go it alone, they are given
competent help. With that in mind, reliability-focused companies recog-
nize the critically important role of the equipment or process operator.
Best-in-Class companies are, therefore, poised to pursue ODR initiatives.
Operator contributions are necessary because operators are the first to
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notice deviations from normal operation. They, the operators, are best
equipped to understand the interactions between process and equipment
behavior.

Operators need training. Their responsibilities and accountabilities
must be defined and “institutionalized.” Institutionalizing means that their
job functions and actions, their responses and the implementation steps
they follow must become mandatory routines as opposed to optional
routines. More than two decades ago, plants in California and Texas
experimented with this concept; they called it the multi-skill approach
and assigned operators certain ODR tasks.

Operator-Driven Reliability is nearly always part of a generally applied
maintenance plan: A distinct group of activities that makes things happen,
rather than simply suggesting what should happen. In the Handbook
of Industrial Engineering, author Ralph Peters outlines a number of
common-sense steps. He strongly recommends starting with an over-
all strategic maintenance plan like TPM or RCM (Reliability-Centered
Maintenance) and asks that the interested entity include defined goals
and objectives for ODR within this plan. A top-notch reliability-focused
facility would understand that ODR is a deliberate process for gaining
commitment from operators to:

Keeping equipment clean and properly lubricated

Keeping fasteners tightened

Detecting and reporting symptoms of deterioration

Providing early warnings of catastrophic failures

Making minor repairs and being trained to do them

Assisting maintenance in making selected repairs

Start with necessary communication between maintenance, operators,

and the rest of the total operation to gain commitment and internal

cooperation

Develop list of major repairs in the future

e Utilize leadership-driven, self-managed teams, e.g. ‘“reliability
improvement teams”

e Develop written and specific team charter

e Have teams evaluate/determine the best methods for operator clean-
ing, lubrication, inspection, minor repairs, and level of support during
repairs

e Develop written procedures for operators and include them in quality
and maintenance guides

e Evaluate the current predictive and preventive maintenance proce-
dures and include those that the operator can do as part of ODR

e Document startup, operating, and shutdown procedures along with

commissioning and changeover practices
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e Consider quality control and health, safety, and environment
requirements

® Document operator training requirements and what maintenance
groups must do to support these requirements

e Develop operator training certification to validate operator-
performed tasks.

Modern process plants train their operating technicians to have a general
understanding of the manufacturing processes, process safety, basic asset
preservation, and even interpersonal skills.

Operator involvement in reliability efforts ensures the preservation of
a plant’s assets. Operator activities thus include the electronic collection
of vibration and temperature data and spotting deviations from the norm.
Operator activities do not, however, encompass data analysis; data analy-
sis is the reliability technician’s task. Additional activities include routine
mechanical tasks such as the replacement of gauges and sight glasses, and
assisting craftspeople engaged in the verification of critical shutdown fea-
tures and instruments. Also, operating personnel participate in electric
motor testing and electric motor connecting/disconnecting routines.

The creation of functional departments tasked with both data capture
and data analysis should be closely examined. Such departments may
not be efficient; they risk involving expert analyst personnel in mundane
data collection routines. It should be noted that operators are the first
line of defense, the first ones to spot deviations from normal operation.
For optimum effectiveness, they should be used in that capacity, i.e. data
collection should be assigned to operators.

Supporting the Operator

ODR must be given tangible support by virtually every one of the other
job functions represented at a specific facility. This recognition should
logically lead to the development of well thought-out and appropriately
configured DSS.

Decision Support Systems might be described as an advanced, multi-
faceted asset management system which aims at automating an industrial
reliability maintenance decision-making process. This process integrates
monitoring and diagnostic approaches that include Distributed Con-
trol Systems (DCS), Computerized Maintenance Management Systems
(CMMS), internal and external websites, and the many other sources of
the company’s own internal knowledge. Once successfully implemented,
a sound, well-developed DSS will be a powerful source of information
allowing rapid and exact equipment and process diagnosis, failure analy-
sis, corrective action mapping, and so forth. It will turn the operator into
a knowledge worker who will be supported by true expert systems.
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Awareness of Availability Needs and Outage and Turnaround Planning

Another prerequisite for maximizing machinery uptime is being aware
of the availability needs of one’s plant. If production is seasonal or not
sensitive to shutdown frequency or duration (within reason, of course),
it makes little economic sense to demand the maximum in machinery
availability. There cannot be any one simple rule covering the many
possibilities and options, and management personnel must seek input
from knowledgeable reliability professionals.

As an example, a plastics extruder that must stay on line for very
long periods of time without shutdown may have to be equipped with a
non-lubricated coupling connecting it to its driver. Conversely, a plastics
extruder employed in a process requiring its helical screw rotor to be
exchanged for a different one during monthly changes to substantially
different plastic products could be equipped with a less expensive gear
coupling that might have to be re-greased every month.

Being aware of one’s equipment availability needs is also important
for intelligent planning of downtime events for inspection and repair.
Outage planning (sometimes called turnaround, also called “IRD” for
inspection and repair downtime) is closely related to awareness of avail-
ability. It boggles the mind how often management neglects this issue.
It defies common sense to buy the cheapest equipment and then expect
long, trouble-free operation without shutdowns. A plant that bought bare-
bones machinery must expect more outages than a plant that thoroughly
investigated the life-cycle cost of better machinery and then carefully
specified this equipment before placing purchase orders.

There are certain ethylene plants that, in 2004, operated with 8-year
outage intervals while others barely made it to 5 years. The reader will
intuitively know which of the two had, at the design and inquiry stages,
pre-invested in detailed machinery reliability assessment efforts. Attempts
by the 5-year plant to move into the 8-year category are costly and slow.
To again use an automobile analogy, buying a certain model with a six-
cylinder engine will cost less than buying it with eight cylinders, but the
incremental cost of later converting from six to eight cylinders will be
far greater.

Modern outage planning uses in-plant reliability data acquired over
time. Without data, such planning will involve considerable guessing.
Using data from one’s own operations and from similar plants and equip-
ment elsewhere, the scope and mandate of these activities is to impart
reliability, availability, and maintainability in methodical and even math-
ematical fashion. Needless to say, this will not be done by default; instead,
it requires management involvement and stewardship.
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Insurance and Spare Parts Philosophies

In the early 2000s, a very competent reliability professional explained that
his company continues to have issues with its spare parts philosophy and
overall parts management. He described a situation that is very common
today:

Unfortunately, what we have done to ourselves over the last 20 years is a
piecemeal approach that is too frequently found wanting. The plant inevitably
stays down for two days when it should only have been down for 18-24 hrs
after an unplanned shutdown. I am now being further challenged by being
asked to set up the spares for our new world-scale methanol plant. Surely the
spares that we stock for a syngas turbine should be somewhat generic. The fact
that we have three different turbine manufacturers simply means getting the
relevant part numbers/serial numbers to the warehousing people to complete
an administrative exercise as all the other factors, i.e. risk, production loss etc.,
are similar.

Each plant differs from the next one in certain respects. Although two
refineries or fertilizer plants may represent identical designs, they are
not likely to have identically trained or motivated staff. One plant takes
perhaps greater risks in areas where operating prudence should be prac-
ticed. Some plants allow adequate time for turbine warm-up while others
use the incredibly risky “full speed ahead on lukewarm” approach. Or,
although professing to perform failure analysis, many plants will replace
failed parts before even understanding why the part failed in the first
place. In doing so, they set themselves up for repeat failures.

Some facilities employ structured and well-supervised maintenance
supervision, work execution, and follow-up inspection, while others are
quite remiss in allocating time and resources to these pursuits. Also, one
plant may be located in a geographic area blessed with competent repair
shops while the other is not. Smart plants do a considerable amount of
pooling of major turbomachinery spares, i.e. several plants have access to
a common spare. Moreover, some plants have found it prudent to spec-
ify and procure certain turbo equipment diaphragms made from readily
repairable steel rather than difficult-to-repair cast iron. Some will only
purchase steam turbine blading that represents prior art, while others will
buy prototype blade contours that promise perhaps a fraction of a per cent
higher energy efficiency. Certain blades falling into this category are then
subjected to high operational stresses and are prone to fail prematurely.
Even well-designed turbine blades are at risk if the steam supply system
is unreliable or deficient in some ways.

Needless to say, the list could go on. Any reasonable determination
of recommended spare parts must include not only consideration of the
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above but also an analysis of prior parts consumption trends and an
assessment of storage practices, to name but a few key items. It is no
secret that most users are reluctant to share their field experience and
related pertinent information by publishing it. Broadcasting past mistakes,
existing shortcomings, and underperformance threatens the job security
of plant management. Conversely, educating others as to the details that
had ensured past successful operations is frowned upon as ‘“sharing a
competitive advantage with the enemy.” The answer? Experience shows
that competent consultants with lots of practical field experience should
be engaged to periodically audit HP and major chemical plants. That
is the only logical answer to the question of spare parts stocking in a
highly competitive environment. To the best of our knowledge, there
is no magic computer program that can manipulate the almost endless
number of variables that must be weighed and taken into consideration
to determine how many spares are needed in petrochemical plants.

Reliability-Focus versus Repair-Focus

To be profitable, an industrial facility must abandon its repair focus and
move toward becoming almost exclusively reliability-focused. There are
many ways to reach this goal and the best path to success may depend
on a facility’s present state of affairs, so to speak. Here, then, is just
one more reminder. Assuming you want to move toward best practices
(BP) and are — pardon the suggestion — a “Room-for-Improvement” (RFT)
plant, you may wish to compare your present organizational lineup and
its effectiveness against BP pursued and implemented at process plant
locations elsewhere.

A comparison of repair-focused plants with reliability-focused facil-
ities is in order. It should be realized that conscientiously maintaining
reliability focus is synonymous with implementing the desire to optimize
machinery uptime.

e The reliability function at repair-focused facilities is not generally
separated from the plant maintenance function. At repair-focused
plants, traditional maintenance priorities and “fix it the way we’ve
always done it” mentality win out more often than warranted. In
contrast, reliability-focused facilities know precisely when upgrading
is warranted and cost-justified. Again, they view every maintenance
event as an opportunity to upgrade and are organized to respond
quickly to proven opportunities.

e The reward system at repair-focused plants is often largely
production-oriented and is not geared toward consistently optimiz-
ing the bottom-line life-cycle-cost (LCC) impact. At repair-focused
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facilities the LCC concept is not applied to upgrade options. This
differs from reliability-focused facilities that are driven by the con-
sistent pursuit of longer-term LCC considerations. Here, life-cycle
costing is applied on both new and existing (worthy of being con-
sidered for upgrading) equipment.

At repair-focused companies, reliability professionals have insuffi-
cient awareness of the details of successful reliability implementations
elsewhere. The situation is different at reliability-focused facilities
that provide easy access to mentors and utilize effective modes of
self-teaching via mandatory(!) exposure to trade journals and related
publications. Management at these BOC facilities arranges for frequent
and periodic “shirt-sleeve seminars.” These informal in-plant semi-
nars are actually briefing sessions that give visibility to the reliability
technicians’ work effort. They disseminate technical information in
single-sheet laminated format and serve to upgrade the entire workforce
by slowly changing the prevailing culture.

Lack of continuity of leadership is found at many repair-focused
plants. These organizations do not seem to retain their attention
span long enough to effect a needed change from the present repair
focus to the urgently needed reliability focus. The influence of both
mechanical and I&E equipment reliability on justifiably coveted
process reliability does not always seem to be appreciated at repair-
focused plants. On the other hand, we know of no BP organization
(top quartile company) that is repair-focused. Experts generally agree
that successful players must be reliability-focused to survive in the
coming decades.

Some of the most successful BP organizations have seen huge advan-
tages in randomly requiring maintenance superintendents and oper-
ations superintendents switching jobs back and forth. There is no
better way to impart appropriate knowledge and “sensitivity” to both
functions.

At repair-focused facilities, failure analysis and effective data logging
are often insufficient and generally lagging behind industry practices.
Compared to that, BP organizations interested in machinery uptime
extension involve operations, maintenance, and project/reliability
personnel in joint failure analysis and logging of failure cause activi-
ties. A structured and repeatable approach is being used and account-
abilities are understood.

At the typical RFI facility, the plant where there is “room for
improvement,” there are gaps in planning functions and process-
mechanical coordinator (PMC) assignments. There is also an
apparent emphasis on cost and schedule that allows non-optimized
equipment and process configurations to be installed and, sometimes,
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replicated. At RFI plants, reliability-focused installation standards
are rarely invoked and responsible owner follow-up on contractor or
vendor work is practiced infrequently.

e Best Practices organizations actively involve their maintenance and
reliability functions in contractor follow-up. Life-cycle cost consid-
erations are given strong weight. Also, leading BP organizations
have contingency budgets that can be tapped in the event that cost-
justified debugging is required. They do not tolerate the notion that
operations departments must learn to live with a constraint.

e A reliability-focused BP organization will be diligent in providing
feedback to its professional workforce. The typical repair-focused
company does not use this information route.

Mentoring, Resources, and Networking

Occasionally, even a repair-focused organization has both Business
Improvement and Reliability Improvement teams in place. As it plans to
move toward BOC status, the repair-focused plant must make an hon-
est appraisal of the effectiveness of these teams. Their value obviously
hinges on the technical strength and breadth of experience of the various
team members.

At the typical repair-focused location, maintenance-technical personnel
are often unfamiliar with helpful written material that could easily point
them in the right direction. As an example, repair-focused companies
often use only one mechanical seal supplier. Moreover, access to the
manufacturer is sometimes funneled entirely through a distributor.

In contrast, BP or BOC organizations have full access to the design
offices of several major mechanical seal manufacturers. They have
acquired, and actively maintain, a full awareness of competing products.
They will find sound and equitable means to select whichever seal con-
figuration, material choice, etc. necessary to meet specified profitability
objectives. This is reflected in their contract with a seal alliance partner.

At repair-focused companies, a single asset may require costly main-
tenance work effort every year, while another, seemingly identical asset,
lasts several years between shutdowns. This paradox is tackled and solved
at BP organizations. They provide access to mentors whose assistance
will lead to true root cause failure analysis (RCFA). The result is author-
itative and immensely cost-effective definition of what is in the best
interest of the company. Based on experience and analysis, this could be
repeat repair, upgrading, or total replacement.

Repair-focused plants seem to “re-invent the wheel,” or use ineffec-
tive and often risky trial-and-error approaches. Reliability-focused multi-
plant or international organizations make extensive use of networking.
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Relatively informal, very low cost Network Newsletters use input from
grass-roots contributors who gain “visibility” and “name recognition” by
being eager to communicate their successes to other affiliates. A Network
Chairperson is being used to communicate with plant counterparts. This
job function is assigned to an in-plant specialist on a rotational basis.

Many well-intentioned companies endeavor to identify and implement
the best, or most appropriate, reliability organization. Some opt to divide
their staff along traditional lines into Technical Services, Operations, and
Maintenance divisions, departments, or just plain work functions. They
often place their reliability personnel under the Maintenance Management
umbrella, but then have second thoughts when reliability professionals
end up immersed in fighting the “crisis of the day,” as it were.

While it has been our experience that organizational alignments are
considerably less important than the technical expertise, resourcefulness,
motivation, and drive of individual employees, there are obvious advan-
tages to an intelligent lineup. What, then, is an “intelligent lineup,” or
sound organizational setup?

Dual Career Paths at Top Companies

Top performing companies have created two career paths for their per-
sonnel. Where two career paths exist, upward mobility and rewards or
recognition by promotion are possible in either the administrative or
technical ladders of advancement. This dual ladder represents perhaps
the only sound and proven way to keep key technical personnel in such
industries as hydrocarbon processing. Some engineers would not want
to become managers, and there are not enough management openings to
promote all competent engineers to such positions.

Where there are two career paths, there is income and recognition
parity between such administrative and technical job functions as

Administrative side Technical side

Group Leader Project Engineer

Section Supervisor Staff Engineer

Senior Section Supervisor Senior Staff Engineer
Department Head Engineering Associate
Division Manager Senior Engineering Associate
Plant Manager Scientific Advisor

Vice President Senior Scientific Advisor

Recognition and reward approaches have much to do with management
style. There are many gradations and cultural differences that make one
approach preferred over the next one. It is not possible to either know or
judge them all. Suffice it to say that a thoughtless reward and recognition
system is a serious impediment to employee satisfaction.
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More Keys to a Productive Reliability Workforce

An under-appreciated workforce is an unmotivated, unhappy, and inef-
ficient workforce. Such a workforce will rarely, if ever, perform well in
areas of safety and reliability. How, then, will the interdependent safety,
reliability, and profitability goals be achieved?

Forty years ago, world-renowned efficiency expert Dr. W. Edwards
Deming provided the answer. He stipulated 14 “Points of Quality” that
fully met the objectives of both employer and employee and are as
true and relevant today as they have ever been. Deming had aimed his
experience-based recommendations at the manufacturing industries and
we transcribed his 14 points into wording that might find listening ears in
the process plant reliability environment [2]. Here is our expanded recap:

1. As was brought out earlier in this text, view every maintenance event
as an opportunity to upgrade. Investigate its feasibility beforehand;
be proactive.

2. Ask some serious questions when there are costly repeat failures.
There needs to be a measure of accountability. Recognize, though,
that people benefit from coaching, not intimidation.

3. Ask the responsible worker to certify that his or her work product
meets the quality and accuracy standards stipulated in your work
procedures and checklists. That presupposes that procedures and
checklists exist.

4. Understand and redefine the function of your purchasing depart-
ment. Support this department with component specifications for
critical parts, then insist on specification compliance. “Substitutes”
or non-compliant offers require review and approval by the speci-
fying reliability professional.

5. Define and insist on daily interaction between process (operations),
mechanical (maintenance), and reliability (technical and project)
workforces.

6. Teach and apply RCFA from the lowest to the highest organizational
levels.

7. Define, practice, teach, and encourage employee resourcefulness.
Maximize input from knowledgeable vendors and be prepared to pay
them for their effort and assistance. Do not “re-invent the wheel.”

8. Show personal ethics and evenhandedness that are valued and
respected by your workforce.

9. Never tolerate the type of competition among staff groups that
causes them to withhold critical information from each other or
from affiliates.

10. Eliminate “flavor of the month” routines and meaningless slogans.
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11. Reward productivity and relevant contributions; let it be known that
time spent at the office is in itself not a meaningful indicator of
employee effectiveness.

12. Encourage pride in workmanship, timeliness, dependability, and
the providing of good service. Employer and employee honor their
commitments.

13. Map out a program of personal and company-sponsored mandatory
training.

14. Exercise leadership and provide direction and feedback.

“CARE” — Deming’s Method Streamlined and Adapted to Our Time

In early 2000, a Canadian consulting company [3] developed a training
course that brings Deming’s method into new focus. They concluded that
companies can be energized with empathy and, using the acronym CARE,
conveyed the observation that companies excel when management gives
consistent evidence of

e Clear direction and support

e Adequate and appropriate training
® Recognition and reward

e Empathy.

Although mentioned last, empathy is the cornerstone of the approach.
But, let us first consider the other letters.

The Letter “C”: Clear Direction Via Role Statement

Regarding the first letter of the acronym, “C,” we believe that clear direc-
tion involves role statements and training plans. A lack of role statements
for reliability professional can lead to inefficiency and encourages being
trapped in a cycle of “fire-fighting.” Not having written role statements
deprives the entire organization of a uniform understanding of roles and
expectations for reliability professionals. Not having a role statement
may turn the reliability professional into a maintenance technician, a per-
son who is more involved in maintaining the status quo than a person
engaged in true failure avoidance through engineered component and
systems upgrades. Clearly then, BP organizations use role statements as a
roadmap to achieving mutually agreed-upon goals. Among other things,
this allows meaningful performance appraisals.

The four CARE items represent rather fundamental principles of man-
agement. Still, while empathy forms the foundation, it alone will not
deliver full results for any organization. The drive toward certain success
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starts with clear direction and support. Clear direction must be put down
in writing. For example, and as was alluded to earlier in this chapter,
reliability professionals must receive this clear direction in the form of a
role statement [3]. Their role might include, but not be limited to, those
mentioned below.

1.

Assistance role

e Establishment of equipment failure records and stewardship of
accurate data logging by others. Know where we are in compari-
son with BOC performers.

e Review of preventive maintenance procedures that will have been
compiled by maintenance personnel.

e Review of maintenance intervals. Understand when, where, and
why we deviate from BP.

. Evaluation of new materials and recommendation of changes, as

warranted by LCC studies.

. Investigation of special, or recurring equipment problems. Example:

e Ownership of failures that occur for the third time in any 12-month
period.

e Coaching others in RCFA.

e Definition of upgrade and failure avoidance options.

. Serving as contact person for original equipment manufacturers.

e Understanding how existing equipment differs from models that
are being manufactured today.

e Being able and prepared to explain if upgrading existing equip-
ment to state-of-art status is feasible and/or cost-justified.

. Serving as contact person for other plant groups.

e Communicate with counterparts in operations and maintenance
departments.
e Participate in Service Factor Committee meetings.

. Develop priority lists and keep them current.

e Understand basic economics of downtime. Request extension of
outage duration where end-results would yield rapid payback.
e Activate resources in case of unexpected outage opportunities.

. Identify critical spare parts.

e Arrange for incoming inspection of critical spare parts prior to
placement in storage locations.

e Arrange for inspection of large parts at vendor’s/manufacturer’s
facilities prior to authorizing shipment to plant site.

¢ Define conditions allowing procurement from non-OEMs.
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8. Review maintenance costs and service factors.

e Compare against Best-in-Class performance.

e Recommend organizational adjustments.

e Compare cost of replacing versus repairing; recommend best
value.

9. Periodically communicate important findings to local and affiliate
management.

e Fulfill a networking and information-sharing function.
e Arrange for key contributors to make brief oral presentations to
mid-level managers (share the credit, give visibility to others).

10. Develop training plans for self and other reliability team contributors.

The above listing represents a role statement for equipment reliability
engineers. While it represents a summary that can be expanded or mod-
ified to address specific needs, it is representative of the written “clear
direction” that is being taught in the CARE program.

The “support” element is re-enforced in items 9 and 10, above. In
one highly successful and profitable company, an astute plant manager
organized a mid-level management “steering committee” which every
week invited a different lower-level employee to make a ten-minute
presentation on how they performed their work. The vibration technician
explained how early detection of flaws saved the company time and
money, an instrument technician demonstrated the key ingredients of an
on-line instrument testing program, etc. Each reliability issue or program
had a management sponsor or “champion,” who saw to it that a program
stayed on track, and that organizational and other obstacles were removed.

The Letter “A”

Next, there is a melding of “Clear Direction and Support” with “Adequate
and Appropriate Training.” How so? Well, training plans were initiated
by the employee, which means he or she had to give considerable thought
to long-term professional growth. The initial proposal by the employee
was reviewed, supplemented, modified, often amplified, but always given
top priority by management.

In addition to structured self-training, a reliability professional at BOC
plants prepares “shirt-sleeve seminars” — training sessions lasting per-
haps ten minutes. He rolls up his sleeves and, at the end of an assembly
of personnel for safety talks, presents a reliability and uptime optimiza-
tion topic to those present. At shirt-sleeve seminars, key learnings are
being discussed and disseminated. These key learnings include reminders
that reliability principles must be consistently employed by everyone. Site
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management must verify continuity of this dissemination effort and endorse
the application of reliability principles such as consistent use of checklists.

But training, of course, must go beyond “shirt-sleeve” seminars. Best
Practices organizations encourage salaried professionals to submit their
projected training plans, both long term and short term, in writing. These
plans are then critically reviewed and employer requirements reconciled
with an employee’s developmental needs. Input from competent con-
sultants is often enlisted. Best Practices organizations make active and
consistent use of what they have learned.

Note that our earlier statements on “clear direction and support” intro-
duced the training issue. Let us face it, we are losing the ability to apply
basic mathematics and physics to equipment issues in our workplace sit-
uations. As an example, hundreds of millions of dollars are lost each year
due to erroneous lubrication techniques alone. The subject is not dealt
with in a pragmatic sense in the engineering colleges of industrialized
nations. The connection between Bernoulli’s law taught in high-school
physics classes and the proper operation of constant level lubricators is
lost on a new generation of computer-literate engineers. Managers chase
after the “magic bullet” — salvation must be in “high tech,” they think.

That is an incredibly costly misconception. We have truly neglected
to understand the importance of the non-glamorous basics. We are no
longer interested in time-consuming details. We have encouraged our
senior contributors to retire early. All too often, no thought is given to the
consequences. Assumptions are made that one could hire contractors to
do the thinking for us and not many decision-makers see the fallacy in this
reasoning. It should be obvious that at times contract personnel are even
less qualified, or have less incentive, to determine the LCC of different
alternatives and address the root causes of repeat failures of machinery.
We have become “big picture” men, from the maintenance technician all
the way up to the company CEO. We cannot be bothered by details, have
no time for details, and are not rewarded for dealing with details.

But, as some outstanding performers have clearly shown, attention to
detail is perhaps the most important step they took to get to the top.
They have developed and continue to insist on adequate and appropriate
training. This training deals with not only concepts and principles, but
hundreds of details as well.

Employees of Best-in-Class companies develop their own short- and
long-range training plans. Time and money are budgeted and the training
plan signed off by the employee and his or her manager. A training plan
has the status of a contract. It can only be altered by mutual consent.

The training plan for a machinery-technical employee was published
in Improving Machinery Reliability [1] and typically consists of four
columns, as replicated below.
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matters

Career  “Knowledge of” “Work Capability in” “Leading
Years Expertise in”
1 Company organization Interpretation of flow
sheets, piping &
instrument diagrams
Rotating equipment types Elementary technical
support tasks, e.g.
alignment, vibration
monitoring
Company’s communication Essential computer
routines calculations
Relevant R&D studies,
vendor capabilities,
in-house technical files
2 Pump and compressor Design specification
design consulting & support
Machinery reliability Machinery performance
appraisal techniques testing
Gear design Start-up assistance,
all-fluid machines
Major refining processes
3 Machinery design audits Company standards
updates
Machinery piping General technical service
tasks elementary
troubleshooting
Major chemical processes Machine—electronic
interfaces
4 Materials handling General troubleshooting
equipment “shirt-sleeve seminars”
(conduct informal
training)
Hyper compressors Machinery quality
assessment and
verification
5 Thin-film evaporators Start-up advisory tasks Machinery
optimization
Appraisal documentation Machinery
update tasks maintenance
Plastics extruders Hyper compressor specifics
6 Fiber processing equipment Machinery design audits Machinery
selection
7 Patent and publication Technical publications Machinery

failure analysis
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A career development training plan was developed along the same
lines [3]. Here is the format we have seen for imparting knowledge to
new, intermediate, and advanced machinery engineers.

I. NEW ENGINEER (Plant mechanical engineer hiree)
Years 1 and 2, possibly years 1 through 5.

A. On-the-job training
Rotational assignments within the plant in various groups to be
exposed to different job functions for familiarization. Areas to
be covered should include machinery, mechanical, inspection,
electrical, instrumentation, operations, maintenance, etc.

B. In-house training (Applicable to headquarters/central engineer-
ing locations)
Plant and/or corporate standards development/revisions and
updates

e Courses in the above

e Courses dealing with industry standards (API, NEMA, NPRA,
etc.)

e Machinery (compressors, pumps, steam and gas turbines,
gears, turboexpanders, etc.)

e Failure analysis and troubleshooting (Seven Root Cause
method, “FRETT”)

e Practical lubrication technology for machinery

e Machinery vibration monitoring and optimized analysis

e Predictive monitoring (lube oil analysis, valve temperature
monitoring, etc.).

C. Outside training pursuits (Suggested minimum once/year, pre-
ferred frequency twice/year)

1. General vendor-type information courses. Examples:

e A major manufacturer’s gas turbine maintenance seminar

e Major mechanical seal manufacturers’ training courses

¢ A major manufacturer’s compressor technology, selection,
application, and maintenance seminar

e Compressor Control (Anti-Surge) and Turbomachinery
Governor Control courses

e A major turbomachinery manufacturer’s lube and seal oil
systems maintenance course

¢ Coupling manufacturer’s training course, etc.

2. Texas A&M University Turbomachinery Symposium
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3. Texas A&M University International Pump Users
Symposium
4. Professional Advancement courses in

e Machinery Failure Analysis and Prevention

e Machinery Maintenance Cost Saving Opportunities

e Compressor and Steam Turbine Technology

e Machinery for Process Plants

e Reciprocating Compressor Operation and Maintenance
¢ Piping Technology

e Practical Mechanical Engineering Calculation Methods.

D. Personal training (Mandatory review of tables of contents of
applicable trade journals, books, conference proceedings, etc.
Mandatory collection and cataloging of copies of articles that
are of potential future value). Here are some examples of trade
journals that often prove useful to equipment reliability profes-

sionals:

® Hydrocarbon Processing ® Mechanical Engineering

® Maintenance Technology ® Diesel Progress

e Oil and Gas Journal ® Diesel & Gas Turbine

® Chemical Engineering Worldwide

e Control Design o Distributed Power

® Gas Turbine World e Sound and Vibration

® Chemical Processing ® Lubes and Greases

e Hydraulics and Pneumatics ® Sulzer Technical Review

® Power Engineering ® Plant Services

® Pumps and Systems e World Pumps

® Evolution (SKF Bearing e Compressor Tech Two
Publication) ® Practicing Oil Analysis

® Reliability ® NASA Tech Briefs

Books to be reviewed should include texts on machinery relia-
bility assessment (which include checklists and procedures and
popular texts on pumps), Weibull analysis, reciprocating and
metering pumps, electric motor texts, books dealing with gear
technology, etc. We refer the reader to the Bibliography at the
end of this chapter.

II. INTERMEDIATE ENGINEER (Plant Mechanical/Machinery Engi-
neer), years 3 through 5, possibly 3 through 8.

A. Rotational assignment. Two-year assignment at affiliate loca-
tion, possibly at Central Engineering or Company Headquarters.
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¢ Involvement in field troubleshooting and upgrading issues

e Familiarization with equipment, work procedures, data logging
practices, etc.

e Spare parts procurement practices (probability studies)

¢ Life-cycle costing involvement

e Maintainability and surveillability input

e Structured networking involvement (provide feedback to other

groups).

. Outside training pursuits.

¢ Extension of earlier exposure

¢ Attendance at relevant trade shows and exhibitions (provide
feedback to others)

o Attendance at ASME, NPRA, STLE, and related conferences
(provide feedback)

e Speaker at local ASME/STLE/Vibration Institute meetings.

. Personal training and continuing education.

e Develop short articles for trade journals and/or similar publi-
cations

¢ Develop short courses (initial aim: in-plant presentations, intra-
affiliate presentations)

e Advanced self-study of material on probability, statistics,
automation, management of change

e Studies in applicable economics.

III. ADVANCED ENGINEER (Corporate Specialist, Core Engineering

Specialist), years 9 and more, depending on exposure and achieve-
ments under II — A/B/C, above.

e International conferences (speaker/participant)
e Peer group interfaces (e.g., on discussion panels, industry stan-

dards committees, etc.)

e Develop and present technical papers at national/international

engineering conferences

e Pursue book publishing opportunities (case histories, teaching

tools, work procedures)

e Regular contributions to trade journals
e Development of consultant skills.

The Letter “R”: Recognition and Reward

One of the most important and seemingly little known facts is that most
professional employees seek different employment for reasons other than
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better pay. This situation is analogous to divorces. Few marriages break
up because of the intense desire to find a new partner whose income
exceeds that of the previous one. Most marriages break up because of lack
of respect, untruthfulness, immoral or insensitive conduct, or just plain
incompatibility. Most employer—employee relationships are wrecked for
the same reasons.

Recognition and reward often come in the form of sincere expressions
of appreciation for whatever good qualities or commendable performance
are displayed by the employee. A few well-chosen words given pri-
vately are usually better than public praise. All too often, public praise
generates envy in others and may make life more difficult to the recip-
ient of praise. Rewards in the form of Certificates of Recognition to
be hung on the office wall come perilously close to being meaningless
and employers would be wise to consider how these pieces of paper
are perceived. If you want to do something positive for the employee,
give him or her a certificate for $300 worth of technical books, or a
$200 gift certificate for dinner at an upscale restaurant, or a new floor
covering or whatever reaffirms that the employee’s contributions are
valued.

Several major petrochemical companies frequently reward top techni-
cal performers with a bonus of $5000 for exceptional resourcefulness,
or the implementation of cost-saving measures, being “doers” instead of
“talkers.” There is nothing a company likes more than having its pro-
fessional employees go on record with a firm, well-documented recom-
mendation for specific action, rather than compiling lists of open-ended
options for managers to consider. Top technical performers do just that:
They make solidly researched recommendations, showing their effect on
risk reduction and downtime avoidance, or demonstrating their production
and quality improvement impact.

Empathy: The Overlooked Contributor to Asset Preservation

The last item, empathy, is by far the most important and also the most
neglected. Yet, it represents the foundation of the CARE concept. Without
empathy, without the ability to put oneself into the shoes of the people one
manages, a manager will never know them, certainly will not understand
them, and will never bring them to their full potential as employees and
people.

Empathy is an understanding so intimate that the feelings, thoughts, and
motives of a fellow human being are readily comprehended by another.
You may think that this “intimate understanding” has no place at the
office or on the factory floor. Think again.
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Say an employee is late coming to work and the manager rebukes her
before, or instead of, tactfully inquiring as to the reason for the tardiness.
Assume that this employee has a sick child at home. Does the rebuke
make her a more efficient or happier worker? We all know the answer to
that question.

Let us say the manager would understand how empathy works, or
would remember how he would like to be treated if it were his child
that is sick. Let us say the manager would, therefore, offer the employee
such options as doing the work at or from her home. The most likely
result of his showing empathy and compassion would be that instead of
getting 80% efficiency out of the unhappy worker at the office, he gets
120% efficiency from the appreciative worker at home. All parties would
benefit from empathy and compassion in the workplace.

We are fully aware of the standing objection to empathy: “The workers
will take advantage of me. I would look like a pushover, and not like the
firm leader that I want to project.” Let us just end the discussion by stating
unequivocally that the vast majority of professional employees respond
better to kindness than to harshness. Using such traits as compassion,
cooperation, communication, and consideration will result in a more
productive, satisfied, motivated, and loyal workforce than many managers
could ever imagine.

Yes, empathy is doing more to retain this most valuable asset, your
professional employees, than money, slogans, exhortations, and threats.
Empathy, indeed, is the foundation of the ingredients of CARE [4], and
is the hallmark of a long-term BOC company. And so, as we move into
the more purely technical topics and chapters of this text, let us never
lose sight of the importance of the “people aspects” in capturing and
optimizing machinery uptime.
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Chapter 2
The meaning of reliahility

In order to set the stage for our readers we would like to define some
basic terms used in this text.

Machines are man-made concrete systems consisting of a totality of
orderly arranged and functionally connected elements. A system is charac-
terized by having a boundary to its environment. The system’s connection
to its environment is maintained by input and output parameters. Each
system can usually be subdivided into two or more subsystems. Gen-
erally, these subdivisions may be made with a varying degree of detail
depending on our overall purpose. Consider, for example, the “clutch cou-
pling” system shown in Figure 2-1. We would usually find this “system”
as an assembly within a machine. However, if we wanted to investi-
gate the system from a functional point of view, we could dissect it
into the subsystems “elastic coupling” and “clutch.” These subsystems,
in turn, could be broken down into system components or individual
parts.

For the purpose of reliability assessments we have found the following
definitions useful.

System and Mission

A system is any composite of hardware or software items that work
together to perform a mission or a set of related missions. A mission is the
external “goal” of a system. A function in turn is the internal “purpose”
of a system or system components needed to accomplish the mission.
A complex system may be made up of two or more groupings of hardware
or software items, each of which has a distinct role in performing the
mission of the system. The definition of function and mission in a given

28
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Figure 2-1. System “coupling.” a—h are system elements, i~/ are connecting elements,
S is the total system, S, the subsystem “elastomeric coupling,” S, the subsystem
“clutch,” E inputs, A outputs [1].

case is frequently subject to personal interpretation but should be as thor-
ough as possible. Consider, for example, the oil system of an oil-injected
rotary screw compressor (Fig. 2-2). Cursory examination may lead to the
definition of the system mission or function as “Supplying oil for lubrica-
tion and cooling to the compressor.” A better idea would be to subdivide
this “function” into at least four related but distinct subfunctions and
subsystems:

Subfunctions Subsystems
1. Oil admission when compressor 1. Oil system — oil stop valve,
is running item 28
2. Oil cooling and temperature 2. Oil system/water system -—
control coolers
3. Oil filtering 3. Oil system — filters
4. Air/oil separation 4. Oil/air system — separators

This more thorough breakdown will lead to a better understanding of the
system mission as well as its function. The example also reveals that there
are several functions that are performed simultaneously by one system, sub-
system, or their components. It stands to reason that one would want to
determine primary and secondary functions in these cases and rank them
according to their criticality values.
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Figure 2-2. System diagram of a two-stage oil-flooded screw compressor (Demag).
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Assembly and Part

An assembly is any functional component that can be disassembled into
two or more subordinate components without disrupting permanent phys-
ical bonds [2]. A simple example of a mechanical seal assembly drawing
is shown in Figure 2-3. The components of an assembly may be any
combination of subassemblies or parts. A part in turn is defined as any
hardware item that cannot be disassembled into subordinate components
without severing permanent physical bonds. We have already seen how
an assembly can be investigated regarding its functional characteristics.
It is important in machinery reliability assessment to consider the geo-
metric aspects of machinery parts. We introduce the term “element” [3]
to define four internal functions used in machinery assemblies. There are
four types of elements:

1. Transmitting elements, such as gear-tooth surfaces.

2. Constraining, confining, and containing elements, such as bearings
or seals.

3. Fixing elements, such as threaded fasteners.

4. Elements that have no direct functions but which are inevitably
needed to support the above functions (e.g., gear wheels or bearing
supports).

The term “component” is used almost interchangeably with “assem-
bly.” However, “component” will have a somewhat more indepen-
dent or stand-alone character. Machinery components, for example, are
clutches, couplings, drive belts, gear boxes, or pneumatic and hydraulic
systems.

Outlet to ) Intel From
Product Flush Pressure Reservoir Pressure Reservoir

All Metal Parts ' | " I Pumping Ring
Stainless Steel 316 \ L
'
VAN ! I / Nylon Pin
N A o ' Used For
, e H/@ ||| Installation
\ %7} W E— i .
(Impeller End) T I 1 = | —
Hook Sleeve Metal Tungsten Kalrez* TFE Wedge
(Standard) Bellows Carbide "O"-Rings

Figure 2-3. Mechanical shaft seal assembly (EG&G Sealol).
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Assembly Hierarchy

From the foregoing it can easily be understood that machinery sys-
tems have a hierarchical structure (see Table 2-1). Assembly hierarchy
describes the organization of system hardware elements into assembly
levels. Assembly levels descend from the top — or system level — on the
basis of functional and sometimes static relationships (see also Fig. 2-4).
Thorough reliability assessments are carried out in reverse hierarchic
sequence: first, we take a look at the lowest-level components; then the
components of the next-highest level are assessed, and so on until the top
level (the system level) has been reached.

Table 2-1

Assembly hierarchy
System level Example
System Screw compressor package
Subsystem Compressor or driver
Assembly Gear assembly
Part See parts list
Element Gear tooth, bearing, bolt

AUTOMOBILE
SYSTEM

[ [ [ I |

STRUCTURE l [ SUSPENSION I l PROPULSION l [ ELECTRICAL } [ BRAKES ] SUBSYSTEM

— rmLm

DRIVE-SHAFT DIFFERENTIAL REAR-|
ENGINE I I TRANSMISSION _] | ASSEMBLY I AXLE ASSEMBLY J FIRST ASSEMBLY

R

SECOND ASSEMBLY

CIEIIIE!

CRANKSHAFT VALVE—ACTUATION COOLING
[ HEAD | [PISTON Asszueul ASSEMBLY [ IGNITION I [ CIRCUIT |
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I THIRD ASSEMBLY
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Figure 2-4. Assembly hierarchy for an automotive engine cooling circuit [4].
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Failure

Machinery systems are subject to failure. In its simplest form, failure can
be defined as any change in a machinery part or component which causes
it to be unable to perform its intended function or mission satisfacto-
rily. A popular yardstick for measuring failure experience of machinery
parts, assemblies, components, or systems is to determine a failure rate.
Failure rate is obtained by dividing the number of failures experienced
on a number of homogeneous items, also called “population,” within
a time period, by the population. For example, if we had 10 injection
pumps, and 3 failed during a period of 12 months, our failure rate (\)
would be:

_ 3 failures _03 failures
"~ 10 machine-year  machine-year
or
0.3 6\ o .
=———=0.000034 or (34 x 107°) failures per machine-hour
365 x 24

For reliability assessments, failures are frequently classified as either
chargeable or non-chargeable. A chargeable failure, for example, would
be a failure that can be attributed to a defect in design or manu-
facture. A non-chargeable failure would be a failure caused by expo-
sure of the part to operational, environmental, or structural stresses
beyond the limits specified for the design. Other non-chargeable fail-
ures are those attributable to operator error or improper handling or
maintenance.

Other terms used in the context of machinery failure experience are
“malfunction” and “fault” that should, when used, be clearly defined.

Failure Mode

A failure mode is the appearance, manner, or form in which a machinery
component failure manifests itself [S]. It should not be confused with the
failure cause, as the former is the effect and the latter the cause of the
failure event.

Failure modes can be defined for all levels of the system and the
assembly hierarchy. For example, deterioration of the oil stop valve
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(Fig. 2-2, item 28) of the oil-injected compressor system could have one
of the following failure modes:

1. Fail open. Consequence: The compressor is flooded and cannot be
started.

2. Fail close. Consequence: The compressor will shutdown due to high
discharge temperature.

3. Fail not fully open or fully closed. Consequence: Gradual deterio-
ration of system performance.

The causes of these failure modes could either be common, such as dirt
or foreign objects in the valve, or specific to each failure mode — a broken
return spring would keep the valve open, insufficient discharge pressure
would keep it closed, and so forth.

Service Life

Service life designates the time-span during which a product can be
expected to operate safely and meet specified performance standards,
when maintained in accordance with the manufacturer’s instructions and
not subjected to environmental or operational stresses beyond specified
limits [6]. The service life for a given machinery part represents a predic-
tion that no less than a certain proportion of the machinery system or its
components will operate successfully for the stated time period, number
of cycles, or distance traveled. Service life is clearly a probabilistic term
subject to a confidence limit. A good example is anti-friction bearings.
Since a bearing failure generally results in the failure of the machine in
which it is installed, bearing manufacturers have made a considerable
effort to identify the factors that are responsible for bearing failures.
A typical equation for determining ball bearing service life shows the
rated life to be inversely proportional to the rotational speed of the inner
ring and the third power of the applied radial load. Rated life in this case
is the so-called L, life, which is the number of bearing revolutions, or
the number of working hours at a certain rotational speed and load, which
will be reached or exceeded by 90% of all bearings.

Reliability

Reliability, finally, in general terms, is the ability of a system or compo-
nents thereof to perform a required function under stated conditions for
a stated period of time. It is also apparent that “reliability” is frequently
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used as a characteristic denoting a probability of success or success
ratio [7]. This means that it may be stated that:

1. A component or piece of machinery should operate successfully for
X hours on Y% of occasions on which it is required to operate; or

2. A machine should not fail more frequently than X times in Y running
hours; or

3. The mean life of a population of similar components or machinery
should be equal to or greater than Y hours with a standard deviation
of § hours.

Maintainability

Many machinery components are designed to receive some form of attention
during their life. The goal is to compensate for the effects of wear or to allow
for the replacement of consumable or sacrificial elements. The ease with
which this kind of work can be done is termed “maintainability.” The oper-
ational and organizational function of this work is called “maintenance.”
Maintenance possibilities are illustrated in Fig. 2-5. It has been shown that,
if maintenance on process machinery has to be performed at all, predictive
maintenance is the most cost-effective mode [8-10].

PROCESS MACHINERY
MAINTENANCE PROCEDURES CLASSIFICATION

Planned / scheduled Unplanned / corrective
maintenance maintenance
Periodic Condition-based . Planned Demand-based
improvements
Preventive Predictive ‘Bad actor’ progt‘!am Breakdown / emergency
maintenance maintenance maintenance
\
No Deferabie,

Eai > .
downtime downﬁmg—Success Failure » Downtime

Figure 2-5. Process machinery maintenance procedures classification.
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Maintainability then is the ability of an item, under stated conditions
of use, to be retained in, or restored to, a state in which it can per-
form its required functions, when maintenance is performed under stated
conditions and using prescribed procedures and resources [11].

Maintainability has a direct influence on the reliability of machinery
systems. We will see that maintainability parameters must be considered
an integral part of the machinery reliability assessment effort.

Surveillability

Surveillability is closely related to maintainability and will receive the
same attention within the overall reliability assessment activity. We have
already stated that process machinery maintenance can be optimized by
practicing condition-based or predictive maintenance. Surveillability is
the key. It is defined as a quantitative parameter that includes:

accessibility for surveillance;

operability if required;

ability to monitor machinery component deterioration;
provision of indicating and annunciation devices.

Availability

Maintainability together with reliability determine the availability of a
machinery system. Availability is influenced by the time demand made
by preventive and corrective maintenance measures. Maintenance activ-
ities which are performed during planned downtimes or on-line without
affecting operation do not have an impact on availability. Availability
(A) is measured by:

B MTBF
~ MTBF+MTTR

2.1)

where MTBF = mean time between failures,
MTTR = mean time to repair or mean repair time.

Figure 2-6 shows the relationship of the concepts just discussed.
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Operating
standards
Maximize Minimize
availability .
(service factor) operating costs
Maximize Maximize Maximize M:a)\(flglze Maximize
reliability & uptime maintainability surveillability operab%ity efficiency
(maximize MTBF) (minimize MTTR) human reliability

Figure 2-6. Reliability and uptime relationships.
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Chapter 3
Uptime as probability of success

Probabilistic thinking is based on very old ideas which go back to De
Mere [1], La Place [2], and Bayes [3]. What is probability and how does
it relate to frequency, statistics and, finally, machinery reliability? The
word probability has several meanings. At least three will be considered
here.

One definition of probability has to do with the concept of equal
likelihood. If a situation has N equally likely and mutually exclusive
outcomes, and if n of these outcomes are event E, then the probability
P(E) of event E is:

n
P(E) N (3.1)
This probability can be calculated a priori and without doing experiments.

The example usually given is the throw of an unbiased die, which has
six equally likely outcomes — the probability of throwing a one is 1:6.
Another example is the withdrawal of a ball from a bag containing four
white balls and two red ones — the probability of picking a red one is
1:3. The concept of equal likelihood applies to the second example also,
because, even though the likelihoods of picking a red ball and a white
one are unequal, the likelihoods of withdrawing any individual ball are
equal.

This definition of probability is often of limited usefulness in engi-
neering because of the difficulty of defining situations with equally likely
and mutually exclusive outcomes.

A second definition of probability is based on the concept of relative
frequency. If an experiment is performed N times, and if event E occurs
on n of these occasions, then the probability of P(E) of event E is:

P(E) = lim % (3.2)

n—oo

38
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P(E) can only be determined by experiment. This definition is frequently
used in engineering. In particular it is this definition which is implied
when we estimate the probability of failure from field failure data [4].

Thus, when we talk about the measurable results of probability exper-
iments — such as rolling dies or counting the number of failures of a
machinery component — we use the word “frequency.” The discipline that
deals with such measurements and their interpretation is called statistics.
When we discuss a state of knowledge, a degree of confidence, which we
derive from statistical experiments, we use the term “probability.” The
science of such states of confidence, and how they in turn change with
new information, is what is meant by “probability theory.”

The best definition of probability in our opinion was given by
E. T. Jaynes of the University of California in 1960:

Probability theory is an extension of logic, which describes the inductive
reasoning of an idealized being who represents degrees of plausibility by real
numbers. The numerical value of any probability (A|B) will in general depend
not only on A and B, but also on the entire background of other propositions
that this being is taking into account. A probability assignment is ‘subjective’
in the sense that it describes a state of knowledge rather than any property
of the ‘real’” world. But it is completely ‘objective’, in the sense that it is
independent of the personality of the user: two beings faced with the same
total background and knowledge must assign the same probabilities.

Later, Warren Weaver [5] defined the difference between probability
theory and statistics:

Probability theory computes the probability that ‘future’ (and hence presently
unknown) samples out of a ‘known’ population turn out to have stated char-
acteristics.

Statistics looks at a ‘present’ and hence ‘known’ sample taken out of an
‘unknown’ population, makes estimates of what the population may be, com-
pares the likelihood of various populations, and tells how confident you have
a right to be about these estimates.

Stated still more compactly, probability argues from populations to samples,
and statistics argues from samples to populations.

Whenever there is an event E which may have outcomes E|,
E,, ..., E, and whose probabilities of occurrence are P, P,,..., P,
we can speak of the set of probability numbers as the “probability distri-
bution” associated with the various ways in which the event may occur.
This is a very natural and sensible terminology, for it refers to the way in
which the available supply of probability (namely unity) is “distributed”

over the various things that may happen.



40  Maximizing machinery uptime

Consider the example of the tossing of six coins. If we want to know
“how many heads there are,” then the probability distribution can be
shown as follows:*

No. of heads 0 1 2 3 4 5 6
Probability 1/64 6/64 15/64 20/64 15/64 6/64 1/64

These same facts could be depicted graphically (Fig. 3-1). Accordingly,
we arrive at a probability curve versus “frequency” as a way of expressing
our state of knowledge.

As another application of the probability-of-frequency concept, con-
sider the reliability of a specific machine or machinery system. In order to
quantify reliability, frequency type numbers are usually introduced. These
numbers are mean times between two failures or MTBF, for instance,
which are based on failures per trial or per operating period. Usually they
are referred to in months.

0.3

Probability
o
n
|

0.1

rrTrr T 11T 1T 1T 1T T T T T T T"I
01 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Number of heads

Figure 3-1. Distribution of probabilities measured by the vertical height as well as by
areas of the rectangles (the six-coin case).

* See Appendix A for calculation of probability values.
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Most of the time we are uncertain about what the MTBF is. “All
machines and their components are not created equal,” their load-cycles
and operating conditions are unknown, and maintenance attention can
vary from neglect to too frequent intervention. Consider for instance
the MTBF of a sleeve bearing of a crane trolley wheel. At a MTBF
of 18 months (30% utilization factor), early failures can be experienced
after 6 months. The longest life experience may be five times the shortest
life (see Fig. 3-2). Even though the data were derived from actual field
experience, we cannot expect exact duplication of the failure experience
in the future. Therefore, Figure 3-2 is our probabilistic model for the
future of a similarly designed, operated, and maintained crane wheel.

It is important to distinguish the above idea from the concept of
“frequency of frequency.” Let R denote the historical reliability of an
individual designated machine, selected at random from a population of
similar machines. The historical reliability of a machine is defined as:

H,

R=1-
H +H

(3.3)

where H, = total time on forced outage (%),
H = total service time (h).

We can build a frequency distribution using historical reliability for
each machine showing what fraction of the population belongs to each
reliability increment. If the population is large enough we can express this
distribution as a continuous curve — a “frequency density” distribution,
®(R). The units of ®(R) are consequently frequency per unit R, or
fraction of population per unit reliability.

P(MTBF)

MTBF

Figure 3-2. Probability-of-frequency curve for a machinery component.
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This curve is an experimental quantity. It portrays the variability of
the population, which is a measurable quantity. The value of R varies
with the individual selected. It is a truly fluctuating or random variable.

Contrast this with the relationship shown in Figure 3-2, where we
selected a specific machinery component and asked what its future reli-
ability would be. That future reliability is the result of an experiment to
be done. It is not a random variable: it is a definite number not known
at this time. This goes to show that we must distinguish between a fre-
quency distribution expressing the variability of a random variable and a
probability distribution representing our state of knowledge about a fixed
variable.

A third definition of probability is degree of belief. It is the numerical
measure of the belief which a person has that an event will occur.

Often this corresponds to the relative frequency of the event. This need
not always be so for several reasons. One is that the relative frequency
data available to the individual may be limited or non-existent. Another
is that although somebody has such data, he or she may have other
information which causes doubt that the whole truth is available. There
are many possible reasons for this.

Several branches of probability theory attempt to accommodate per-
sonal probability. These include ranking techniques, which give the
numerical encoding of judgments on the probability ranking of items.
Bayesian methods allow probabilities to be modified in the light of addi-
tional information [6].

The key idea of the latter branch of probability theory is based on
Bayes’ Theorem, which is further defined below.

In basic probability theory, P(A) is used to represent the probability of
the occurrence of event A; similarly, P(B) represents the probability of
event B. To represent the joint probability of A and B, we use P(A A B),
the probability of the occurrence of both event A and event B. Finally,
the conditional probability, P(A|B), is defined as the probability of event
A, given that B has already occurred.

From a basic axiom of probability theory, the probability of the two
simultaneous events A and B can be expressed by two products:

P(AAB) = P(A) x P(B|A) (3.4)
P(AAB) = P(B) x P(A|B) (3.5)

Equating the right sides of the two equations and dividing by P(B),
we have what is known as Bayes’ Theorem:

P(A[B) = P(A) x [P(B|A)/ P(B)] (3.6)
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In other words, it says that P(A|B), the probability of A with infor-
mation B already given, is the product of two factors: the probability of
A prior to having information B, and the correction factor given in the
brackets. Stated in general terms:

Posterior probability ox Prior probability x Likelihood

where the symbol o« means “proportional to” [7]. This relationship has
been formulated as follows:

1. The A,’s are a set of mutually exclusive events for i =1.. . n.

2. P(A,) is the prior probability of A, before testing.

3. B is the observation event.

4. P(B|A,) is the probability of the observation, given that A, is true.

Then
P(A)P(B|A))

n

> P(A)P(B|A)

P(A/|B) =

(3.7)

where P(A;|B) is the posterior probability or the probability of A; now that
B is known. Note that the denominator of equation 3.7 is a normalizing
factor for P(A,|B) which ensures that the sum of P(A;|B) = 1.

As powerful as it is simple, this theorem shows us how our probability —
that is, our state of confidence with respect to A; — rationally changes
upon getting a new piece of information. It is the theorem we would use,
for example, to evaluate the significance of a body of experience in the
operation of a specific machine.

To illustrate the application of Bayes’ Theorem let us consider some
examples. If C represents the event that a certain pump is in hot oil
service and G is the event that the pump has had its seals replaced during
the last year, then P(G|C) is the probability that the pump will have
had its seals replaced some time during the last 3 years given that it is
actually in hot oil service. Similarly, P(C|G) is the probability that a
pump did have its seals replaced within the last 3 years given that the
pump is in hot oil service. Clearly there is a big difference between the
events to which these two conditional probabilities refer. One could use
equation 3.6 to relate such pairs of conditional probabilities.

Although there is no question as to the validity of the equation, there
is some question as to its applicability. This is due to the fact that it
involves a “backward” sort of reasoning — namely, reasoning from effect
to cause.
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Example: In a large plant, records show that 70% of the bearing
vibration checks are performed by the operators and the rest by central
inspection. Furthermore, the records show that the operators detect a
problem 3% of the time while the entire force (operators and central
inspectors) detect a problem 2.7% of the time. What is the probability
that a problem bearing, checked by the entire force, was inspected by an
operator? If we let A denote the event that a problem bearing is detected
and B denote the event that the inspection was made by an operator, the
above information can be expressed by writing P(B) = 0.70, P(A|B) =
0.03, and P(A) = 0.027, so that substitution into Bayes’ formula yields:

P(B)  P(A|B)

P(B|A) = == o

(3.8)

Numerically, this is:

0.70)(0.03 0.021 7
(0.70)0.03) _ 0021 7 __

P(B|A) = - —
(Bl4) (0.027) 0.027 9

This is the probability that the inspection was made by an operator given
that a problem bearing was found [8].

According to the foregoing, our understanding of reliability here is a
probability rather than merely a historical value. It is statistical rather than
individual.
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Chapter 4
Estimating machinery uptime

The reliability of a machinery system may be mathematically described
by defining distribution functions using discrete and random variables.
An example of a discrete variable is the number of failures in a given time
interval. Examples of continuous random variables are the time from part
installation to failure or the time between successive equipment failures.

This approach has been particularly useful in the field of electronic
engineering where it has been applied to the design and evaluation of
electronic devices. Using reliability theory one can estimate the reliability
of complex electronic systems. Calculation methods, specific to electronic
systems, make use of failure probability data compiled for this purpose.

To evaluate electronic component reliability, the concept of constant
failure rate is used, that is failure rates of electronic components remain
constant during the useful life of the component. However, this is fre-
quently not the case when evaluating mechanical component reliability.
There are several reasons for this. It is, for example, an established fact
that in many cases machinery components follow an increasing failure
rate pattern. Another reason is the fact that machinery components are
not well standardized. Finally, there seem to be many more failure modes
experienced by machinery parts than by electronic parts. Consequently,
reliability data for mechanical components and assemblies is scarce, and,
when available, caution is advised. From this it follows that there is no
accurate method available for absolute reliability prediction that takes the
specific nature of machinery systems into account. As we will see later,
it seems that only relative reliability predictions can be made for machin-
ery. What is the specific nature of machinery? Figure 4-1 illustrates a
machinery system by comparing it with an electric system. Consider,
for example, the reliability of a tribo-mechanical system* in which wear

* A system with parts in rubbing contact.
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[E'l ectrical system: transformer

(1) Block diagram description
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voltage uy ‘ voltage uy
current ix l I current 1y

(IT) Technical function

(III) Influences on function and structure

energy losses due to system's structure remains
electro-magnetic resistance constant with time

[ Mechanical system: gear boxJ

(1) Block diagram description
Inputs System's structure Outputs
velocity wy \} X velocity “’y
torque Mx | \[; torque My
(IT) Technical function
“x T Wy
X My

(IIT) Influences on function and structure

energy losses due to system's structure changes

friction processes due to wear processes

Figure 4-1. Comparison of the characteristics of an electrical and a mechanical sys-
tem [1]. (Reprinted from Czichos, H., Tribology—A Systems Approach to the Science
and Technology of Friction, Lubrication, and Wear, 1978, p. 26, Fig. 3-1, by courtesy
of Elsevier Science Publishers, Physical Sciences & Engineering Div.)
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Figure 4-2. Wear curves and failure distribution [1].

behavior is a function of time. Three main characteristics may be deter-
mined for the loss—output wear rates of such a system [1]:

1. Self-accommodation (“running-in”)
2. Steady-state
3. Self-acceleration (“catastrophic damage”)

These three phase changes in the system behavior may follow each
other in time (Fig. 4-2). Here, Z{! denotes a maximum allowable level
of wear loss. At this level the system structure has changed in such a
way that the functional input—output relationship of the system has been
severely disturbed. Repeated measurements show random data variations
as indicated by the dashed lines in Fig. 4-2. A distribution of the “life” of
the system or a failure distribution can be derived from sample functions
of the wear process.

Earlier, we familiarized ourselves with the concept of relative fre-
quency. The reader is referred to Figure 3-2, which for convenience, is
reproduced in Figure 4-3. If we wish to determine the probability of fail-
ure occurring between the times ¢, and f., we multiply the y-axis value
by the interval (7. —1,). Figure 4-3 is also called a probability density
function where the equation of the curve is denoted by f(¢). As an exam-
ple, if f(r) =0.6exp(—0.6¢), we obtain the curve shown in Figure 4-4, a
negative exponential distribution which will be dealt with later.
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Figure 4-3. Probability density function.

f(1):0-6-exp(-0-6t)

Figure 4-4. Negative exponential distribution.
Returning to Figure 4-3, the probability of a failure occurring between

t, and ¢, is the area of the hatched portion of the distribution. This area
is the integral between 7, and 7. of f(¢) or:

/ttc f(H)dt 4.1)
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Consequently, the probability of a failure occurring between times ¢, and
t, is:

/ “ fdi =1 (4.2)

We stated earlier that the failure distributions of different types of
machinery systems are not the same. Even the failure distributions of
identical machines may not be the same if they are subjected to different
levels of Force, Reactive Environment, Temperature, and Time (FRETT).
There are a number of well-known probability density functions which
have been found in practice to describe the failure characteristics of
machinery (see Fig. 4-5) [2].

The cumulative distribution function. In reliability estimations we want
to determine the probability of a failure occurring before some specified
time ¢. This probability can be calculated by using the appropriate density
function as follows:

Probability of failure before time = f f(Hdt (4.3)

The integral f_too f(t)dt is termed F(r) and is called the cumulative
distribution function. One can state that as ¢ approaches infinity, F()
approaches unity.

Figure 4-5. Density, cumulative distribution, and hazard functions of the exponential,
normal, log-normal and Weibull distributions.
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The reliability function. The function complementary to the cumula-
tive distribution function is the reliability function, also called survival
function. This function can be used to determine the probability that
equipment will survive to a specified time ¢. The reliability function is
denoted as R(t) and is defined by:

Mﬂ:[mﬂmh (4.4)
and, obviously:
R(t) =1—F(r) (4.5)

The failure rate or hazard function. The last type of function derived
from the other functions is the hazard function. It has other names in the
literature, such as intensity function, force of mortality, and also failure
rate in a certain context. It is denoted as h(¢) and defined as:

_ S0 _ S0

MO =R = 1= F0)

(4.6)

The hazard function is a conditional probability that a system will fail
during the time ¢ and df under the condition that the system is safe until
time t. Someone once had a simple explanation of the hazard function.
It was made by analogy. Suppose someone takes an automobile trip of
200 mil and completes the trip in 4 hr. The average travel rate was 50 mph,
although the person drove faster at some times and slower at others. The
rate at any given instant could have been determined by reading the speed
indicated on the speedometer at that instant. The 50 mph is analogous to
the failure rate and the speed of any point is analogous to the hazard rate.

The foregoing definitions rely on some rather involved mathematics.
The reader is referred to Green and Bourne [3] and Henley and Kumamoto
[4] for more detailed explanations. However, we believe that there is no
need to burden oneself with the mathematics of failure distributions. As
we will see later, there has been considerable progress in the application
of computerized models and appropriate software.

Specific distribution functions. A number of distributions have been
proposed for machinery failure probabilities. Their definitions in terms
of density function, cumulative distribution function, and hazard rate are
depicted in Figure 4-5.

The exponential distribution is the most important function due to its
wide acceptance in the reliability analysis work of electronic systems. As
shown in Figure 4-5, this function is defined as:

f(t)=N-exp(—At) for t>0 (4.7)
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where

A= — (4.8)
v

The exponential distribution is an appropriate model where failure of
an item is due not to deterioration as a result of wear, but rather to
random events. This feature of the exponential distribution also implies a
constant hazard rate. The exponential distribution has been successfully
applied as a time-to-failure model for complex systems consisting of
a large number of components in series, none of which individually
contributes significantly to the total failure density [5]. This distribution
is often used because of its universal applicability to systems that are
repairable. Many kinds of electronic components follow an exponential
distribution. Machinery parts behave in this mode when they succumb to
brittle failure. For example, Figure 4-6 shows that Diesel engine control
unit failures followed an exponential distribution.

The normal distribution. Although the normal distribution has only
limited applicability to life data, it is used where failures are due to
wear processes. The hazard or failure rate of this distribution cannot be
expressed in a simple form.

The lognormal distribution is defined by:

N 1 —[log(t/15)) I’
= exp
to/2m 207

f() (4.9)

where t5, = median = exp(u),
u = the mean of the logarithms of the times to failure,
o = standard deviation.

The limited applicability of normal distribution to life data has been
mentioned [7]. This is not the case for the lognormal distribution which
enjoys wide acceptance in reliability work. It has been applied in machin-
ery maintainability consideration and where failure is due to crack prop-
agation or corrosion. Nelson and Hayashi [8] give an exhaustive account
of stress—temperature related furnace tube failure phenomena modeled by
the lognormal distribution.

The Weibull distribution is defined by two parameters — 7, the nom-
inal or characteristic life,* and a constant 3, a non-dimensional shape
parameter. A typical Weibull distribution fit for life of a ball bearing is
shown in Figure 4-7.

* Also called scale factor.
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Figure 4-6. Density function f(r) of the failure of diesel engine control units [6].
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Figure 4-7. Weibull function for a ball bearing [9]. (Reprinted from Sidall, J.N., Proba-
bilistic Engineering Design, 1983, p. 361, Fig. 11-3, by courtesy of Marcel Dekker, Inc.)

The ability of the Weibull function to model failure distributions
makes it one of the most useful distributions for analyzing failure data.
If the shape parameter 8 > 1, an increasing h(r) is indicated which is
symptomatic of wear-out failures. Where 8 = 1, we find an exponential
function, which obviously is a special case of the Weibull distribution.
With 8 =1, a constant hazard or failure rate is indicated.
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Where 8 = 2, this means that 4(¢) is linearly increasing with ¢. The
resulting distribution is a special case of the Weibull function known as
the Rayleigh distribution [5].

If B < 1, a decreasing failure rate h(¢) is indicated. This would be typi-
cal for machinery components where run-in or initial self-accommodation
takes place. Mechanical shaft seals would be a typical example.

The mean and standard deviation of the Weibull distribution involves
complex calculations. For most engineering problems where the shape
factor is greater than 0.5, they can be found from:

w = n(0.9+0.1/8% (4.10)
o= p/B @.11)

In cases where the shape factor is greater than 1, the mean is nearly
equal to characteristic life (7). The error involved in this assumption will
generally be small compared to other errors stemming from the quality
of data.

One difficulty in attempting to fit theoretical distribution to failure or
“life” data arises when a part or an assembly is subject to different failure
modes. Table 4-1 lists some of the basic machinery component failure

Table 4-1
Selected basic machinery component failure modes and their
statistical distributions

Probability distribution

Basic failure mode Exponential Normal Weibull

1.0 Force/stress
1.1 Deformation o
1.2 Fracture
1.3 Yielding

2.0 Reactive environment
2.1 Corrosion .
2.2 Rusting
2.3 Staining .

3.0 Temperature/thermal
3.1 Creep .

4.0 Time effects
4.1 Fatigue
4.2 Erosion
4.3 Wear .
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modes and shows the distributions they tend to follow. There are three
different possibilities in which these failure modes appear:

1. Simultaneously with some time differences. Fit corrosion, for
instance, in an anti-friction (ball) bearing would appear as wear first
and then as corrosion. Sidall [9] shows how to evaluate simultaneous
failure mode occurrences in the context of failure distributions.

2. Failure modes occur singularly and exclusive of others. This is a
somewhat theoretical assumption that we will not deal with any
further.

3. A more realistic model can be created by assuming that failure modes
occur consecutively in time. A commonly accepted concept is shown
in Figure 4-8. In this curve, called the bathtub curve, three conditions
can be distinguished: (1) early or infant mortality failures, (2) random
failures, and (3) wear-out failures.

Condition 1 describes the early time period of a machinery system
or part by showing a decreasing failure rate over time. It is usually
assumed that this period of “infant mortality” or “burn-in” is caused by
the existence of material and manufacturing flaws together with assembly
errors. Parts or systems that would exclusively exhibit this behavior would
fit a Weibull distribution with 8 < 1. Condition 2, the area of constant
failure rate, is the region of normal performance. This period is termed
“useful life,” during which time only random failures will occur. Parts
or systems that would exclusively exhibit this failure behavior would
fit a Weibull distribution with 8 =1 or for that matter an exponential
distribution. Condition 3 (8 > 1) is characterized by an increase of failure

BREAK—IN
PERIOD

USEFUL LIFE
PERIOD

WEAR-OUT
PERIOD

MEAN FAILURE RATE
ht)

OPERATING TIME

Figure 4-8. Mean failure rate curve as a function of time.
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rate with time. As mentioned before, failures may be due to aging and
wear out.

It has been said that the bathtub curve concept is purely theoretical and
only serves the purpose of promoting a better understanding of failure
events. However, real-world examples can be cited in connection with
non-repairable parts. For example, if a large number of light bulbs or anti-
friction bearings operate continuously, some fail due to defects. During
the useful life, occasional random failures occur, but most survive to old
age, when the failure rate rises.

The bathtub curve pertaining to repairable components and their sys-
tems is rarely discussed in the reliability literature [10]. However, most
machinery components follow this curve. Its time axis is the cumulative
operating time of the equipment, not the time interval between failures.
The major difference between this curve and the non-repairable curve
is that it continues indefinitely or until the equipment is removed from
service because it is uneconomical to repair.

Estimation of Failure Distributions for Machinery Components

The data required to determine failure distributions are the individual
times to failure of the equipment.

The procedure is to convert the data to become representative of the
cumulative failure distribution F(z). This is done by plotting times to
failure against F(¢) on a scale which corresponds to the distribution to be
fitted. For the exponential distribution this would be:

F(t) =1 —exp(—A\?) (4.12)
Consequently:
1 1
=—-In——— 4.13
N — F(1) (“13)

A plot of 1/[1 — F(#)] on a log scale against time on a linear scale
produces a straight line. For the Weibull distribution:

1 1
In(f) = —-Inln ———+1 4.14
n(r) Bnnl_F(t)—i-nn (4.14)
For most distributions, special graph papers are available which allow
direct plotting of F(r) versus t (Fig. 4-9 illustrates a Weibull graph).
Nelson [11] describes distributions and the fitting of life or failure data.
We encourage our readers to investigate the possible use of computer
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software packages developed for the statistical analysis of data relating
to the failures and successful performance of machinery or components.
Their analysis capabilities range from simple calculations such as mean
life, to the fitting of Weibull and other distribution models.*

Application of Failure Distributions

The application of failure distributions for reliability predictions has been
described in numerous references. With the emergence of improved data
bases there is a new interest in these applications. Exhaustive infor-
mation covering the application of distribution functions to equipment
maintenance, replacement, and reliability decisions can be obtained, for
example, from Jardine [14].

Our first example will cover a replacement decision in connection with
large (>1500hp) electric motors in a petrochemical process plant. The
motors considered for replacement had served this particular plant well
for 18 years, but failure experience with similar motors at the same time
had raised doubt in the owner’s mind as to whether or not an 18-year-old
motor could still be called reliable. All motors were 4000 kV A, 3 phase,
60 cycle, pipe-ventilated squirrel cage induction motors.

The failure experience of similar motors is listed in Table 4-2. Motors
shown as having failed are denoted by a superscript (“). These motors had
stopped suddenly on-line through winding failures. Mean forced outage
penalties were in the neighborhood of 1600 k$ considering the availability
or unavailability of motor rewind shops and materials. The cost of an
emergency rewind amounted to 125k$, whereas the cost of a preventive
rewind was 100k$ with no penalty cost for loss of production. The
problem was simply to balance the cost of preventive rewinds against their
benefits. In order to do this one needs to determine the optimal preventive
replacement age of the motor windings to minimize the total expected
cost of replacement per unit time. Obviously, one requires a probabilistic
model of the motor winding life in order to make a reliability assessment.

Obtaining the Weibull Function

The Weibull function was obtained by plotting the data contained in
Table 4-2 on appropriate Weibull paper (Fig. 4-9).

The plotting method used has been proposed by Nelson [11] for “mul-
tiply censored” life data consisting of times to failure on failed units, and

* “RECLODE” program, University of Windsor, Ontario.
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Table 4-2

Large motor winding failures: Failure data and hazard calculation
Motor Rank Years Hazard Cumulative hazard
C-70 20 8
C-71A 19 8
C-71B 18 8
P-70A 17 8
P-70B 16 8
P-71 15 8
C-25 14 10
C-11 13 11¢ 7.69 7.69
C-52 12 12¢ 8.33 16.03
C-13 11 13¢ 9.09 25.12
C-31 10 13
C-53 9 15¢ 11.11 36.23
C-41 8 16 12.58 48.73
C-91 7 17¢ 14.29 63.01
C-32A 6 17
C-32B 5 17
C-01 4 18°
C-30 3 18
C-50 2 18
C-51 1 18

¢ Winding failure.
b Preventive winding replacement.

running times — called censoring times — on unfailed units. The method is
known as hazard plotting. It has been used effectively to analyze field and
life test data on products consisting of electronic and mechanical parts
ranging from small electric appliances to heavy industrial equipment. The
hazard plotting method originally appeared in Nelson [12], which also
contains more details.

Steps

1.

The n times, or years in our case, are placed in order from the
smallest to the largest as shown in Table 4-2. The times are labeled
with reverse ranks, that is the first time is labeled n, the second
labeled n —1, ..., and the nth is labeled 1. The failure times are
each marked by a superscript (“) to distinguish them from the
censoring times.

. Calculate a hazard value for each failure as 100/k, where k is its

reverse rank. The hazard values for the large motor winding failures
are shown in Table 4-2. For example, for the winding failure after
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13 years, the reverse rank is 11 and the corresponding hazard value
is 100/11 =9.1%.

3. Proceed to calculate the cumulative hazard value for each failure as
the sum of its hazard value and the cumulative hazard value of the
preceding failure. For instance, for the motor failure after 13 years
of operation, the cumulative hazard value of 25.12 is calculated by
adding the hazard value of 9.1 to the cumulative hazard value of
16.03 of the preceding failure.

4. For plotting purposes, the hazard paper of a theoretical distribution
of time to failure was chosen. The Weibull distribution seemed
appropriate. On the vertical axis of the Weibull hazard paper, make
a time-scale that includes the sample range of failure times (i.e.,
years).

5. Plot each failure time vertically against its corresponding cumulative
value on the horizontal axis. The plot of the large motor winding
failures is shown in Figure 4-9. If the plot of the sample times to
failure is reasonably straight on a hazard paper, one can conclude
that the underlying distribution fits the data adequately. By eye, fit
a straight line through the data points (Fig. 4-9). Practical advice
and more tips on making hazard plots are given by Nelson [12] and
King [13].

A hazard plot provides information on:

e the percentage of items failing by a given age;

e percentiles of the distribution;

e the behavior of the failure rate of the units as a function of their age;
e distribution parameters.

In our context we are mainly interested in the distribution parameters.
We already know that the Weibull distribution has an increasing or
decreasing failure rate depending on whether its shape parameter has a
value greater than, equal to, or less than 1. To obtain the shape parameter,
B, draw a straight line parallel to the fitted line so it passes through the
dot in the upper left-hand corner of the paper and through the shape
parameter scale. Nautical chart parallel rulers are ideally suited for this
task. Figure 4-9 shows the result. The value on the shape parameter scale
is the estimate and is 8 = 4.3.* A B-estimate of 4.3 suggests that the
winding failure rate increases with age — that is, in a wear-out mode. It
also suggests that the machines should be rewound at some age when
they are too prone to failure.

* The circumflex or “hat” symbol (") means “estimated” value.
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In order to estimate the other parameter of the Weibull function 7,
we enter the hazard plot on the cumulative hazard scale at 100 or 63%
on the probability scale. If we move up the fitting line on Figure 4-9
and then sideways to the time-scale, we find the scale parameter, that is
18.5 years.

We now proceed to define the Weibull distribution function that
describes the large motor winding population. We write:

-1 B
f(r) = B <[;l) exp — (t;l) =1 (4.15)
n—I\n—1 n—1

then:

R(f) = exp— (;;_l)ﬁ (4.16)

where ¢ is the age of the motors
7 is the characteristic life
B the shape parameter
[ is the location parameter

The location parameter, [, takes into account that our motors did not
begin to fail before age 9-10. On the other hand, [ would be equal to
zero when it is expected that failures appear as soon as an item is placed
into service and:

_J0

"= R

(4.6)

Applying the estimated parameters B and 1), Figure 4-10 was produced
by using a simple computer program. After having made this reliability
assessment one can now proceed to work the economic decision of how
to optimize motor replacement.

Construction of the Replacement Model

The construction of the replacement model is credited to A. K. S. Jardine
[14] and A. D. S. Carter [15].

1. C, is the cost of preventive replacement.
2. C; is the cost of forced outage replacement.
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Figure 4-10. (a) Probability density curve for large motor windings; (b) reliability curve

for large motor windings; (c) hazard curve for large motor windings.
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3. f(¢) is the probability density function of the failure times of the
motor windings.

4. The replacement strategy is to preventively replace the motors or
their windings once they have reached a specified age 7,. Also,
there will be replacement upon failures as necessary. This strategy
is shown in Figure 4-11.

5. The goal is to determine the optimal replacement age of the motor
windings to minimize the total expected replacement cost per unit
time.

The equation describing the model of relating replacement age 7, to
total expected replacement cost per unit time is:

C, xR(t,)+C; x[1 = R(z,)]
t,x R(t,)+ [ tf(t)dt

C(t,) = (4.17)

For the motor winding replacement case:

C, = 100k$

p

C; = 1600k$ 1125k$ = 1725k$

The numerical solution to the problem is presented in Table 4-3.
The various columns of Table 4-3 show the values of the variables in
equation 4.17 as a function of #,. Finally, Figure 4-12 illustrates C(z,)
and shows that the optimal decision would have been to preventively
rewind the company’s large motors after 11-12 years.

The petrochemical company obviously missed out on optimizing its
large motor rewind strategy, given the validity of the Weibull function
based model. The question arose whether or not it would now be eco-
nomical, into the 19th year of their large motor operations, to plan for a

Failure Preventive Failure Preventive
Replacement Replacement Replacement Replacement

1 I

Time (Years)

Figure 4-11. Large motor replacement strategy.
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Table 4-3
Calculation results for large motor replacement case
1, R(t,) 1—R(z,) J1f(t,)dt C(1,) h(t,) Incentive k$
0
1 1.00 0.00 0.00 100.00 0.00 0.00
2 1.00 0.00 0.00 50.00 0.00 0.00
3 1.00 0.00 0.00 33.33 0.00 0.00
4 1.00 0.00 0.00 25.00 0.00 0.00
5 1.00 0.00 0.00 20.00 0.00 0.00
6 1.00 0.00 0.00 16.67 0.00 0.00
7 1.00 0.00 0.00 14.29 0.00 0.00
8 1.00 0.00 0.00 12.50 0.00 0.00
9 1.00 0.00 0.00 11.11 0.00 0.00
10 1.00 0.00 0.00 10.01 0.00 0.46
11 1.00 0.00 0.02 9.27 0.00 4.57
12 0.99 0.00 0.09 9.28 0.01 17.40
13 0.98 0.02 0.32 10.68 0.03 44.96
14 0.94 0.06 0.86 14.26 0.05 93.90
15 0.87 0.13 1.89 20.76 0.10 171.37
16 0.76 0.24 3.59 30.55 0.17 285.02
17 0.62 0.38 6.02 43.29 0.26 442.84
18 0.45 0.55 9.00 57.71 0.38 653.20
19 0.29 0.71 12.09 71.68 0.54 924.80
20 0.15 0.85 14.75 82.92 0.73 1266.61
21 0.07 0.93 16.60 90.11 0.98 1687.89
22 0.02 0.98 17.60 93.58 1.27 2198.16
23 0.00 1.00 18.00 94.76 1.63 2807.17
24 0.00 1.00 18.12 95.02 2.04 3524.90
25 0.00 1.00 18.14 95.06 2.53
26 0.00 1.00 18.15 95.06 3.09
27 0.00 1.00 18.15 95.06 3.73
28 0.00 1.00 18.15 95.06 4.46
29 0.00 1.00 18.15 95.06 5.28
30 0.00 1.00 18.15 95.06 6.20

preventive rewind of their three oldest motors during an upcoming shut-
down. Using the relationship: Incentives or cost of insurance = C; x h(t,)
annual penalties for the next five years* were determined as shown in
column 7 of Table 4-3. These amounts were in turn claimed as credits in
a discounted cash flow (DCF) analysis. They felt it was a sound decision
to preventively rewind their three old motors during the shutdown.

* The average time between process unit shutdowns.
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Figure 4-12. Expected replacement cost as a function of time.

Our second example involves the analysis of predominant failure regimes
of process plant machinery.” Here our goal was to arrive at appropriate
intervals for rebuilding pumps and motors in a major petrochemical plant.

The maintenance philosophy in this plant required that pumps and
motors be rebuilt on a periodic basis of either the running hours or time
in service. The rebuild criterion was water pumps to be rebuilt after
8000 hr, crude oil pumps after 16,000 hr, and motors after 20,000 hr. A
unit was also rebuilt after five years if it had not reached its run-time
limit. The primary assumption behind a criterion such as this is that
machines deteriorate or wear out with time or during operation and should
be removed from service prior to failure.

In order to evaluate the rebuild criteria just mentioned, the bathtub
curve must be determined that characterizes the life of pumps and motors
by establishing the relationship of failure rate with time.

Here, Hazard Analysis is used to analyze the run-time data to establish
the predominant failure distribution and the median life of the units. The
time to failure for each incident is plotted against the summation of the
hazard function. This is shown in Figure 4-13. When the data are plotted
on log-log format, the results are somewhat similar to that of the bathtub
curve.

If proper Weibull hazard plotting paper, as shown in Figure 4-9, is
not available, B can be determined as the reciprocal of the slope of the

fCourtesy James E. Corley, the MITRE Corp., New Orleans, Louisiana.
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Figure 4-13. Hazard analysis plot.
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Figure 4-14. Hazard analysis plot showing the Weibull parameters, h and b.

plotted data as demonstrated in Figure 4-14. Consequently, for a hazard
that decreases with time, a “wear-in” failure rate, the data will plot on a
curve that has a slope greater than unity (8 < 1). For failures that follow
a constant failure rate distribution, the data points will fall on a curve
that has a slope of unity (8 = 1), and for “wear-out” distributions, the
slope is less than unity (8 > 1).

For large populations, all three distributions may be present and the
data will resemble a bathtub that is inverted and rotated upward by 45°.
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However, when the data plot as a straight line on log-log coordinates, a
Weibull distribution can be fitted to the data.

Because the failures of the pumps and motors in this study generally
have several different failure modes, the data may not fall on a straight
line that can be fitted to a single Weibull distribution. For those cases,
the life of the population will be taken as the median life (w), or that
time when 50% of the units have failed. On a hazard plot, the median life
is determined where the fitted curve crosses the “Cumulative Hazard”
value of 100%, which is equivalent to a 63.2% failure probability.

As in our previous example, we have to analyze data that are multiply
censored, that is, failure data that are incomplete. Our group of machines
being analyzed may have many machines that have not yet failed. They
either may still be in operation or may have been removed from service
for reasons other than failure. The machines that were removed for
rebuild are in this category. This group of machinery has accumulated
significant running hours, and although these machines have not failed,
their running time must be factored into any life estimate.

Data Sources

Several sources of data were used to determine the life of pumps and
motors. The most useful information is contained in the ‘“Run-time
Report,” a report that is generated from a computer data base that contains
the current running hours of the equipment that was installed previously
in a given location. From this information a hazard analysis can be made.
However, the use of the Run-time Report by itself as a source of fail-
ure data has a significant weakness in that it does not record whether a
machine was removed because it failed or because it was taken out to be
rebuilt or for some other reason.

To determine if a machine was removed from service because of failure
or because it had met one of the rebuild criteria, a report was available
in which the rebuilds were scheduled for work based upon their running
or installed hours. It is general practice to schedule a rebuild when a
machine reaches 80% of the run-time criteria or when it would exceed the
S-year criteria in the next year. This report is issued yearly and lists those
machines that are scheduled for rebuild in the coming year. By cross-
referencing information in both the Run-time Report and the Rebuild
Schedule, it was generally possible to determine whether a machine was
removed because it met a rebuild criterion or whether it failed. If a unit
could not be found on the Rebuild Schedule and conversations with field
personnel could not rule out a failure, the machine was considered to have
failed in service. Because of the state of the data, a degree of judgment
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was sometimes required in making this assessment. As long as the number
of data points is large, a few errors in the data should not significantly
influence the overall conclusions drawn from the analysis. This would
not be true if a small number of machines or data points was considered.

The Rebuild History Report summarizes the run-time of a given unit
every time it is rebuilt. The data from this report were used to deter-
mine the effect that rebuilding had on machine life. Although the report
included information for both pumps and motors, only motors were con-
sidered in this analysis. Pumps were excluded from this analysis because
the data included a mix of carbon steel and stainless steel (SS) pumps.
A material change for some pumps occurred during the time period of the
data. It was felt that the improvement in pump life due to the introduction
of SS pumps precluded a meaningful comparison of the units based on
the number of rebuilds.

For the purpose of determining the failure rate and life of the equip-
ment, the Rebuild History Report suffers from the same problems as
the Run-time Report. The data do not indicate if the motor had failed
prior to removal from service. The run-time data from the report were
cross-referenced with those of the Rebuild Schedule to arrive at a judg-
ment as to whether or not a machine had failed. Because of the large
number of data points, some errors in discriminating between failures
and non-failures should not affect the overall conclusions. However, for
machines with over five rebuilds, there are too few data points for valid
conclusions to be drawn.

The documentation of rebuild information in the Rebuild History
Report did not include rebuild information prior to the date that the
report was issued. Much of the equipment had been reworked several
times before that date; thus, any analysis concerning the cumulative hours
and rebuilds on the motors would be incomplete. The analysis cannot
therefore determine the life of the original motors and is thus restricted
to effect of rebuilds on machinery life after several unknown number
of rebuilds. This limitation is of a particular concern when the existing
motor life is compared with industry experience.

Analysis of Run-Time Data

To assist in manipulating the data for a Hazard Analysis, several Relational
Data Bases (RDB) were constructed that contained machinery informa-
tion to correlate pump and motor reliability. For both pumps and motors, a
RDB was constructed that included such factors as location, machine type,
service, speed, and performance. A separate “Run-time” RDB was pro-
duced that included such data as location, run-time, and failure mode. These
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Figure 4-15. Analysis process linking relational data bases with hazard analysis.

two were linked through the location parameter to produce a file that was
compatible with a Hazard Analysis Program. A third “Rebuild” RDB for
motors that deals with the number of documented rebuilds was also pro-
duced. This process is illustrated in Figure 4-15.

To perform an analysis, the data base with the particular characteristics
of interest and the data base with the failure information are linked
through the equipment location number to extract the running hours and
failure mode. This data is exported as a file to the Hazard Analysis
Program that produces the plot. This method allows for the investigation
of a wide variety of questions on equipment reliability and is limited only
by the amount of data. For example, the analysis can determine the life
and predominant failure mode of all crude oil pumps at a particular site.
Another very powerful use of this analysis is the capability of determining
the results of design modifications.

Analysis of Pumps

To evaluate the rebuild criteria for pumps, the Pump RDB and the Pump
Run-time RDB were linked and the data extracted using a select criterion
of pump service. Pumps in water and crude oil services were selected for
this study.

The Hazard Analysis Plot for the water pumps is given in Figure 4-16.
This figure indicates that the water pumps have a median life of
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Figure 4-16. Hazard analysis of water pumps.

approximately 9000 hr compared to the rebuild criteria of 8000 hr. Half
of the water pumps fail before 9000 hr and half after that time.

For the first portion of the curve in Figure 4-16, the slope of the
data is approximately 2.7 (8 = 0.36), indicating a “wear-in” type of
failure mode. At about 1800 running hours, the failure mode changes to
a constant failure rate mode. At no time do the data indicate that the
pumps are failing in a predominantly “wear-out” mode.

The significant number of machines that fail before 1800 hr indicates
that either the pumps are not being rebuilt properly or that they are being
installed incorrectly. However, the lack of documentation of failures
precludes an analysis that might determine the reasons for such early
failure. Although a statistical analysis such as this cannot offer detailed
explanations of the cause of failures, it can determine general failure
modes. The number of machines that are shown to suffer from a wear-
in failure mode raises a strong concern about the operating and cost-
effectiveness of the current rebuild philosophy. Removing a machine
from its location, disassembling, reassembling, storing, and reinstalling
exposes a machine to significant risk of damage and mishap.

At about 1800 hr, the figure shows a significant change in the slope of
the data. The slope becomes unity (8 = 1.0), which indicates the failures
become random with time. That is, the chance of a failure becomes
independent of the time that the machine went into service. An example
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Figure 4-17. Hazard analysis of crude oil pumps.

of this mechanism would be the accidental closing of a discharge valve
that caused a pump to run dead-headed and fail. The timing of the
valve closing would not, in general, be a function of when the unit
went into service, and thus the failure is random. Many operational and
environmental causes of failure fall into this category.

The analysis of crude oil pumps shows a somewhat similar pattern
to that of the water pumps. The hazard plot for these data is shown
in Figure 4-17. The plot indicates that the median life of these units is
only about 6600 hr. There is no indication in the data that the crude oil
pumps have significant wear-out modes. This is not to say that a few
individual pumps might not wear-out, only that the bulk of the population
suffers from a wear-in or random failure. The longer the pumps are left
in service, the lower the overall failure rate becomes. The plot of failure
data in Figure 4-17 has a slope of approximately 2.0 (8 = 0.5) indicating
a wear-in mode over most of the life of the machines.

Analysis of Motors

The run-time data were analyzed for all critical motors. The hazard
analysis plot is shown in Figure 4-18. This plot indicates that the median
life of the motors is approximately 13,000 hr. Up until that time, the
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Figure 4-18. Hazard analysis of motors.

failures are predominantly a “wear-in” or “infant mortality” mode. At
about 13,000 hr, the plotted data change to a 8 that is greater than one,
indicating that the motors begin to wear out. This is seen in Figure 4-18,
where the data shifts from a slope of approximately 1.7 (8 =0.57) to a
slope of about 0.6 (8 =1.7). Of all of the cases that were analyzed, motors
seem to be the only ones that reach a significant wear-out mode that
might justify a rebuild philosophy based upon running hours. However,
even this conclusion may not be valid because rebuilding the motors, like
the pumps, introduces significant “infant mortality” failures.

Analysis of Rebuild Data

In addition to the run-time data that were analyzed above, there also
exists information that relates the life of pumps and motors as a function
of the number of times that they are rebuilt. Here, only the motors will
be studied. The pump rebuild information has run-time data that includes
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a mix of carbon steel and stainless steel cases. The introduction of SS
pumps, while significantly improving the life of the units, complicates
the analysis when attempting to study the effects of pump rebuild. The
rebuild data consists of a group of carbon steel pumps that includes
an unknown number of rebuilds and cumulative running hours and SS
pumps that are newer. Attempting to separate all of these variables to
determine the effect of rebuilds on pumps was judged to be unproductive.
Had the failure and run-time data been available at the beginning of the
plants and been more complete, the hazard analysis tools would have been
invaluable in quantifying the improvements in reliability of the pumps
due to the material change.

The rebuild data for the motors were analyzed in a similar manner
to that described above for the run-time data. To study the effect that
rebuilding has on a machine’s life, the data were organized by the num-
ber of times the motor had been rebuilt. The data are only valid since
1981; therefore, the first “documented” rebuild probably does not rep-
resent the first “actual” rebuild. For the purposes of this study, the first
“documented” rebuild will be referred to simply as the “first” rebuild.

As was the case with the run-time data, the information on the rebuild
does not indicate that a machine was removed because of failure. Using
the same criteria as described above, it was assumed that a machine had
not failed if it were near its rebuild run-time or five-year criteria or if it
was on the Rebuild Schedule. Otherwise, it was assumed that a machine
had failed for some reason. It is recognized that this assumption will
introduce some error in the analysis; however, it is felt that this would
not significantly change the conclusions as long as the population under
consideration was reasonably large.

Figure 4-19 presents the Hazard Analysis of the rebuild data for the first
four documented rebuilds of the motors. There were up to seven rebuilds
for some motors, but it was felt that the sample population was not large
enough to use without introducing significant errors. As seen in the plots,
the median life decreases with the number of rebuilds. This is seen more
clearly when the median life of each rebuild is plotted in Figure 4-20.

In this figure, the motor life for the first rebuild is approximately
14,000 hr and decreases to about 1600 hr for the fourth rebuild. This
data indicates that every time the motors are rebuilt or reconditioned, the
life decreases and motors are not brought back to “like new” condition.
Figure 4-20 indicates that many of the motors may have reached the end
of their economic life and should be replaced. A motor rebuild cost can
be substantial, and the data shows that after about three rebuilds, this
expenditure extends the life of the machine only a few months of run-time.

Examination of the individual curves in Figure 4-19 indicates that only
the motors represented by the first rebuild have a significant wear-out
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mode and that all of the motors are subjected to infant mortality fail-
ures. For the first rebuild case, the failures shift from a wear-in to a
wear-out mode that occurs at approximately 9000 hr. After this first docu-
mented rebuild, the failures are “wear-in” changing to “random.” As was
concluded for the current motor population discussed earlier, a large per-
centage of machines suffer from early failures after they are reinstalled.
Because the failure documentation system was incomplete, the reasons
or causes for these failures could not be determined. However, common
causes of a high infant mortality in machines are generally recognized as
due to poor or marginal design, poor assembly, or bad installation. For
any of these conditions, a machine can fail soon after installation.

The current state of the failure history documentation does not permit
a determination of the exact causes for the decrease in life of the motors
because they are repeatedly rebuilt. However, some general conclusions
can be made. For pumps, a rebuild that replaces all of the internal com-
ponents can restore it to a “like new” condition, at least in theory. This
is not the case for a motor. The normal reconditioning of a motor does
not replace the stator windings and insulation, which will continue to
degrade with time. Thus, the insulation on a motor that has been rebuilt
several times may be over 15-20 years old and approaching the end of
its useful life. When the motor is rewound, it still is not totally restored.
To remove the old winding and insulation, the stator is heated in an oven
to burn out the insulation. Although care is taken to avoid any damage to
the rest of the stator, some deterioration is unavoidable in the thin varnish
insulation between the stator iron laminations. When this insulation is
damaged, eddy current losses increase and the motor will run hotter than
before the rewind.

Another element of motors that is not corrected by a rebuild is rotor bar
thermal fatigue. Each motor start will subject the rotor bars to high tem-
perature and cyclic stresses. Eventually this can cause rotor bar cracking
and failure.

The fact that motors are never fully reconditioned is probably reflected
in the decrease in life shown in Figure 4-20. However, because the rebuild
data does not include the early portion of a motor’s life, it was not always
possible to separate the effects of age from the number of rebuilds.

The availability estimates currently used to establish sparing levels
was based upon the assumption of a constant failure rate. However, the
rebuild philosophy had the effect of resetting the clock on the machines
and keeping them in a wear-in mode where the actual failure rate is higher
than that assumed. Because the failure rate is shown to be a function
of time, an accurate assessment of the impact on machinery availability
must consider the installed time for individual machines except in the
random regime.
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Life Comparison With Other Industrial Experience

The current life of the motors in the study does not compare favorably
with the experience of industry. Two industrial surveys of motor life and
the factors that influence life are presented in Institute of Electrical and
Electronic Engineers (IEEE) studies [16, 17, 18] and Electrical Power
Research Institute (EPRI) studies [19, 20]. The IEEE study includes reli-
ability data for a population of 1141 motors, 200 horsepower (hp) and
above. This study covers a wide range of different types of industrial
users. The EPRI study addresses only the utility industry, but covers a
large population of 6312 motors. The EPRI study considers only motors
of 200 hp and above. Of the two, the IEEE study, with its greater diver-
sity of industrial applications and exposed equipment, is probably more
representative of the type of service and environment that is found in the
facilities of this study.

A comparison of the average life of motors in industry as compared
to motor life in the study is shown in Figure 4-21. In this figure, the life
of motors in the IEEE study is 14 years, and the life in the EPRI study
is 31 years. This compares with the life of the study motors of 1.4 years,
and for motors that have been rebuilt at least 4 times of 0.18 years. It
should be noted that the IEEE and the EPRI studies deal with average or
mean life, and this data is for median life. For wear-out types of failures,
the mean and the median are the same. However, for populations such as
those of this study, where the predominant failures are wear-in or random
modes, the median life is less than the mean or average.

MOTOR LIFE
30
25
20
LIFE 15
YEAR'S
10
5
oA | 7
1 1 c’) (n
> >
T t_ 5% 9§
= = D= =)
8L %2 Fo @
a- a“ = W
Zz Z

Figure 4-21. Comparison of life of study motors with industrial experience.
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Conclusion

The statistical analysis used in this study indicated that the rebuild phi-
losophy used to maintain the population of pumps was detrimental to the
reliability of the units. Removing the machines from service based upon
an arbitrary schedule of running time or time in service introduced failure
modes that resulted in an increase in infant mortality. It was recommended
to the client that a predictive maintenance program be implemented in
the plants so that maintenance would be performed based upon the mea-
sured condition of the machinery. Also, early detection of faults with a
monitoring program would allow for repairs to be performed in situ at
much less expense than totally rebuilding a unit at an outside facility.

The failure analysis and maintenance documentation system for the
facilities did not permit a detailed analysis of the failure modes of the
equipment. It was recommended to the client that this system be upgraded
so that the specific problem areas could be addressed in the future.
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Chapter 5

Is there a universal approach
to predicting machinery uptime?

In the preceding chapter we showed the usefulness of hazard functions
in estimating machinery reliability. Frequently, it is not possible to arrive
at an appropriate distribution function due to a lack of specific data
and the need for complicated calculations. In many cases, and especially
when comparing competing solutions to a technical problem (i.e., relative
reliability), a constant failure rate for machinery components may be
assumed and judiciously applied.

A constant failure rate assumption does not deviate too much from the
real world for at least two reasons. First, different distribution functions
for a variety of components when combined produce a random failure
pattern. Second, repair at failure tends to produce a constant failure
rate when the population is large. This has been demonstrated in the
literature [1].

With a constant failure rate the reliability of components or systems
follows the exponential distribution:

R(t) = exp(—A\1) (5.1

We have already seen that the reciprocal of failure rate is called Mean
Time Between Failure (MTBF), or w, the mean of the distribution. For
example, small electric motors have typical failure rates of A = 14.3 x
107°/h. What is the MTBF of the motor and what is its reliability for a
8000-h operating period?

78
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1
MTBF = N 8 years

Reliability, R(f) = exp(—14.3 x 8000 x 107°)
=0.891 or 89.1%

We assume that these motors cannot be repaired and have to be
scrapped when they fail. We would like to determine the operating time
after which these motors have to be exchanged to assure a survival prob-
ability of R(z,) = 80% based on a yearly run-time of 8000 hr.

From Equation 5.1 follows:

t = MTBF x In(1/R(t,)) = 8 x 8760/8000 x In(1/0.80) = 1.95 years

The motors should be exchanged after approximately 2 years time.

Reliability of Parts In Series
The reliability of parts or components in series is:

R, =R/ XR,x---xR, (5.2)
= exp[—(\ + M+ +0)1] (5.3)

If the components have identical failure rates, then
R, = exp(—n\rt) (5.4)

Usually, this approach leads to a demand for very high component reli-
ability in any system consisting of many parts (Fig. 5-1). For instance, we
see that in order to obtain an 80% reliability in a unit with 50 components
in series, an average component reliability of 99.4% is required.

A. S. Carter [2] describes a simple everyday experience of automotive
transport that suggests that this approach is oversimplified:

At peak hour traffic conditions 20 to 30 vehicles may be held up at a traffic
light. Each vehicle has at least 100 components in series in its transmission
system, giving some 2000 components in series at each traffic light. Yet how
often does the queue fail to move when the traffic lights change to green
due to mechanical failure? Chaddock [3] has carried out a more scientific
investigation of the supposed correlation between reliability and number of
components, studying a number of weapons for which accurate data existed.
He concludes there is no such correlation.
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The truth is that success is achieved when the weakest or least adequate
individual component of a system is capable of coping with the most severe
loading or environment to be encountered, that is the strength of the chain
equals that of its weakest link. This has been emphasized by other researchers
who at the same time recognize the fact of variability, or scatter, both in the
capability or strength of the product. It has been further emphasized in the
duty it will have to face, that is the load which will be imposed on it.

The author then goes on to explain this phenomenon by a model in
which both load and strength are distributed and where the strength dis-
tribution, due to some form of progressive weakening, invades the load
distribution causing more and more of the population to fail (see Fig. 5-2).
Carter’s work also shows that where a component proves inadequate in
changed duty or environment, it has only to be strengthened a little to
restore the failure rate to an acceptable level. This goes to show that
a “management-by-exception” approach to machinery reliability assess-
ment is justified, that is vulnerabilities, as we will see later, have to be
exposed.
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Figure 5-1. Overall system realiability: components in series.
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Figure 5-2. Distribution of load and strength [2]. (Reprinted from Carter, A.D.S.,
Mechanical Reliability, 1972, p. 5, by courtesy of Macmillan Press Ltd.)

Concepts as shown in Figure 5-1 have nevertheless sometimes led
to unjustified waste in the process industries by providing spares, for
instance, that are poorly or not at all utilized. We are alluding to cases
where spares are almost “automatically” furnished without prior evalua-
tion of the alternatives. The alternatives are to procure machinery reliable
enough so that spares are not required, or to weigh the risks of not
furnishing spares against the incentives of providing them [4].

Two Components In Parallel
The combined reliability of two identical components in parallel depends
on the system requirement (Fig. 5-3). Two cases are possible. First, the
failure of either component disables the system. Both A and B must
survive. They are in series from the reliability point of view:

R, =R, X Ry =exp(—2\1) (5.5)

Second, survival of one component is sufficient. Here, system reliability
(R,) is the probability that A or B or both survive:

R, = R, xR;—R,R, (5.6)
= 2exp(—A\t) —exp(—2\t) (5.7

which is valid for identical components.
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Figure 5-3. Diagram of two components in parallel.

An example for this case can be found in petrochemical pumping
services. Here the need for parallel redundancy is based on cost of lost
production, cost of unscheduled versus emergency repairs, and capital
cost [5]. In order to determine the need for a spare or standby pump, one
would first evaluate equation 5.1. With a failure rate of A = 1.5/year, the
resulting reliability referred to one year would be:

R, =exp(—1.5x1)=0.22 or 22%
That is, the probability of failure (P,) would be:
P;=1—R=0.78 or 78%

Obviously, this is an unacceptable proposition.
We will now evaluate equation 5.7:

R, = 2exp(—1.5) —exp(—3) = 0.446 — 0.050

R, = 0.40 or 40%
This represents an improvement by almost a factor of 2. However, the
result of equation 5.7 does not tell the whole story. Remember the
definition — “Probability of survival of A or B or both.” Obviously,
we have to consider the fact that the system tends to fail only if the
operating pump fails while the spare is out for repair. For A = 1.5 per
year, u = 8 months MTBF, ¢ = 5 days repair time (= 0.0137 years):
R, = exp(—1.5x0.0137)

= 0.98 or 98%
or

P;=1-0.98=0.02
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Figure 5-4. Reliability versus mean-time-between-failure and repair time-spared
service.

Installing a spare pump in our system reduces probability of failure of
the system during one operating year from 78 to 2%.

Often the repair quality of spared machinery is unduly compromised
by shortening repair times as much as possible. Obviously, this is done
intuitively in order to maintain reliability of the system. Figure 5-4
explains the relationship between MTBF of a spared machinery instal-
lation, time to repair the spare, and the resulting reliability factor. It
assumes a “mature” machinery population, meaning that failures occur
mutually independent of each other or perhaps as the result of some
random outside influence such as the result of a unit startup or upset.
We assume that no common failure causes exist, such as suction system
or shared utility service problems.

Suppose we wanted to know how long a spared pump can be out for
repair without endangering the process unit reliability goal which has
been decreed to be 98.5%. The presently unspared pump was started and
is running satisfactorily. It belongs to a population of similar pumps in
similar service with an MTBF of 15 months. We move vertically from
15 on the horizontal axis and intersect the reliability line of 98.5% at
a horizontal line corresponding to an allowable spare pump outage of
7 days. We conclude that there should be no need to rush the repair of
the spare pump.
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Three Identical Components In Parallel

. Failure of any component disables the system illustrated in

Figure 5-5:

R, =R, X Ry x R, = exp(—3\t) (5.8)

. The system can stand failure of one component. Two or more

components must survive.

R, = 3R> -2R’ (5.9)
= 3exp(—2A\t) —2exp(—3\i) (5.10)

. The system can stand failure of any two components. One of the

three must survive.

R,=1—(1-R)’ (5.11)

= 1—[1—exp(=\)]? (5.12)
= 3exp(—At) —3exp(—2\t) +exp(—3A1) (5.13)

. Consider now a system as shown in Figure 5-6, where the failure of

any one component can cause a system failure. Assume that the
failure of any one part in this series system is independent of the

Figure 5-5. Diagram of three components in parallel.
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Figure 5-6. Diagram of components in series.

failure of another. The probability that the system will survive is,
according to equation 5.2:

R, (1) = R, (1) X Rg(t) x R:(?) (5.14)

For an exponential time-to-failure density of each individual part,
we can write:

R (1) = exp(—\,1) X exp(—Azt) X exp(—A\ 1) (5.15)
= exp[—(N,+ Az +Ao) xt] =exp(—A\,7) (5.16)

Prediction Procedures

Most reliability engineering prediction procedures are based upon the
above described exponential time-to-failure density. This permits simple
addition of average component failure rates in order to arrive at the
equipment or system failure rate from which the MTBF or reliability
function may be obtained. The mathematical basis for this approach was
demonstrated by equations 5.2 and 5.16. In this technique, we merely add
the number of indispensable or non-redundant components of each type,
multiply this by the basic average failure rate for each type of component,
and add these figures to obtain the machinery unit failure rate. The MTBF
is then the reciprocal of that failure rate.

As a more sophisticated approach for electronic systems MIL-HBK-
217D [6] advocates the above method for predicting electronic equipment
failure rates using data contained in it. The method depends on the quality
of generic failure rates. These are derived from the equation:

Np =Ny (X 1) (5.17)

where A\, = predicted failure rate,
N\, = base failure rate for the generic part,
7 = an environmental factor,
7, = a quality factor.
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m, relates to sources and specified quality, 7 to the general environ-
ment in which the part will be used. The generic part values themselves
are based on a large amount of data from laboratory, development, and
field sources.

A similar source exists for mechanical generic data [7]. It subdivides
the data by source so that the environment is known, but does not classify
by quality. With its aid, however, a parts count for a piece of mechani-
cal equipment can be performed, taking into account the environmental
effects, providing that all the required data are in the lists.

Other methods take part stress levels into account. This is done, for
example, by determining ratios of operating versus design pressure, oper-
ating versus design temperature, design size versus median size, or other
important parameters. Relevant stress ratios are then weighted and the
result applied to a suitable distribution function from which failure rates
are determined [8].

Since our purpose is to make relative machinery reliability assessments
we feel that a judicious application of the parts count method is justified.

We have already used the concept of expressing failure rates in terms
of failures per 1 million hours. This would amount to 150 years if we
assume continuous around-the-clock operation. This seems like quite a
long time. However, we can look at it in another way. An equivalent
experience would be if a process unit with 150 different kinds of failures
had one outage a year.

Expressing failure rates per million hours is convenient because many
failures occur at a rate of 1 per million operating hours. Machinery
component failures would lie mostly between 1 and 100 failures per
1 million hours or 1-100 x 10~® hr. Table 5-1 illustrates how these failure
rates relate subjectively to various levels of reliability.

Table 5-1
Numerical interpretation of subjective reliability terms
Reliability Ax 1076
Extremely reliable 0.01
Highly reliable, OK in large numbers 0.01-0.1
Good reliability for moderate numbers 0.1-1.0
Average reliability, OK in small numbers 1.0-10
Very unreliable 10-100
Intolerable >100

Source: Atomic Energy of Canada Ltd.



A universal approach to predicting machinery uptime 87

Failure Rate Data

Failure rate data is best obtained from operating experience. Table 5-2
illustrates how failure rate data for machinery components can be obtained
from field statistics. Column 2 shows the actual service experience of
reciprocating compressors based on a company’s experience in several
plants. Column 3, the failure rates, are obtained by first postulating two
incidents per year on these particular machines at a given plant site. The
failure rates are then calculated by multiplying the field data percentages
by the failure rate equivalent of two incidents per year (i.e., 228 x 10~° hr).
Another important aspect of reliability prediction using failure rates is
the consideration of failure modes. Failure modes have distinct failure rates
and the component or part failure rate is the sum of its mode failure rate.
Failure modes are typically first a description of loss of function or
malfunction and then a more detailed expansion in terms of the basic
failure mode, namely the appearance of the failure (see Table 7-1). Earlier
we looked at some basic failure modes in connection with failure distri-
butions. We refer our readers to Table 4-1. Basic failure modes and the
failure mechanisms associated with them play a central role in machinery
failure analysis [9].
In using failure rate data for machinery reliability assessment it is
a good idea to work with “worst,” “best,” and “expected” concepts.
This reflects the fact that machinery parts and components can have
different qualities. In order to make things less complicated we will
calculate reliability based on two qualities — best and worst. We will then
investigate if the worst case is viable. If that is the case, we need not
worry because the actual quality will be closer to the expected value. If,
however, our reliability based on the best case scenario is unacceptable,
we have to take corrective action by looking for improved designs.
Table 5-3 lists failure rates for machinery components and parts as
well as failure modes compiled from various literature sources and the

Table 5-2
Failure rate statistics: Reciprocating compressor
Elements Failures (%) Rate per 1 x 10° hr
Valves 43.0 98.4
Pistons and cylinders 19.0 43.0
Lube systems 18.0 41.0
Piston rods 10.0 22.8
Packings 10.0 22.8
Total 100.0 228.0°

¢ Equivalent to two incidents per year.
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Table 5-3
Failure rates for machinery components [10-13]
N107°)
Best Worst
1.0 Transmitting elements
1.1 Couplings
1.1.1 Elastomeric 20.0 30.0
1.1.2 Gear 8.0 20.0
1.1.3 Disc/diaphragm 0.01 0.1
1.2 Gear sets
1.2.1 General purpose 8.0 50.0
1.2.2 High-speed helical 0.5 15.0
1.3 Shafts
1.3.1 Lightly stressed 0.02 0.1
1.3.2 Heavily stressed 0.1 0.5
1.3.3 Crankshafts (R.C.) 5.0 8.0
1.4 Clutches
1.4.1 Friction 2.0 8.0
1.4.2 Magnetic 4.0 10.0
1.5 Drive belts
1.5.1 V-belts 20.0 80.0
1.5.2 Timing belts 40.0 80.0
1.6 Springs
1.6.1 Lightly stressed 0.01 0.1
1.6.2 Heavily stressed 0.8 2.5
2.0 Constraining, confining, containing elements
2.1 Bearings
2.1.1 Sleeve bearings 4.0 10.0
2.1.2 Ball bearings 5.0 50.0
2.1.3 Roller bearings 3.0 10.0
2.2 Seals
2.2.1 O-rings 0.1 0.7
2.2.2 Oil seals 8.0 10.0
2.2.3 Mechanical seals 25.0 200.0
2.3 Valves
2.3.1 R.C. (Recip. comp.) 50.0 150.0
2.3.2 Check valves 0.8 10.0
2.3.3 Manual valves 0.4 6.0
2.3.4 Relief valves 1.0 10.0
3.0 Fixing elements
3.1 Threaded fasteners
3.1.1 Bolts 0.001 0.007
3.1.2 Pins 8.0 40.0
3.1.3 Set screws 0.03 1.0
3.1.4 Rivets 0.001 0.01
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Table 5-3
Failure rates for machinery components—cont’d
A(107%)
Best Worst
4.0 Support elements
4.1 Casings
4.1.1 R.C. cylinder jackets 0.01 0.1
4.1.2 R.C. cylinder liners 10.0 30.0
4.1.3 Pump casings 0.01 1.0
4.2 Vibration mounts
4.2.1 Elastomeric 6.0 20.0
4.2.2 Wire rope coils 0.1 1.0
4.3 Motor windings
4.3.1 Small motors <250 10.0 20.0
4.3.2 Large motors >250 5.0 10.0
5.0 Basic failure modes
5.1 Force/stress/impact
5.1.1 Deformation 0.01 0.1
5.1.2 Fracture 0.001 0.01
5.1.3 Binding/seizure 0.1 1.0
5.1.4 Misalignment 0.1 1.0
5.1.5 Displacement 0.01 0.1
5.1.6 Loosening (fastener) 0.1 1.0
5.2 Reactive environment
5.2.1 Corrosion
1. Accessible parts 0.01 0.1
2. Inaccessible parts 0.1 1.0
5.2.2 Fretting
1. Mostly stationary 0.1 1.0
2. Exposed to dirt 1.0 10.0
5.3 Temperature effects (see under aging)
5.4 Time effects
5.4.1 Wear/relative motion
1. Non-lubricated 0.1 1.0
2. Lubricated 0.01 0.1
5.4.2 Erosion
1. Accessible parts 0.01 0.1
2. Inaccessible parts 0.1 1.0
5.4.3 Aging
1. Lubricants 0.01 0.1
2. Rubber 0.01 0.1
3. Metals, thermally stressed 0.1 1.0
5.4.4 Contamination
1. Accessible parts 0.01 0.1
2. Inaccessible parts 0.1 1.0
5.4.5 Fouling/plugging
1. High-velocity areas 0.01 0.1

2. Low-velocity areas 0.1 1.0
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Figure 5-7. Failure rate for anti-friction bearings versus L, life (adapted from [13]).

authors’ experience. Figure 5-7 may be used to obtain failure rates for
anti-friction bearings based on known or assumed L, lives.

The Procedure

The procedure to calculate reliability based on failure rates is simple.
It can be applied to predict reliability of machinery on the assembly,
hierarchy, and system level within the limits of underlying assumptions.
Figure 5-8 shows the form used in this effort.

The first step is to list all parts essential to the successful functioning
of the system under study. The second step is to determine the quantity
of parts. Third, after checking Table 5-3 for failure rate information on
the specific component under consideration, determine the most probable
failure mode for it; typically, fractures with shafts, wear or contamination
with simple oil seals, and bearing or winding failures with motors, and so
forth. If more than one failure mode is expected consider the mode with
the highest failure rate. Compare this with the failure rate for the part if
it is available. Multiply the highest failure rate in terms of best and worst
and enter the values in the appropriate columns. It stands to reason that
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this analysis will be as accurate as one is able to recognize the elements
of a part and their corresponding failure modes.

The fourth step is to add the best and worst values separately. One has
to determine now whether or not the sum of the worst values is tolerable.
If the conclusion is affirmative no action is necessary. If the “worst
quality” assumption is not tolerable we have to look for improvements.
Usually, the individual failure rate values will be a clue! If there are some
particularly high values try to substitute their “best quality” value and
see how this affects the overall failure rate. If this does not satisfy our
expectations we have to embark on a design change.

The example illustrated in Figure 5-8 pertains to a drive critical to
the operation of a rotary furnace air pre-heater in a large process plant.
The drive consisted of eight machinery components schematically shown
in Figure 5-9. The reliability analysis was made in order to determine
whether or not the drive was the weak element in an otherwise highly
reliable and cost-effective scheme to recover waste heat.

Finally, how can we reduce component failure rates? The following
questions need to be asked:

e Can the component be replaced by a known improved component?
e Has a review of the component design been done?

e Have all known weaknesses been eliminated?

e Have all uncertainties been identified?

e Are the uncertainties being eliminated by analysis or test?

|
m | [ 4 (1) AR MOTOR
_l_ (2) COUPLING NO.1
(5)
(3) OVER—RUNNING CLUTCH
3—REPAIRS
(8) (4) RIGHT ANGLE GEARBOX
2-REPAIRS
(5) COUPLING NO.2
%) 1-REPAIR
(6) ELECTRIC MOTOR
3—REPAIRS
v
¢ (7) TRIPLE REDUCTION GEARBOX
H ®) H | l 3-REPAIRS
!
l (8) DRIVE GEARS
VERTICAL

Figure 5-9. Rotary air pre-heater drive train.
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e Can the design be simplified

— by reducing the number of parts?
— by eliminating need for high precision?
— by requiring less maintenance skill?

e Have new features and new materials been proven by analysis or test?
e Can components tolerate abnormal conditions?

We have chosen to lump abnormal conditions under the acronym
“FRETT.” The letters F-R-E-T-T stand for:

F: Forces, mechanical loads, deflections, and pressure

R: Reactive agents

E: Environment

T: Temperature

T: Time, exposure to long-term and short-term loads, and deflections,
1.e. vibration and shock.

Whenever F-R-E-T-T are outside the as-designed or anticipated values
or quantities, the part, machine, or component will be prone to fail
prematurely.

Current Methods of Predicting Reliability*

A reliability prediction is performed in the early stages of a development
program to support the design process. Performing a reliability prediction
provides for visibility of reliability requirements in the early development
phase and an awareness of potential degradation of the equipment during
its life cycle. As a result of performing a reliability prediction, equipment
designs can be improved, costly over-designs prevented and development
testing time optimized.

* By permission. From The Handbook of Reliability Prediction Procedures for Mechanical Equip-
ment. It has been developed by the Logistics Technology support Group, Carderock Division, Naval
Surface Warfare Center (CDNSWC) in Bethesda, Maryland. The handbook presents a new approach
for determining the reliability and maintainability (R&M) characteristics of mechanical equipment.
It has been developed to help the user identify equipment failure modes and potential causes of
unreliability in the early design phases of equipment development, and then to quantitatively evaluate
the design for R&M and determine logistics support requirements.

A software program called “MechRel” has also been developed by the Logistics Technology Support
Group to automate the Handbook procedures and equations. The Handbook and MechRel software
program are available free of charge and can be downloaded at http://wwwMechReLcom.
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Performance of a reliability prediction for electronic equipment is well
established by research and development. For example, MIL-HDBK-217
has been developed for predicting the reliability of electronic equipment.
Development of this document was made possible because the standard-
ization and mass production of electronic parts has permitted the creation
of valid failure rate data banks for high population electronic devices.
Such extensive sources of quality and reliability information can be used
directly to predict operational reliability while the electronic design is
still on the drawing board.

A commonly accepted method for predicting the reliability of mechan-
ical equipment based on a data bank has not been possible because of
the wide dispersion of failure rates which occur for apparently similar
components. Inconsistencies in failure rates for mechanical equipment
are the result of several basic characteristics of mechanical components:

a. Individual mechanical components such as valves and gearboxes
often perform more than one function and failure data for spe-
cific applications of non-standard components are seldom available.
A hydraulic valve, for example, may contain a manual shut-off fea-
ture as well as an automatic control mechanism on the same valve
structure.

b. Failure rates of mechanical components are not usually described by
a constant failure rate distribution because of wear, fatigue and other
stress-related failure mechanisms resulting in equipment degrada-
tion. Data gathering is complicated when the constant failure rate
distribution cannot be assumed and individual times to failure must
be recorded in addition to total operating hours and total failures.

c. Mechanical equipment reliability is more sensitive to loading, oper-
ating mode, and utilization rate than electronic equipment relia-
bility. Failure rate data based on operating time alone are usually
inadequate for a reliability prediction of mechanical equipment.

d. Definition of failure for mechanical equlpment depends upon its
application. For example, failure due to excessive noise or leakage
cannot be universally established. Lack of such information in a
failure rate data bank limits its usefulness.

The above deficiencies in a failure rate database result in problems in
applying published failure rates to an actual design analysis. The most
commonly used tools for determining the reliability characteristics of a
mechanical design can result in a useful listing of component failure
modes, system level effects, critical safety related issues, and projected
maintenance actions. However, estimating the design life of mechanical
equipment is a difficult task for the design engineer. Many life-limiting
failure modes such as corrosion, erosion, creep, and fatigue operate on the
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component at the same time and have a synergistic effect on reliability.
Also, the loading on the component may be static, cyclic, or dynamic
at different points during the life cycle and the severity of loading may
also be a variable. Material variability and the inability to establish an
effective database of historical operating conditions such as operating
pressure, temperature, and vibration further complicate life estimates.

Although several analytical tools such as the failure mode, effect and
criticality analysis (FMECA) are available to the engineer, they have been
developed primarily for electronic equipment evaluations, and their appli-
cation to mechanical equipment has had limited success. The FMECA, for
example, is a very powerful technique for identifying equipment failure
modes, their causes, and the effect each failure mode will have on system
performance. Results of the FMECA provide the engineer with a valuable
insight as to how the equipment will fail; however, the problem in com-
pleting a quantitative FMECA for mechanical components is determining
the probability of occurrence for each identified failure mode.

The above-listed problems associated with acquiring failure rate data
for mechanical components demonstrates the need for reliability predic-
tion models that do not rely solely on existing failure rate data banks.
Predicting the reliability of mechanical equipment requires the consider-
ation of its exposure to the environment and subjection to a wide range
of stress levels such as impact loading. The approach to predicting relia-
bility of mechanical equipment presented in the handbook considers the
intended operating environment and determines the effect of that envi-
ronment at the lowest part level where the material properties can also
be considered. The combination of these factors permits the use of engi-
neering design parameters to determine the design life of the equipment
in its intended operating environment and the rate and pattern of failures
during the design life.

Development of the Handbook

Useful models must provide the capability of predicting the reliability of
all types of mechanical equipment by specific failure mode considering
the operating environment, the effects of wear, and other potential causes
of degradation. The models developed for the handbook are based upon
identified failure modes and their causes. The first step in developing the
models was the derivation of equations for each failure mode from design
information and experimental data as contained in published technical
reports and journals. These equations were simplified to retain those
variables affecting reliability as indicated from field experience data.
The failure rate models utilize the resulting parameters in the equations,
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and modification factors were compiled for each variable to reflect its
quantitative impact on the failure rate of individual component parts.
The total failure rate of the component is the sum of the failure rates
for the component parts for a particular time period in question. Failure
rate equations for each component part, the methods used to generate
the models in terms of failures per hour or failures per cycle, and the
limitations of the models are presented. The models were validated to the
extent possible with laboratory testing or engineering analysis.

The objective of the handbook and MechRel® software program is to
provide procedures which can be used for the following elements of a
reliability program:

e Evaluate designs for reliability in the early stages of development.

e Provide management emphasis on reliability with standardized eval-
uation procedures.

e Provide an early estimate of potential spare parts requirements.

e Quantify critical failure modes for initiation of specific stress or
design analyses.

e Provide a relative indication of reliability for performing trade-off
studies, selecting an optimum design concept or evaluating a pro-
posed design change.

e Determine the degree of degradation with time for a particular com-
ponent or potential failure mode.

e Design accelerated testing procedures for verification of reliability
performance.

One of the problems any engineer can have in evaluating a design for
reliability is attempting to predict performance at the system level. The
problem of predicting the reliability of mechanical equipment is easier at
the lower indenture levels where a clearer understanding of design details
affecting reliability can be achieved. Predicting the life of a mechanical
component, for example, can be accomplished by considering the spe-
cific wear, erosion, fatigue and other deteriorating failure mechanism,
the lubrication being used, contaminants which may be present, loading
between the surfaces in contact, sliding velocity, area of contact, hardness
of the surfaces, and material properties. All of these variables would be
difficult to record in a failure rate data bank; however, the derivation of
such data can be achieved for individual designs and the potential oper-
ating environment can be brought down through the system level and the
effects of the environmental conditions determined at the part level.

The development of design evaluation procedures for mechanical
equipment includes mathematical equations to estimate the design life of
mechanical components. These reliability equations consider the design
parameters, environmental extremes, and operational stresses to predict
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the reliability parameters. The equations rely on a base failure rate derived
from laboratory test data where the exact stress levels are known, and
engineering equations are used to modify this failure rate to the appro-
priate stress/strength and environmental relationships for the equipment
application.

As part of the effort to develop a new methodology for predicting the
reliability of mechanical components, Figure 5-10 illustrates the method
of considering the effects of the environment and the operating stresses
at the lowest indenture level.

A component such as a valve assembly may consist of seals, springs,
fittings, and the valve housing. The design life of the entire mechanical
system is accomplished by evaluating the design at the component and
part levels considering the material properties of each part. The operating
environment of the system is included in the equations by determining
its impact at the part level. Some of the component parts may not have
a constant failure rate as a function of time and the total system failure
rate of the system can be obtained by adding part failure rates for the
time period in question.

Many of the parts are subject to wear and other deteriorating type fail-
ure mechanisms and the reliability equations must include the parameters

| System operating environment | | System level analysis
(Environment)
(Failure Rates)
I
Valve Accumulator Actuator Filter Motor, pump
regulator reservoir cylinder compressor
Drive unit Clutch Slider Impacting
gear box brake crank device
I |
Seal Fitting, tubing Sensor Solenoid Coupling
gasket connector transducer universal joint
Bearing Ge_ar Spring Fastener
spline

(Environmental (Failure Rate Impact)
Effects)

| Material properties |

Figure 5-10. Mechanical Components and Parts.
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which are readily accessible to the equipment designer. As part of this
research project, Louisiana Tech University was tasked with establish-
ing an engineering model for mechanical wear which correlated to the
material strength and stress imposed on the part. This model for predict-
ing wear considers the materials involved, the lubrication properties, the
stress imposed on the part, and other aspects of the wear process [14].
The relationship between the material properties and the wear rate was
used to establish generalized wear life equations for actuator assemblies
and other components subject to surface wear.

In another research project, lubricated and unlubricated spline cou-
plings were operated under controlled angular misalignment and loading
conditions to provide empirical data to verify spline coupling life predic-
tion models. This research effort was conducted at the Naval Air Warfare
Center in Patuxent River, Maryland [15]. A special rotating mechanical
coupling test machine was developed for use in generating reliability
data under controlled operating conditions. This high-speed closed-loop
test bed was used to establish the relationships between the type and
volume of lubricating grease employed in the spline coupling and gear
life. Additional tests determined the effects of material hardness, torque,
rotational speed, and angular misalignment on gear life.

Results of these wear research projects were used to develop and refine
the reliability equations for those components subject to wear.

Example Design Evaluation Procedure

A clutch assembly will be used to illustrate the Handbook approach to
predicting the reliability of mechanical equipment.

Clutch Varieties

Clutches are made up of two basic components — the pressure plate and
disc. The pressure plate supplies sufficient force or pressure to the disc
so enough friction is developed to transmit torque to the driveline.

Friction clutches, although available in many different forms tend to
be of the axial or rim type. Axial clutches operate where the movement is
parallel to the axis of the shaft. Rim types operate where the movement is
radial. Examples of the former are the plate and cone clutches. Examples
of the latter include coil or wrap spring and chain clutches.

Plate clutches are divided into two designs — single and multi-plate.
The single plate design is the type favored by automotive designers for
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transmission and light-to-medium power applications. The single plate
is normally provided with a friction lining on each side of the disc.
Multi-plate designs employ a number of discs lined on both sides, which
serve to distribute the load over a large area. These types are used for
high torque and high load applications. They required only moderate
clamping pressures and are suitable for high-speed operation because
their relatively small size generates lower centrifugal forces.

Cone clutches are used for smaller, medium power, low-speed trans-
mission systems which may be subjected to rough usage. These devices
cope well with such treatment because of their simple robust construc-
tion, and due to the fact that heat is dissipated more readily than with
plate clutches.

Rim and block clutches employ various means of engaging the station-
ary half of the assembly through radial movement against the rim of the
driving member. The action is similar to that of an internally expanding
brake shoe.

Centrifugal clutches are often used with squirrel cage motors. The
fabric facing may be fitted to shoes or blocks mounted on a spider which
is keyed onto the driving shaft. The shoes or blocks are thrown outward
by centrifugal force, engagement being automatic when a predetermined
speed is reached from starting.

Coil or wrap spring clutches operate on the principle of a spring
mounted on a drum being tightened. The action is much like that of
a rope tightening around a revolving capstan. The design is compact,
simple in construction, and is used where high torques are required from
low power. For this reason, the clutches have found applications in small
equipment such as plain paper copiers and, in their larger versions, for
haulage gears and rolling mills and presses.

Chain clutches employ inner and outer friction rings in an oil-filled
housing actuated by cams bearing on chain toggles which force the rings
together.

Sprag clutches consist of a number of specially shaped steel springs
or wedges which jam inner and outer races in one direction only. This
action leads to their use for applications in overrunning (where the clutch
acts as a free-wheel) and back-stopping. This design is particularly use-
ful for intermittent rotary motion involving, for example, indexing or
inching [16].

Materials classification divides the friction materials into organic and
metallic groups. The organic group includes all materials composed of
both asbestos and non-asbestos fibers and bound by some resin binder.
The metallic group consists of all friction materials containing iron, cop-
per, ceramic bronze, graphite, carbon, or other metallic material as the
base material.
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Clutch Failure Rate Model

The clutch system reliability model will contain the following component
parts:

actuators

bearings

clutch friction linings
seals

springs.

The total clutch system failure rate is the sum of the failure rates of
each of the above component parts in the system:

7\CL = )\AC + )\BE =+ 7\CF + )\SE + )\SP (5- 18)

where Ao =total failure rate for the clutch system, failures/million

hours

N\ sc = total failure rate for actuators, failures/million hours
(see HB*)

Agg = total failure rate for bearings, failures/million hours
(see HB")

Acr = total failure rate for clutch friction materials,
failures/million hours

Age = total failure rate for seals, failures/million (see HB¥)

Agp = total failure rate for springs, failures per million hours
(see HBY)

* Chapter 9, T Chapter 7, * Chapter 3, 1 Chapter 4

Clutch Friction Material Reliability Model

In the following we are going to show an example of the principle
of failure rate development for just one component of equation (5.18),
namely Acp.

A list of failure modes for clutch friction materials is shown in
Table 5-4. By using the clutch system beyond the life of the friction
material, a drastic reduction of friction coefficient can occur. This rapid
deterioration can result in a catastrophic failure of the clutch.

Under normal operating conditions, the friction materials used
in clutches are reliable mechanical components. Like brake friction
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Table 5-4
Clutch friction surface failure modes [17]
Problem Characteristics Causes
Dishing Clutch plates distorted into a Lack of conformability. The

Waviness or buckling

Banding or crushing

Material transfer

Bond failure

Burst failure

Grooving

Reduced performance

Distortion

conical shape

Clutch plates become
buckled into a wavy platter

Loss of friction material at
the ends of a band

Friction material adhering to
opposing plate, often giving
rise to excessive wear

Material parting at the bond
to the core plate causing
loss of performance

Material splitting and
removed from the spinner
plate

Grooving of the facing
material on the line of
movement

Decrease in coefficient of
friction giving a permanent
loss in performance

Facings out of flatness after
high operating temperature

temperature of the outer
region of the plate is higher
than the inner region

Lack of conformability. The
inner area is hotter than the
outer area

Crushing and excessive
wear of the friction material

Overheating and unsuitable
friction material

Poor bonding or
overheating, the high
temperature affecting
bonding agent

High stresses on facings
when working at high
speeds

Material transfer to
opposing plate

Excess oil or grease on
friction material or on the
opposing surface

Unsuitable friction material

materials, the wear of clutch materials is dependent on the amount of
accumulated energy dissipated by the mechanical component.

h=kxpxs

(5.19)

where h =change in thickness of the clutch friction material
caused by wear in inches

k = wear coefficient, (Ib/in.?)~! = k k,,

k, = wear coefficient at ambient temperature,
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k, = temperature influence factor for lining material,

p =nominal pressure between the clutch wear plates,
psi= P/A,

s =sliding distance during clutch actuation, in=v,/t,,

v, = sliding velocity in seconds,

t, = actuation time in seconds

If the effective thickness of the clutch lining is d (inches), life of the
clutch friction material is given by the following equation:

Life = % (5.20)

p

where Life = number of applications before friction material is
completely worn
d = lining thickness in inches

W, = friction material wear per application, in

kyx P XxXvgxt,

and
1 W, kyxPxu Xt
ANep 8 =77 = e JE Kk ok L (5.22)
Life d dx A

By normalizing equation (5.22) to those values for which historical
failure rate data is available, the following failure rate model can be
derived:

Aer =Aeg 3 X Cap X Cp (5.23)

where A = failure rate of the clutch friction material in failures/
million hours
Acg, g = base failure rate of the clutch friction material in

failures/million hours

Cyp = multiplying factor which considers the effect of multiple
plates on the base failure rate

C; = multiplying factor which considers the effect of ambient

temperature on the base failure rate
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Base Failure Rate for Clutch Lining/Disk Material
The clutch friction material base failure rate, A 5 may be provided by

the manufacturer of the clutch assembly. If not, then the base rate can be
calculated from equation (5.22).

Clutch Plate Quantity Multiplying Factor

The correction factor for the number of plates is given by:

Cyp = number of disks in the clutch

Temperature Multiplying Factor
Because the temperature of the friction material affects the wear of the

material, the ambient temperature to which the clutch is exposed will
affect the wear of the friction lining [18]. As a result:

Cy=1.42—1.54E —3X +1.38E — 6X* (5.24)
(for sintered metallic linings)
C; =2.79— 1.09E —2X + 1.24E —5X* (5.25)

(for resin-asbestos linings used in light-duty automotive and moderate-
duty industrial brakes)

C; =3.80—7.58E —3X +5.07E — 6X* (5.26)
(for carbon-carbon linings)
Cy = 17.59—6.03E —2X +5.43E — 5X* (5.27)
(for resin-asbestos truck linings)

where X =590+T
T = Ambient temperature in °F

Similar procedures are used to work out the remaining components of
equation (5.18).
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Validation of Reliability Prediction Equations

A very limited budget during the development of the handbook prevented
the procurement of a sufficiently large number of components to perform
the necessary failure rate tests for all the possible combinations of loading
roughness, operational environments, and design parameters to reach sta-
tistical conclusions as to the accuracy of the reliability equations. Instead,
several test programs were conducted to verify the identity of failure
modes and validate the engineering approach being taken to develop the
reliability equations. For example, valve assemblies were procured and
tested at the Belvoir Research, Development and Engineering Center in
Ft. Belvoir, Virginia. The number of failures for each test were predicted
using the equations presented in the handbook. Failure rate tests were
performed for several combinations of stress levels and results compared
to predictions. Typical results are shown in Table 5-5.

Another example of reliability tests performed during development
of the handbook is the testing of gearbox assemblies at the Naval Air
Warfare Center in Patuxent River, Maryland [19]. A spiral-bevel right
angle reducer type gearbox with 3/8 in. steel shaft was selected for the test.
Two models having different speed ratios were chosen, one gearbox rated
at 121in.-1b torque at 3600 rpm and the other gearbox rated at 9.5 in.-lb
torque. Prior to testing the gearboxes, failure rate calculations were made
using the reliability equations from this handbook. Test results were

Table 5-5
Sample test data for validation of reliability equations for valve
assemblies
Test Actual Average Predicted
Test Valve cyclesto  failures/10°  failures/10°  failures/10°  Failure
series number failure cycles cycles Cycles mode
15 11 68,322 14.64 14.64 18.02 3
24 8 257,827 1
24 9 131,126 7.63 10.15 10.82 1
24 10 81,113 12.33 1
24 11 104 2
24 12 110,488 9.05 1
24 13 86,285 11.59 1
25 14 46,879 21.33 19.67 8.45 2
25 15 300 3
25 19 55,545 18.00 1

Test parameters — System pressure: 3500 psi; Fluid flow: 100% rated; Fluid temperature: 90°C;
Fluid: Hydraulic, MIL-H-83282.
Failure mode: 1 — Spring fatigue; 2 — No apparent; 3 — accumulated Debris.
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compared with failure rate calculations and conclusions made concerning
the ability of the equations to be used in calculating failure rates.

Similarly, other reliability tests have been performed pertaining to
stock hydraulic actuators using a special-purpose actuator wear test appa-
ratus [14], air compressors for 4000 hr under six different environmental
conditions to correlate the effect of the environment on mechanical
reliability [20], gear pumps and centrifugal pumps [21, 22], impact
wrenches [23], brakes and clutches, a diesel engine-driven rotary vane
compressor mounted on a housed mobile trailer [24, 25], and a commer-
cial actuator assembly [26].

Summary

The procedures presented in the handbook should not be considered as the
only methods for a design analysis. An engineer needs many evaluation
tools in his toolbox and new methods of performing dynamic modeling,
finite element analysis and other stress/strength evaluation methods must
be used in combination to arrive at the best possible reliability prediction
for mechanical equipment.

The examples included here are intended to illustrate the point that
there are no simplistic approaches to predicting the reliability of mechan-
ical equipment. Accurate predictions of reliability are best achieved by
considering the effects of the operating environment of the system at
the part level. The failure rates derived from equations as tailored to
the individual application then permits an estimation of design life for
any mechanical system. It is important to realize that the failure rates
estimated using the equations in the handbook are time dependent and
that failure rates for mechanical components must be combined for the
time period in question to achieve a total equipment failure rate.

It will be noted upon review of the equations that some of the param-
eters are very sensitive in terms of life expectancy. The equations and
prediction procedures were developed using all known data resources.
There is of course additional research required to obtain needed infor-
mation on some of the “cause-effect” relationships for use in continual
improvement to the handbook. In the meantime, the value of the hand-
book lies in understanding ‘“‘cause-effect” relationships so that when a
discrepancy does occur between predicted and actual failure rate, the
cause is immediately recognized. It is hoped that users of the handbook
and the MechRel® software program will communicate observed discrep-
ancies in the handbook and suggestions for improvement to the Naval
Surface Warfare Center.
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Chapter 6
Predicting uptime
of turbomachinery

As the preceding chapters showed, numerical and statistical methods can
be used to identify areas of vulnerability before the analyst is actually
confronted by the hardware and its potential problems. A similar system-
atic reliability evaluation of major turbomachinery and centrifugal pump
components, for example, can warn of potential problems in future or
existing installations.

This chapter presents structured approaches to predicting the reliability
of such major turbomachines as centrifugal compressors and steam tur-
bines, as well as general purpose equipment such as centrifugal pumps.
The major turbomachinery train shown in Figure 6-1 features a steam
turbine driving a low-pressure (LP) and a high-pressure (HP) turbocom-
pressor.

A procedure and a set of curves can be developed to coordinate the
major factors influencing reliability of this type of equipment. These fac-
tors are type of machine, unit size, speed, pressures and temperatures,
coupling effects, number of start—stop cycles, starting cycle time, char-
acteristics of supports, foundation, piping, and the effects of operating
practices and maintenance provisions.

Reliability factors were established to improve the accuracy of equip-
ment evaluations, and to make sure a maximum number of remedies can
be considered quickly. Reliability factor curves presented in the following
pages are based on personal experience and extensive use of references.
Such curves can never be highly accurate, and they can never cover all
possible types of installation. Common sense must be used in their appli-
cation. The curves are given more to outline a systematic procedure than
to provide numbers ready for use.

108
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Figure 6-1. Two-casing oxygen compressor with main and intermediate gearing.
Source: Mannesmann-Demag, Duisburg, West Germany.

Interpretation of Reliability Factors (RF)*

e RF = 2.0 or above: Excellent probability of trouble-free operation.
Breakdown rate is estimated about half that of normal.

e RF = 1.0: Average installation with normal probability of failures
and breakdowns.

e RF = 0.5: Probability of problems is about twice that of normal.

e RF =0.1: Probability of problems is about ten times normal. In other
words, chances of trouble-free operation will be very poor, and time
between breakdowns will be short. Usually, basic changes will be
required to correct the situation.

The interpretation of reliability factors should be valid for individ-
ual components as well as for the overall installation. Table 6-1 gives
a random example to illustrate the procedure. This assumed example
indicates a good overall plant design but poor installation and facilities.
Unusual trouble is not likely to occur. But if it should happen, signifi-
cant improvement could be obtained quickly by correcting the piping and
foundation rather than by looking into couplings, bearings, or other basic
equipment details. Unusual troubles could just as easily develop the other
way around. It depends on where the weak spots of an installation are
located. This same installation could become marginal if it were started
and stopped every day or if it ran at higher speeds or if it were to be
quick-started, etc.

* Adapted from [13]. with the kind permission of the author. John S. Sohre. Turbomachinery
Consultant Ware, Massachusetts 01082.
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Table 6-1

Example of overall reliability determination

Equipment: 10,000 rpm, turbine driven compressors

From the design curves (Figure 6-2)

Type of equipment

Equipment size

Number of bearings in train
Startup time
Maximum pressures

Maximum temperature

Coupling
Casing support

Starting frequency
Multiplied subtotal, design features

Installation (from Figs 6-3 and 6-4)
Piping strains

Pipe supports

Expansion joints

Foundation
Rigidity

Vibration
Vibration isolation

Installation, multiplied subtotal

Operation

Operators

Maintenance personnel
Maintenance facilities
Operation, multiplied subtotal

Turbine

Compressor

Turbine, 5-ft bearing span

Compressor, 1st body 3-ft bearing span
Compressor, 2nd body 4-ft bearing span
6

40 min

Turbine: 600 psi

No. 1 compressor: 75 psi

No. 2 compressor: 300 psi

Turbine: 750 °F

Compressor No. 1: 150°F

Compressor No. 2: 250°F

Gear, curved teeth

Turbine, flexplates, centerline
Compressor No. 1, non-centerline
Compressor No. 2, centerline, sliding
One per year

Turbine: 150% NEMA and API

No. 1 compressor: 100%

No. 2 compressor: 100%

Turbine: springs

Compressor: rack and rod

One poorly restrained joint on
compressor

Mat and slab weak

Non-resonant (weightl x unit weight)

Not isolated, significant non-resonant
transmission

Average
Good
Poor

Total overall reliability of installations: RF = 51.4(0.132)(0.75) = 5.1

1.0
1.5
0.5
0.75
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The example shown would be a relatively easy project to work on.
It would be far more difficult to come up with a solution where all the
factors run close to 1.0. When all factors are 1.0, a random breakdown
is probably involved. Troubleshooting would then require a well-planned
and coordinated effort. Many different symptoms would have to be ana-
lyzed before an improvement could be made.

Factors Influencing Reliability
Type of Equipment (Fig. 6-1)

Electric motor driven units are highly reliable at low speeds. As speeds
and gear ratios increase, double increaser gear trains become necessary.
As units become more and more sophisticated, the reliability drops off
rather sharply. Reliability drop is especially a problem with long equip-
ment trains.

Because of the extremely short starting time with motor driven high-
speed trains, it is practically impossible to supervise the unit during
startup. The short starting time may result in a very high damage level if
trouble occurs. Frequent starting aggravates the situation.

Synchronous motor drives introduce the additional risk of torsional
failure when passing through slip-frequency resonance. Heavy torsional
shock and vibration can be the result of relatively minor malfunctions
during the synchronizing cycle. Other shock and vibration problems are
caused by short-circuit and phase faults. Particularly susceptible are long
trains exposed to frequent starting.

Steam turbines require a considerable amount of auxiliary equipment
such as boilers, piping, or condensers. Auxiliaries affect overall reliability,
but reliability is very high once the unit is running. High speeds present
no more problems than would be expected with a centrifugal compressor,
allowing for some effects of temperature, pressure, and auxiliaries.

Equipment Size (Fig. 6-2)

The faster a machine runs, the smaller it must be. Otherwise problems
of stress, and especially vibration problems, will develop. Critical speeds
and other rotor instabilities become a dominating factor at high speeds.
Situations can arise where it becomes impossible to pass through a critical
phase without risking destruction of the machine. Such conditions are
mainly affected by bearing span. Therefore, the reliability curves are
plotted for various spans.
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For three-bearing machines, the stability of the rotor improves con-
siderably and longer spans can be used. For a given reliability, the
longest span between adjacent bearings can be increased by 10-50%.
Span depends on speed and design features. An increase in span can more
than double the shaft length without loss in reliability. Obviously, there
must be provisions to hold the three bearings lined up nearly perfect under
all normal and abnormal conditions. Otherwise, the reliability can go
down rather than up. Alignment is the major problem with three-bearing
machines.

Number of Bearings in the Train

The reliability of a long train with many couplings will be less than that
of a simple, short unit. Reliability can be expressed by the number of
bearings in the train. If there are gears in the train, multiply the reliabilities
of the low-speed section with the one for the high-speed section to get
an overall reliability.

Startup Time

Quick starts (motor drive) are more likely to damage long trains than short
trains. There is no time to supervise the long unit during the few seconds it
takes to come to full speed. A curve has been included to show the effect
of startup time. Much depends on supervisory instrumentation, protective
devices, starting shock severity, temperature, pressures, surging, switch
gear operation, etc. Individual estimates must be made to include these
factors.

Pressure

The pressure factors are reflected in the reliability curves. Pressures
shown are maximum pressures on the unit. The advantages and disad-
vantages of high-pressure machines are:

Advantages Disadvantages

Compact design Small machines, sensitive to pipe strain

Small distortions  Heavy pipe walls

Small piping Small supports, close together

Small internals High-impact loads on internals
High-thrust load and thrust load variations
Long seals

Thick casing walls
Tight clearances
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Temperature

Temperature is the main offender where reliability is concerned. Most
compressors, gears, and motors are only exposed to moderate tempera-
tures, as compared to turbines. Lower temperatures compensate for some
other shortcomings of motors such as short starting cycle, torsional vibra-
tions, electrical problems, etc.

Temperature can cause distortion of the casing, foot, and foundations
as well as misalignment and problems with pipe expansion. Temperature
inflicts restrictions on materials. Seals are only one example. Material
restrictions affect the entire design philosophy, as well as the efficiency
and life-expectancy of the unit.

Coupling Types

Gear couplings are often considered standard for large, high-speed equip-
ment. At high speeds straight teeth can contribute to certain rotor insta-
bilities. Curved or barreled teeth often give smaller exciting forces on the
rotor. Much depends on the design and coupling quality.

Someone once said: “You can never waste money buying the best
coupling you can get.” This statement is especially true for large, fast
machines and long trains. The problem is not so much that the coupling
breaks down — although this may also happen — but that the coupling
excites the rotor system into vibrations and instabilities which can be very
violent. This excitation is caused by the interaction of periodic tooth fric-
tion forces with the rotor-stator damping system. Other problems, such as
those caused by misalignment or rotor critical speeds, may also be empha-
sized or de-emphasized by variations of coupling design and quality.

Well-designed quill shafts or flexible disk-type couplings are much
lighter. They do not generate the instabilities caused by looseness, friction,
and lubricant contamination or lubricant breakdown, which are inherent in
gear couplings to a greater or lesser degree. This makes flexible, dry-disk
couplings more reliable, especially at high speeds.

Improper installation or poor maintenance can easily cause failures.
Damage to highly stressed quills and membranes is one reason why these
couplings are sometimes not used. Couplings of this type have been used
successfully in aircraft engines, where a very high level of maintenance
control is standard.

Casing Support

A casing support structure is sometimes suspected of causing trouble
in an area where it cannot do much harm or even where it is the best
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type to apply. Each type has its advantages and disadvantages. A rugged
sliding foot support is often best for large, low-speed machines such
as large turbines, gears, motors, generators, and compressors. Centerline
supports become necessary at higher speeds and temperatures. If supports
are of the sliding type, they may bind or lift under pipe forces and
thermal distortion. Also, sliding supports can cause serious vibration.
Flexible plates avoid these problems and are especially advantageous for
relatively small machines running at high and very high speeds. Small,
slow machines are often simply bolted down, because thermal expansions
are small and can be absorbed with little distortion. A bolted machine
has the advantage of ruggedness and insensitivity to piping strain.

Piping Strain (Fig. 6-3)

The effect of piping strain on a machine reduces reliability by:

e causing misalignment and subsequent vibration;

e causing case distortion and subsequent vibration, rubs, case leakage,
and possible cracking;

e causing foundation or base deflection, which may result in misalign-
ment, case distortions, and subsequent vibrations or rubs.

Excessive piping strain may be the result of:

e Thermal expansion and contraction of the pipe, boiler, and machine.
This indicates faulty pipe design. Expansion joints or loops may have
to be installed.

e Improper pipe support. Frequent problems arise from indiscriminate
use of rod hangers — instead of spring hangers — anchors, and other
non-elastic restraints and supports. For correction, disconnect the
piping at both ends and support it on spring hangers, except where
anchors or restraints are required by the pipe design.

Improper pipe installation is very frequently a source of trouble and
hard to find once the pipe is installed. Usually, piping is not properly
lined up at the flanges. If flanges are not parallel when lined up, very
large moments and forces can occur in the casing and at the case supports.
To identify strains caused by flange misalignment, mount dial indicators
at the coupling and supports, disconnect the pipes, and observe the move-
ments. These installation strains are superimposed on thermal expansion
strains.

Cold spring is one source of piping strains. The cold spring usually
encountered is provided by cutting the pipe short by about half the
anticipated thermal expansion. The pipe ends are pulled together and
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Figure 6-3. Effect of piping on reliability. (a) Pipe strain; (b) pipe supports; (c) expan-
sion joints.

welded. Cold spring strain is practically unpredictable, especially the
resultant moments, and quite often the equipment suffers from it.

Expansion Joints

Expansion joints are often useful in low-pressure lines, but they are not
anywhere nearly as flexible as many engineers believe. If expansion joints
are not lined up properly, or indiscriminately exposed to shear or torsion,
the strains on the machinery can cause serious problems. One must also
consider the thrust caused by an unstrained expansion joint. It is equal
to the cross-sectional area at the largest bellows diameter multiplied by
the internal pressure, in psig. Tie rods often used on expansion joints to
absorb the thrust are only effective and harmless when the joint is used
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in shear. If tie rods are used on a joint which is meant to move in tension-
compression, they bypass the joint and make it virtually useless, because
pipe forces are then transmitted through the rods. Or, if restrained only
in one direction, the rods may become loose. Then, the pressure thrust
will act on the machine again, as if the rods were not there.

Settling foundations of machinery, boilers or condensers, can cause
serious pipe strain. Often involved are metal expansion joints between
equipment and condensers (or coolers) and large, low-pressure piping
with little flexibility. Concrete shrinkage and creep also belong in this
category. A 10-ft column shrinks 0.06 in. during the first 6 years. Creep
during the first 2 years is three to four times the original static deflection.

Size and Speed

The faster a machine runs, the more sensitive it will be to pipe strain.

e A high-speed machine is smaller than a low-speed machine.

e Piping is normally sized for flow, regardless of speed. It is there-
fore often large compared to the casing size and support strength.
The result is more severe distortion and misalignment for the faster
machine. Tolerance of a machine for distortion and misalignment
decreases as speed increases.

® As speed increases, the tendency for a rotor to become unstable
also increases. Instability is caused by oil whirl and certain friction-
induced and load-induced whirls. Therefore, a given displacement
which is harmless at low speed can cause instability at high speeds.

e Bearing clearances are small (smaller journals) for high-speed
machines. Thus, bearings are less tolerant of distortion and displace-
ment.

The above factors are reflected in the curves showing the effect of
piping strain on reliability (Fig. 6-3). The piping is assumed to be in
accordance with API and NEMA standards. That is, allowable strains
are a function of casing weight and size and therefore allowable forces
and moments are smaller for fast running machines. The curves show the
effect of excessive strain. This includes all strain regardless of the source
such as installation, support settling, or expansion joints.

Pipe Supports

Pipe supports are shown separately because their effect is pronounced
during startup, shutdown, and load changes. Also, pipe supports are a
significant factor in long-term reliability due to settling, jamming of
springs and slides, or plain aging effects.
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It is unrealistic to base allowable pipe reactions on pipe size only, disre-
garding the size, mass, and speed of the equipment. Such a design allows
the same pipe strain no matter whether the machine is large or small.

Foundation (Fig. 6-4)

The foundation is one of the most influential factors where overall relia-
bility of a unit is concerned. A foundation must:

1. Maintain alignment under all normal and abnormal conditions. The
conditions include soil settling, thermal distortion, piping forces,
vacuum pull, or pressure forces in expansion joints. A heavy and
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Figure 6-4. Effect of foundation characteristics on reliability. (a) Rigidity to maintain
alignment; (b) vibration characteristics; (c) isolation from surroundings.
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rigid mat, the portion resting on the soil, is a key to good alignment.
Other aids to alignment are equal deflections of all columns under
load, as well as mass, continuity, symmetry, and rigidity of the top
slab on which the unit rests. The way the foundation is supported on
the soil, as well as soil characteristics and soil resonances, deserve
special attention.

2. Minimize vibration. The foundation must be as heavy as possible
and non-resonant. If a foundation is resonant, it does not matter
much whether it is a light structure or a heavy one; reliability will
be greatly reduced in either instance.

3. Isolate the unit from external vibrations. For larger or more critical
units, one should provide an air gap filled with mastic sealer all
around the slab and mat. Vibration transmission may be from the
unit to the surroundings or vice versa, and it may be aggravated
by resonance at transmission frequencies. Piping, stairways, and
ducts may also transmit vibration, which should be prevented by
proper isolation. Ground water transmission is often serious. Reli-
ability is reduced when units, especially large ones, are mounted
on baseplates which are then mounted on top of the foundation.
Baseplates introduce an additional member in the system which
increases deflections and vibrations. Usually, deflections and reso-
nant frequencies become unpredictable and have a way of showing
up at the wrong place and at the wrong time. Besides, the base
usually interferes with proper foundation design. Therefore, cost
savings of a unit mounted on a steel frame base should be evaluated
against reduced reliability.

Operation (Fig. 6-5)

The larger and/or faster the unit, the more influence operators will have
upon reliability. One must use one’s own judgment in rating an operating
crew. The main factors include training, intelligence, cooperation, but
especially organization and leadership.

Operating personnel as a factor in reliability may not seem important
at first. One is usually stuck with a given crew when a troublesome job
comes up. But evaluation of operating personnel will tell us how reliable
or foolproof we must make a unit if it is to be operated successfully by
such a crew.

Maintenance Personnel

Maintenance crew evaluation is essentially the same as for an operating
crew. The same factors must be considered together with their economic
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Figure 6-5. Effect of operations and maintenance on reliability. (a) Operating person-
nel; (b) maintenance personnel; (c) maintenance facilities.

effects and calculated risks. To illustrate the effect of maintenance, con-
sider as an example the internal inspection of a high-speed compressor
which may improve the chances of successful operation. With a good
crew one would make the inspection; with a poor crew one would rather
take a calculated risk of a failure up to a certain level of severity. One
can reason that the machine is likely to be worse off rather than better,
after a poor maintenance crew inspects it. Evidently, such a unit will be
considerably less reliable, whether the crew is put to work on it or not.
Maintenance facilities include working conditions with the process
unit as well as shops, tools, availability of spare parts and, last but not
least, availability of instruction books, drawings, and technical data.
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Ruggedness of Turbomachinery

Many people feel that a more massive construction provides higher reli-
ability. Others question this point, believing that one can build a very
light machine with the same reliability as a design weighing many times
as much. Aircraft engines are usually referred to, and one can hardly
argue the point that they are highly reliable. The question seems to be
mainly whether or not the necessary sophistication went into a lightweight
machine, to make up for the obvious advantages of mass and rigidity.
This can only be decided by looking at the respective designs.

However, this item seems to receive increasing attention and it was
suggested by a specialist that the massiveness metal content of a machine
can be expressed in some comparative form, to allow evaluation. To do
this, the weight not contributing to ruggedness must be disregarded.

Length is perhaps the most critical dimension of high-speed machines.
A short machine is more reliable than a long one. If we calculate the
weight per inch of turbine, this should tell us a good deal about its
construction. For example, a turbine for the same speed, efficiency, and
conditions can be built with, say, six or nine stages, depending on the
thermodynamics and hardware sophistication. The shorter machine will
be more compact and will have a greater average weight per inch of
length, although the total weight may actually be less than that of the
longer unit. Design sturdiness experienced by parameters such as wall
thickness or mass will also be reflected in this number. Speed has an
effect because as speeds go up machines get smaller in diameter.

Weight per inch has been plotted for several units in Figure 6-6.
This figure covers several turbine generators from 3000 to 22,000 kW
and several high-speed compressor drives in the 2000-15,000 hp range,
both condensing and non-condensing. Five machine types of different
manufacture are included. Most machines are of average to heavy design.
Therefore, the curves indicate fairly heavy construction.

Weight used in the weight per inch ratio is overall weight of the
installed turbine, including control valves, trip, and throttle valve, but not
baseplates, oil tanks, and the like. Length used is overall body length.
But the length does not include small protrusions such as protruding shaft
ends, valves, or flanges.

To get a somewhat better feel of the actual metal content of a tur-
bine, the equivalent solid diameter (steel) has been plotted in Figure 6-7.
Equivalent solid diameter is the diameter if the whole turbine were com-
pacted until no air remained inside and then made into a round bar of
the same length and weight as the turbine. Equivalent solid diameters
are surprisingly large. Another way of looking at this is to multiply the
weight per inch with the rated speed as a parameter of diameter. This
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gives us a factor which is independent of speed (since weight per inch
appears to vary as a linear function of speed). We can call this factor a
Mass Concentration Factor (MCF). Then:

Total turbine weight (Ib)

MCF = - -
Total turbine length (in.)

x (rated speed, rpm)

For machines of comparable ruggedness of construction this factor
remains surprisingly constant for a wide variety of designs and speeds.
The upper curves (condensing turbines) are plotted for an MCF of
2.0 x 10°. Non-condensing turbines appear to be about 10-20% lighter,
with an MCF of 1.6 —1.8 x 10°.

Examples

A condensing turbine compressor driver with a 6000-hp rating
operates at 8000rpm with W = 256,0001lb and L = 76in. MCF =
(26,000/76)(8000) = 2.74 x 10°. This is an unusually heavy machine.

Another condensing turbine compressor drive has a 5000-hp rating
and operates at 8300 rpm with W = 20,0001b and L = 108in. MCF =
(20,000/108)(8300) = 1.54 x 10°. This is a long, relatively lightly con-
structed machine.

The group of light machines in the low-speed area represents small
units with many stages, which are often used for this type of service.

We should use the description above only as a guide to help assemble
meaningful data which can then be interpreted to suit individual pref-
erences and requirements. Compressors and other machinery equipment
can be evaluated in a similar manner. Reliability curves can then be
plotted to include these factors in the overall evaluation of a unit. A sim-
ilar approach can be employed to determine the probable reliability of
centrifugal pumps.*

Application Issues for Centrifugal Pumps

Application issues may be divided into two categories: optimum selec-
tion of a pump size and optimum selection of auxiliary equipment
(i.e., mechanical seals, lubrication methods, bearings, couplings, etc.). In
this section we will focus on size selection when applied to pumps of

* Contributed by Maurice Jackson (Tennessee Eastman Company) and Barry Erickson (then with
Durco Pumps).
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SELECTED PUMPS
Pump RPM  Impeller (in.) TDH (ft) Horsepower NPSH Req'd (ft)  %Eff.
3 x2-8 3550 7 158 18.2 11.1 66
3x2-13 1750 12 78 153 18.5 5.6 62
4x3-13HH 1750 12 s 154 19.1 4.0 61
3x2-10A 3550 7 s 157 19.8 15.0 60
4x3-13 1750 12 2 153 19.8 4.5 58

Figure 6-8. Pump selections.

a given design (i.e., from a single manufacturer) operating on a given
service. We will not consider the effects of different services at this time,
nor will we discuss selection of auxiliary equipment.

When selecting a pump, one of the first things a user does is to
determine the head and capacity required. After deciding on a supplier
and a product line, the user must still select the pump size that will handle
the duty. As an example, Figure 6-8 lists five ANSI pump sizes from a
single manufacturer that could be selected to handle a duty of 300 gpm at
150 ft. Review of the options indicates that the first pump, a size 3 x 2 —8,
would probably be the least expensive because it is smaller. Because it
draws the least horsepower (18.2), it would have the lowest operating
cost. Figure 6-8 does not provide any information regarding the relative
reliability of the five selections.

Customer ...... ........ Chemical Company A
Pump Service .. ........ Solution x Circulator
Flow ................... 300 gpm

TDH .......... ... ... 150 ft

NPSH Available ........ 17 ft

Specific Gravity ........ 1.0

Viscosity ............... 1.0cp

This is an interesting situation because maintenance expense can be
the major cost item in the life-cycle cost of a pump. Several surveys
have shown that the average mean time between repairs for an ANSI
pump is 15 months. The average repair cost cited by users is $2500 per
repair. This figure does not include burden, overhead expenses, and lost
production. Because the average cost of a small ANSI pump is in the
$4000 range, the repair costs will exceed the initial cost in considerably
less than 3 years.
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Pump Selection Reliability Factors

From a reliability point of view there are three major factors that affect
the selection: operating speed, impeller diameter, and flow rate. As in the
case of major turbomachinery, method of assigning a numerical value for
each factor is proposed. This value allows ranking the relative reliability
of alternative pumps on each factor. The numerical values range between
zero and one, higher values indicating more-reliable selections. Because
a poor ranking on any one factor can significantly affect the reliability
of the pump, an overall reliability index is formed by taking the product
of the three individual factors. This product will be referred to as the
Reliability Index (RI).

RPM (Fg). The operating speed affects reliability directly through wear
in rubbing contact surfaces (mechanical seals and shaft seals), bearing
life, heat generated by the bearings and lubricants, and wear caused by
abrasives in the pumpage. For most of these items the rate of wear has a
linear relationship to the pump RPM. Thus the RPM factor is taken as a
linear function of operating speed. Figure 6-9 illustrates this factor. The
starting and ending points for the relationship are set as zero RPM and
the maximum RPM for which the pump is designed, because reliability
is a function of the basic design.

RPM FACTOR Fg

1.1

0.9

0.8

0.7

0.6

0.5

0.4

RELIABILITY FACTOR Fg

0.3
0.2

0.1

0 20 40 60 80 100
RPM — % of MAXIMUM DESIGN

Figure 6-9. RPM factor.
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A value of 0.2 is assigned to the RPM factor when application is at
maximum design RPM. This value was arrived at by recognizing that
the index is a comparative rating. The maximum and minimum values
of the parameter affect how each parameter is weighted relative to the
other parameters. Although the value of 0.2 is somewhat arbitrary, it does
ensure that RPM is weighted equally with the other parameters. It was
also found that the final index values are not very sensitive to this value.

For example, if a given pump was designed to operate at a maxi-
mum speed of 3500 rpm, an application at 3500 rpm would be assigned
F,=0.2. If the same pump was applied at 1750rpm, the value of F,
would be assigned a value halfway between 0.2 and 1.0, or 0.6 (the speed
is one-half the maximum).

Impeller diameter (F). The impeller affects reliability through the loads it
imposes on the shaft and bearings. Impellers produce two types of loads:
one that is relatively steady in both magnitude and direction, and a second
which is variable in both magnitude and direction. The first is a result
of non-uniform pressure distribution in the casing. It produces a shaft
deflection in one direction that causes the mechanical seal faces to run
off-center but not wipe radially (for most seal designs). The second load
is a result of the interaction between the impeller vanes and the casing
discharge tongue. It produces a deflection as each vane passes the tongue
or cutwater. This second effect can be very damaging because it contin-
ually causes the seal faces to move radially relative to each other. The
magnitude of this movement may be greater than the steady deflection.

Both loads are related to the impeller diameter in a cubic manner; thus
they decrease rapidly as the impeller diameter is reduced, and reliability
increases equally rapidly. But, as the diameter is further reduced, the
possibility of encountering suction recirculation and resulting random
loads increases. Because suction recirculation occurs at the pump inlet
where fluid energy levels are lower than at the exit, the loads produced by
recirculation are not as great as those produced by the impeller/discharge
interaction. Consequently, there is an optimum diameter that is closer
to the maximum diameter than to the minimum. An optimum diameter
maximizes reliability. Because the loads produced by recirculation are
less severe at lower RPM, F), is made a function of RPM. Figure 6-10
illustrates the variation of the diameter factor. The optimum diameter is
taken as 75% of the trim range (25% from maximum).

Thus a pump with an impeller diameter trim range of 10-6in. would
be assigned a value of F,, = 1.0 when trimmed to 9in. at any speed.
When trimmed to a maximum diameter (10in.), F;, would be assigned a
value of 0.0 if operation was at the maximum design RPM, and 0.5 when
operating at one-half of maximum RPM.
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Flow rate (Fy). A centrifugal pump is designed to operate most reli-
ably at one capacity for a given RPM and impeller diameter. This flow
rate is called the best efficiency point (BEP). At this flow, hydraulic
loads imposed on the impeller are minimized and are steady. At flows
greater than or less than the BEP, the hydraulic loads increase in inten-
sity and become unsteady because of turbulence in the casing and
impeller. These unsteady loads have the same effect on reliability as the
impeller/discharge loads discussed above. In order to measure the effect
of these loads, a series of tests were conducted on a pump. The tests
involved varying the following parameters:

e RPM

e Impeller diameter

e Flow rate

e Pump shaft to motor shaft alignment
e NPSH margin

Vibration at the bearings was selected as a convenient direct indication
of relative shaft motion. Figure 6-11 presents the vibration levels averaged
over the range of the parameters as a function of flow rate. This figure
shows that the vibration at BEP is 60% of the level at 10% of BEP, and
is 45% of the level at 120% of BEP. Thus, if a reliability factor for flow
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Figure 6-11. Bearing housing vibration versus flow rate.

is assigned a value of 1.0 at BEP, then values of 0.60 at 10% of BEP and
0.45 at 120% of BEP are appropriate for this pump.

Experience with pumps of a variety of sizes has shown that smaller
pumps vibrate less when throttled back on their curves than do larger
pumps. This is probably attributable to smaller pumps being more rugged
relative to the imposed loads than larger pumps. Thus the reliability
factor for flow rate was made dependent on BEP capacity. Figure 6-12
illustrates the F,, function.

A pump selected at BEP capacity is assigned Fj, = 1. A small pump
(BEP <50 gpm) is assigned F,, = 0.5 when operated near shutoff. A large
pump (BEP >3000 gpm) is assigned F, = 0 when operated near shutoff.
For all pumps, F, is assigned a value of zero when applied at flows greater
than 125% of BEP. This is done in recognition of rapidly increasing
NPSH as well as high impeller loading.

Reliability index (RI). The Reliability Index is formed by the product of
the three individual factors:

RI =Fy x F, x F,

Values will range from O to 1, with higher values indicating greater
reliability. Because this factor does not take into account design char-
acteristics, it cannot be used to compare pumps of different designs. Its
value is in assisting in the selection of the most reliable pump of a given
design.
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An example of the use of the Reliability Index is given in Figure 6-13.
This figure lists the five pumps identified in Figure 6-8 that could be
selected for a duty of 300 gpm at 150ft. In Figure 6-13, these pumps
are ranked using the Reliability Index. The fourth column lists the RI
for each pump. The size 3 x 2-13 pump has the highest index value,
primarily because it operates at less than its maximum design speed. The
3 x2-10 A pump has an RI of zero because of its selection at 125% BEP.
It can be seen in the next to last column in Figure 6-13 that the NPSH
for this pump is considerably higher than the others.

Columns labeled “Cost Factor” and “Energy Factor” are provided to
assist in making the final selection. The Cost Factor is the ratio of the cost

RI Dia. Cost Energy NPSHp NPSH ,
Pump Size. D RPM Factor Fp Fp, Fyp Ratio Q/Qbep Factor Factor  (ft) (ff)

3x2-8 7.0 3550 024 04 096 0.63 0.63 1.15 1.00 1.00  11.1 17
3x2-13 12.6 1750 044 0.7 0.63 1.00 091 1.00 1.49 1.02 5.6 17
4x3-13HH 12.1 1750 033 04 096 087 078 0.58 1.97 1.05 4.0 17
3x2-10A 7.1 3550 —0.00 0.4 0.66 —0.00 0.28 1.25 1.11 1.09 15.0 17
433-13 12.5 1750 0.17 04 050 0.83 088 0.52 1.86 1.09 4.5 17

Figure 6-13. Reliability optimized pump selection.
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of a given pump to the cost of the least expensive one. The Energy Factor
is the ratio of the operating horsepower to that of the pump with the least
operating horsepower. These two columns indicate that the size 3 x 2-8
pump has the least initial cost and the least operating expense. The most
reliable pump, size 3 x 2-13, would cost 49% more initially than the
3 x 2-8 and would have an annual operating cost 2% greater. The user now
has significant additional information upon which to base his selection.

Comparison with Field Experience

In order to make full use of this additional reliability information, it
is necessary to develop a relationship between RI and the mean time
between failure (MTBF). This could possibly be done through laboratory
testing, although simulating field operation in a laboratory environment
is often difficult. The alternative is to use field reliability data. While
obviously preferable, this requires not only good information on actual
field experience, but also a field data base that is not affected by other
poor application practices.

In the industrial case history given here, a search was made for suitable
field data; it yielded two sets of usable data. In both instances, all pumps
involved were of the same manufacture and design; they were all installed
similarly and used the same mechanical seal. The fluids pumped were not
the same, and the duty cycles are not fully known. Figure 6-14 is a scatter
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Figure 6-14. Field reliability data.
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plot of the measured MTBF versus RI for Site A. While at first glance
the data appear to exhibit random scatter, a detailed investigation of the
raw data reveals otherwise. The following significant factors should be
recognized:

e The data represents history on pumps that were installed within a
3-year period, but not all had been in service for 3 years. None of
the pumps on the right-hand side of the figure (those with an MTBF
greater than 20 months) had experienced a failure. Thus these data
points may begin to show scatter as operating time increases.

e Those pumps with a MTBF less than 10 months and with Reliability
Indices above 0.2 were in a variety of slurry services. The remainder
of the pumps were in less severe services. Because slurry service
will affect MTBF significantly, those data points are not comparable
with the remainder.

Despite these shortcomings in the data, there is a general correlation
between MTBF and the Reliability Index. If the slurry service duties
are ignored, then a much clearer correlation exists. Note that the only
pump with a zero value for RI exhibits frequent failure, whereas the
more-reliable pumps have higher Reliability Indices.

Figure 6-15 is a scatter plot from a second field site. Again, there is
considerable scatter, but the general trend is apparent. It is significant
that the two pumps for which RI is zero also exhibit very poor reliability.

Effective testing of the proposed index against field data requires better
control of the field operating parameters than is usually possible. Param-
eters such as NPSH margin, presence of entrained gases, and operating
excursions away from the nominal duty point are not addressed in the
index but are important factors in determining reliability.
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Figure 6-15. Field reliability data



Predicting uptime of turbomachinery 133

Although these field data are insufficient to permit developing an abso-
lute relationship between RI and MTBF, the correlation is encouraging,
considering the different services. At present, the proposed Reliability
Index is restricted to comparing the relative reliability of different pumps
applied in the same service. Despite this restriction, the index does address
an important aspect of pump application — optimizing the choice from
multiple offerings. This index has been used to select pumps on at least
two large projects.

Summary

A mathematical formulation of a Reliability Index is a reasonable indi-
cator of the relative reliability of different pump sizes operating on the
same service. The index accounts for the effects of operating speed,
impeller diameter, and flow rate. Laboratory vibration data were used to
correlate the effects of flow rate. Theoretical correlations were applied
for operating speed and diameter.

The index was tested against field data from two sites. Although a strong
correlation was not demonstrated, the following conclusions can be drawn:

e Pumps for which the Reliability Index is zero demonstrated very
poor reliability.

e Barring severe operational parameters, reliability indices above 0.2
correlated with longer MTBF (20 months).

e Reliability is influenced by operational and installation parameters
as much as by application factors.

Bibliography

1. Sohre, J. S., Transient Torsional Criticals of Synchronous Motor Driven, High Speed
Compressor Units. ASME paper 65-FE-22.

2. Gunter, E. J., Jr., Dynamic Stability of Rotor-Bearing Systems. NASA SP-113.4.5.
Washington, D.C.: US Government Printing Office.

3. American Standard Code for Pressure Piping. ASME, 345 East 47th Street, New York
10017.

4. NEMA Approved Standards, Piping for Turbine-Generator Units, and for
Mechanical-Driven Steam Turbines. NEMA, 155 East 44th Street, New York 10017.

5. API Standards 615 (Turbines) and 617 (Compressors). American Petroleum Institute,
50 West 50th Street, New York 10017.

6. Sohre, J. S., Foundations for High-Speed Machinery. ASME paper 62-WA-250.

7. Sohre, J. S., Operating Problems with High-Speed Turbomachinery, Causes and
Correction, 3rd revision. Originally presented at ASME Petroleum Mechanical Con-
ference, 1968.



134  Maximizing machinery uptime

8. Pollard, E. L., Torsional Response of Systems. ASME paper 66-WA/Pwr-5.
9. Naughton, D. A., Preventable Accidents to Turbines and Speed Increasing Gear Sets.
Hartford, Connecticut: The Hartford Steam Boiler Inspection and Insurance Co.

10. Huppman, H., Das Hydrodynamische Gleitlager im Grossmaschinenbau. Referat #11,
Allianz Versicherungs AG “Der Maschinenschaden,” 8 Miinchen 22, Postfach 220,
Germany.

11. Bahr, H. C., Recent Improvements in Load Capacity of Large Steam Turbine Thrust
Bearings. ASME paper 59-A-139.

12. Schmitt-Thomas, K. G., Das Zusammenwirken von Korrosion und mechanischer
Beanspruchung an metallischen Werkstoffen bei der Auslosung von Schéden. Allianz
Versicherungs AG.

13. Sohre, J. S., Turbomachinery Analysis and Protection. Proceedings of the 1st Turbo-
machinery Symposium, Texas A&M University, College Station, Texas, 1972.



Chapter 7
Failure mode and effect analysis*

Failure Mode and Effect Analysis (FMEA) is a name given to a group
of activities which are performed to ensure that all that could potentially
go wrong with a product has been recognized and that actions are taken
to prevent things from going wrong.

In the 1960s, the moon flight program engineers, faced with stagger-
ing consequences of malfunctioning space vehicles, devised a method of
forecasting the problems that could occur with every component. They
were thinking beyond the normal design considerations, all the way to the
most bizarre situations one could devise. They did this in long and con-
centrated brainstorming sessions. The result of this approach contributed
to the success of the moon landing in 1969.

With the decline of the space program in the early 1970s, many NASA
engineers found jobs in other industries and brought failure forecasting with
them. The technique became known eventually as the FMEA. In 1972,
NAAO, aQuality Assurance organization, developed the original reliability
training program which included a module on the execution of FMEA.

Although good engineers have always performed an FMEA type of
analysis on their designs, most of their efforts were documented only
in the form of their final parts and assembly drawings. Repetition of
past mistakes, however, was possible, because people were assigned to
other tasks, left the company, etc. With liability insurance besieging, for
instance, the automotive industry in the 1970s, FMEA became a natural
tool to lower the occurrence of failures. Since that time, the discipline has
been spreading among the multibillion dollar companies. In turn, these
large companies have been pressing their suppliers to adopt FMEA to
improve the reliability of their products.

* Adapted from a paper presented by S. R. Jakuba, S. R. Jakuba FMEA Consultants, at the 1987
Spring National Design Engineering Conference, ASME. By permission of the author.
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The Process

Fully implemented, the FMEA process is applied to each new product
and to any major change of an existing product. The FMEA documents
become an integral part of the product design documentation and are as
such continuously updated.

The FMEA process is used to ensure that all problems that could
possibly occur in the design, procurement, and servicing of a product
have been considered, documented, and analyzed.

In this regard, the Product Engineering organization has the responsi-
bility for product performance criteria establishment, and product design
and development, which includes consideration of manufacturability,
service-ability, and the user’s potential misuse. The Manufacturing orga-
nization has the responsibility for the fabrication or purchase of a product
to an engineering drawing and specification. The Marketing, Sales, and
Service organization has the responsibility for technical support of the
product after sale.

Accordingly, there are three independent FMEA documents dealing
with the three different aspects of the process. The Design FMEA lists
and evaluates the failures which could be experienced with a product and
the effects these failures could have in the hands of an end user. The Man-
ufacturing FMEA lists and evaluates the variables that could influence the
quality of a particular process. The Service FMEA evaluates service tools
and manuals to ensure that they cannot be misused or misrepresented. In
the following, we deal with the Design FMEA procedure only.

Design FMEA

The Design FMEA identifies areas that may require further consideration
of design and/or test. It captures and implements design inputs, some of
which might otherwise not be made, and, if made, might get lost. They
include inputs from other departments such as Manufacturing, Sales,
Purchasing, Service, Reliability, and Quality Assurance. Combining the
different viewpoints and experience not only improves the design of a
machinery product but also improves the acceptance of it throughout the
company and in the field.

The Design FMEA, further referred to as FMEA, is initiated after a
conceptual design has been finalized. It should be substantially completed
before the production hardware is made, to ensure that the Production
Release documentation includes the FMEA inputs and that the potential
benefit of the FMEA information is fully utilized. Subsequent changes to
a product should also be incorporated. FMEA documentation should be
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periodically updated to record the changes and their impact on reliability
and risk.

The FMEA is initiated by the engineer responsible for release of the
product for manufacturing after he has determined that the product as
designed will perform to the performance specification, can be made and
assembled to print, and is serviceable and “foolproof.”

The objective in performing the Design FMEA is to:

e find whether the performance specification is proper and complete;

e find if and how the design could be inadequate both to the design
intention as well as for reasons of overload, contamination, weather
extremes, manufacturing variations, serviceability, customer misuse,
or negligence, etc.;

e cvaluate the consequences of a marginal product reaching a customer;

e quantify risk;

e identify the need for corrective actions and to assign priorities for
their execution;

¢ implement and follow agreed-upon actions.

Definitions and FMEA Forms

The following definitions apply:

Failure mode The manner in which a part or system fails to
meet the design intent

Effect of failure The experience the owner encounters as a
result of a failure mode

Cause of failure An indication of a design weakness

Cause prevention The in place and scheduled design
verifications and quality assurance
inspections

Severity ranking A subjective evaluation of the consequence of
a failure mode on the end user

Occurrence ranking A subjective estimate of the likelihood that if

a defective part is installed it will cause the

failure mode with its particular effect
Detection ranking A subjective estimate of the probability that a

cause of a potential failure will be detected

and corrected before reaching the end user
Risk Priority The product of severity, occurrence, and
Number (RPN) detection rankings
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Failure mode, effect of failure, and cause of failure serve to document
all that could fail, how the failure would be perceived if it happened,
and what could cause it. The cause prevention serves to document all
existing and firmly scheduled measures intended to assure that the cause
of a failure has been eliminated. Severity ranking, occurrence ranking,
and detection ranking provide a numerical means of stating a subjective
estimate of the respective parameters. Typically, on a scale of 1-10, the
rankings represent a number which reflects how severe the effect of a
failure is, how likely the failure is to happen, and how unlikely the cause
of failure is to pass undetected.

The Risk Priority Number (RPN) is the number resulting from the
multiplication of the three rankings. Risk Priority Number allows priori-
tization of the actions that need to be performed to lessen the risk.

Tables 7-1a and b illustrate a typical FMEA form. There is no one
FMEA form that suits all companies and all applications. The first four of
the above categories are, however, almost always present. Also, the form
always contains a space for information needed to identify the product,
such as drawing number, product application(s), where it is made, and its
function. There should also be a space for the listing of corrective actions.
The corrective actions are recommended by the FMEA participants, and
regardless whether they will be pursued or not, they should all be recorded
on the form.

Finally, there should be a space for the name of a person responsible
for the implementation of a corrective action.

Procedure

The Design FMEA procedure is an integral part of a product develop-
ment. The engineer responsible for the product should make entries on
the FMEA forms, listing his thoughts and reasoning concurrently with
performing the other design and test activities. It is important that infor-
mation written on the forms is concise, clear, and systematically arranged,
because people unfamiliar with both the product and FMEA will later
read and evaluate the entries. If the entries are vague or incomplete, the
potential of the FMEA effort will not be realized; not only will the time
of several people be wasted but also potentially dangerous problems may
be overlooked.

Experience indicates that it is more cost-effective not to perform an
FMEA at all than to produce a vague, half-hearted one. A certain writing
and organizational talent is needed to produce the FMEA document. Not
every engineer has the talent, and not every engineer is willing to devote
the time needed for researching all the information, and write and rewrite
it until it conveys the relevant message in just three or four words.



Table 7-1
An FMEA form — Sheet 1 of 2

Failure Mode and Effect Analysis (FMEA) Sheet No. of
System: Component:
System status: Component status: Operating conditions: Documentation:

1 2 3 4 5 6 7 8 10 11 12
Basic ° Failure
failure S = assessment
mode/ Failure ) "% and

Part/ Failure possible detection Available Failure § 54 3 E recommended
No. function mode cause (surveillability) countermeasures effects oA A K action
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Table 7-1
An FMEA form — Sheet 2 of 2
Failure Mode and Effect Analysis (FMEA) Sheet No. of
2 3 4 5 6 7 8 10 11 12
Basic o Failure
failure S = assessment
mode/ Failure g2 '% and
Part/ Failure possible detection Available Failure § % g E recommended
No. function mode cause (surveillability) countermeasures effects OCwm A X action
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When production drawings are available the engineer contacts the per-
son responsible for the FMEA activities. Together they select the people
who should review the FMEA drafts, and amend and rank the entries.
The selection of the reviewers is done on the basis of their qualifi-
cation both with respect to their knowledge of the product and their
ability to contribute to the FMEA process. The selected participants are
briefed on the product and on the duties expected of them in the FMEA
process.

After they have had a chance to study the FMEA documents, gather
information related to their involvement with the product and call an
FMEA meeting to amend and rank the entries. The meeting may last
several days, so its timing must be planned. During the meeting all the
entries on the form are reviewed, recommended actions confirmed, and
priorities assigned.

When managerial approval of the recommended actions is obtained,
the actions are given deadlines. The control of the completion is assured
by entries on the FMEA form, usually on a separate, shorter form, which
lists the approved actions only.

It can generally be said that the training of the FMEA participants, and
the effort involved in performing FMEA is substantial. The benefits of an
FMEA are reliability enhancement and cost avoidance, not a measurable
saving in the bottom line. Therefore, to be carried through in an effective
way, the FMEA activities require the unconditional commitment of the
management and a dedicated leadership.

The FMEA technique provides the means of presenting one’s thoughts
in a methodical way. The objective is to document all potential flaws
of a product, evaluate the risks associated with each, and prevent the
occurrence of high risks.

The benefits of the FMEA process extend clearly beyond the design
aspects of a machinery product. It enables the designer and owner to gain
a deeper knowledge of the product. Further, it increases the awareness of
the product features by all involved parties and it provides a basis for an
assessment of reliability, maintainability, and safety of similar or newly
designed products.

Examples

In the preceding paragraphs we have seen that an FMEA produces the
following results:

e [t identifies potential and known failure modes.
o [t identifies the causes and the effects of each failure mode.
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e [t prioritizes identified failure modes according to frequency of
occurrence, severity, and defect formation.
e [t allows to plan for problem follow-up and corrective action.

An effective FMEA depends on certain key steps. (We refer our readers
to completed examples on pp. 151 and 153). The essential steps are as
follows:

1. Describe the anticipated failure mode. The analyst must ask the
question: “How could this part, system or process fail? Could
it break, deform, wear, corrode, bind, leak, short, open, etc.?”
Table 7-2 and the following list of failure mode functions may serve
as a guide:

1.1 Fails to open — complete or partial
1.2 Fails to remain — in position
1.3 Fails to close — complete or partial
1.4 Fails to open
1.5 Fails to close
1.6 Internal leakage
1.7 External leakage
1.8 Fails out of tolerance
1.9 Erroneous output
1.10 Reduced output
1.11 Loss of output

— thrust

— indication
— partial

— false

1.12 Erroneous indication
1.13 Excessive flow

1.14 Restricted flow

1.15 Fails to stop

1.16 Fails to start

1.17 Fails to switch

1.18 Premature operation
1.19 Delayed operation
1.20 Erratic operation
1.21 Instability

1.22 Intermittent operation
1.23 Inadvertent operation
1.24 Rupture

1.25 Excessive vibration
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Table 7-2
Failure mode: Basic
2.1 Part/element level 2.2 Assembly level
2.1.1 Force/stress/impact 2.2.1 Force/stress/impact
1. Deformation 1. Binding
2. Fracture 2. Seizure
3. Yielding 3. Misalignment
4. Insulation rupture 4. Displacement
2.1.2 Reactive environment 5. Loosening
1. Corrosion 2.2.2 Reactive environment
2. Rusting 1. Fretting
3. Staining 2. Fit corrosion
4. Cold embrittlement 2.2.3 Temperature
5. Corrosion fatigue 1. Thermal growth/contraction
6. Swelling 2. Thermal misalignment
7. Softening 2.2.4 Time
2.1.3 Thermal 1. Cycle life attainment
1. Creep 2. Relative wear
2. Cold embrittlement 3. Aging
3. Insulation breakthrough 4. Degradation
4. Overheating 5. Fouling/contamination
2.1.4 Time 6. Plugging
1. Fatigue
2. Erosion
3. Wear

4. Degradation

The investigator is trying to anticipate how the design being con-
sidered could possibly fail. At this point, he should not make the
judgment as to whether or not it will fail, but concentrate on how it
could fail.

2. Describe the effect of the failure. The analyst must describe the
effect of the failure in terms of owner reaction. In other words
“What does the operator experience as a result of the failure mode
described?” For example, in considering the failure mode of a
diaphragm coupling in a high-speed turbine-driven process com-
pressor application (Fig. 7-1a), the analyst would have to determine
how this would affect the operation. Would there be a sudden accel-
eration of the turbine and would its overspeed protection device
properly respond by activating the steam shut-off valve? Is there a
need for a redundant emergency drive for safe run-down?

3. Describe the cause of the failure. The analyst will now anticipate
the cause of the failure. Would temporary overload cause the cou-
pling diaphragm failure? Would environmental conditions cause a
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Figure 7-1. (a) Diaphragm coupling (Koppers, Bendix similar); (b) diaphragm coupling with emergency back-up gear drive (Bendix,
Koppers similar).
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problem? In short, the analyst investigates what conditions could
bring about the failure mode. He concentrates on “FRETT,” the pos-
sible effects of excessive Force, a Reactive Environment, abnormal
Temperature and excessive Time.

4. Estimate the frequency of occurrence of failure. The analyst must
estimate the probability that the given failure mode will occur. He
assesses the likelihood of occurrence, based on his knowledge of
the system, using an evaluation scale of 1-10. An 1 would indicate
a low probability of occurrence, whereas a 10 would indicate a near
certainty of occurrence.

5. Estimate the severity of the failure. In estimating the severity of the
failure, the investigator weighs the consequence of the failure. An 1
here would indicate a minor nuisance, whereas a 10 would indicate
a severe consequence such as “turbine run-away” or “stuck at wide
open governor valve.”

6. Estimate failure detection. The investigator will now proceed to
estimate the probability that a potential failure will be detected
before it can have any consequences. He will again use a 1-10
evaluation scale. An 1 would signal a very high probability that a
failure would be detected before serious consequences would arise.
A 10 would indicate a very low probability that the failure would
be detected and consequences therefore would be appreciable. For
instance, a failure of the above described diaphragm coupling might
be assigned a detection probability of 10 because it would happen
suddenly, without any detection possibilities. Similarly, a diaphragm
coupling with an emergency run-down feature (Fig. 7-1b) would
be assigned a detection probability of 4, because upon diaphragm
failure there would be a detectable noise to allow initiation of
contingency measures. Finally, the failure of the auxiliary resetting
lever of the steam turbine overspeed trip system (Fig. 7-2) might
be assigned a detection number of 1 for obvious reasons.

7. Calculate the risk priority number. The RPN obviously provides
a relative priority of the anticipated failure mode. A high number
indicates a serious failure mode. Using the risk priority numbers, a
critical items summary can be developed to highlight the top priority
areas that will require action.

8. Recommended corrective action. It is vital that the analyst takes
sound corrective actions, or sees that others do the same. The
follow-up aspect of the exercise is clearly critical to the success of
this analytical tool. Responsible parties and timing for completion
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Figure 7-2. Hydraulically actuated steam turbine overspeed trip system.
Source: United Technologies Elliott, Jeannette, PA.
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should be determined for all corrective actions. The decision tree
in Figure 7-3 can be used when deciding on corrective actions as a
result of an FMEA.

The FMEA Form

The FMEA form (Tables 7-1a, b) may be used for machinery parts or
assembly and systems failure mode and effect analysis. In order to com-
plete the form the analyst needs the following information:

e system specifications;
e description of function, flow sheets, and drawings;
e description of operating conditions.

This information is entered into the appropriate rows. Components and
their failure modes are numbered for identification (see column 1). Part,
system, or process function are entered into column 2; failure mode into
column 3; failure mechanisms and possible causes into column 4. Failure
mechanisms in this context are more detailed explanations of the failure
mode in terms of expanding on the mechanical, physical, or chemical
mechanisms leading to the anticipated failure mode.

Failure causes should be listed as far as they are assignable to each
failure mode. It would be well to assure that the list is all-inclusive so
that remedial action can be directed at all pertinent causes. Examples of
causes are as follows:

1.0 Design stage

1.1 Wrong material selection, i.e. brittle when cold
1.2 Wrong design assumptions, i.e. design temperature too low
1.3 Design error

2.0 Materials, manufacturing, testing, and shipping

2.1 Material flaw, i.e. inadequate plating thickness

2.2 Improper fabrication, i.e. inferior welding quality

2.3 Improper assembly, i.e. insufficient torque (fastener)

2.4 Inadequate testing, i.e. not tested at operating conditions
2.5 Improper preparation for shipment, i.e. part allowed to rust
2.6 Physical damage, i.e. damaged in transit

2.7 Insufficient protection, i.e. part or assembly dirty

3.0 Installation, commissioning, and operation

3.1 Improper foundations, i.e. foundation sagging
3.2 Inadequate piping support, i.e. piping deflects machinery
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Figure 7-3. Decision tree for corrective action after FMEA.
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3.3 Wrong final assembly, i.e. built-in misalignment
3.4 Improper startup, i.e. shaft bow in steam turbines
3.5 Inadequate maintenance, i.e. build-up of dirt

3.6 Improper operation, i.e. no lubrication

4.0 Basic failure modes (FRETT)

4.1 Failure due to high forces, stresses, and impact, i.e. broken stem
on gate valve

4.2 Failure due to reactive environment, i.e. corroded casing on
pump

4.3 Failure due to thermal problems, i.e. thermal rise causes
misalignment

4.4 Time-dependent failures, i.e. aging causes O-ring leak

Column 5 shows the possibilities of failure detection, such as for
instance automatic annunciation, inspections, and functional tests. Col-
umn 5 provides information on surveillability. Column 6 may con-
tain information about appropriate countermeasures already available by
design. These would be all measures and features contributing to limiting
or avoiding the consequences of an anticipated failure mode. Examples
are spare devices, redundancy designs, switch-over features, and devices
which will limit consequential damage. When entering failure effects
into column 7 we assume that the countermeasures listed in column 6
are effective. Effects of failure should be expressed in terms of operator
reaction. The following will serve as a guide:

10.
11.
12.

e e

. No effect.
. Loss of redundancy, i.e. failure of one of dual shaft seals.
. Functional degradation, i.e. excessive operating effort.

Loss of function, i.e. pump does not deliver.
Liquid/fumes/gas leakage/release, i.e. failing joint gasket.

. Excessive noise/vibration, i.e. internal rub due to thermal expansion.

Violation of rules and safety standards, i.e. blocked safety valve.
Fails to indicate.

Fails to alarm.

Fails to trip.

Fails to start.

Fails to stop.

Column 8 evaluates the probability of occurrence on a scale of
1-10. For example, 10 would indicate an extremely probable occurrence,
whereas 1 would signify a very improbable occurrence.

Column 9 estimates the severity or consequence of the failure on a
1-10 scale.



150  Maximizing machinery uptime

The number assigned to detection in column 10 is based on the proba-
bility that the anticipated failure mode will be detected before it becomes
a problem. Again, 10 indicates a low probability that the failure would
be detected before consequences occur. An 1 means high detection prob-
ability. Column 5 will help in the evaluation of column 10.

Column 11 contains the risk priority number (RPN) and is calculated
by multiplying the numbers in columns 810, inclusive. The RPN number
is an indicator of relative priority.

Finally, column 12 contains the anticipated failure assessment
together with a brief description of the corrective actions recommended.
Under remarks one would find the persons or departments responsible

6 2 8 7

Figure 7-4. Adjustable inlet guide vane assembly. 1, Upper drive shaft; 2, drive pulley;
3, key; 4, guide vane; 5, ball bearing; 6, end pulley; 7, end pulley; 8, pulley; 9, 1/8”
diameter aircraft type cable; 10, lower drive shaft; 11, guide vane; 12, intake wall;
13, inboard support; 14, cover.



Table 7-3

FMEA example: Adjustable inlet guide vane assembly

Failure Mode and Effect Analysis (FMEA) Sheet No. of
System: Variable Inlet Guide
Vane Assembly Component: As per Bill of Material or Assembly Drawing
System status: Inlet GV Component status: Operating conditions: Documentation:

Operating Controlling Ambient Pressure Comp. Outline Drawing
Compressor Inlet 60—100°F Inlet GV Assembly Drawing
Flow Oily and dusty Operation and Maintenance Manual
1 2 3 4 5 6 7 8 9 10 11 12
Basic © Failure
failure S = assessment
mode/ Failure = ‘E“ '% and
Failure possible detection Available Failure § % % E recommended
No. Part/function mode cause (surveillability) countermeasures effects Owvn A K action
1 Upper Drive Shaft | Fracture Jamming | When making Manual Reduced 2 36 36 Test
adjustments intervention compressor periodically,
output i.e. Preventive
maintenance
2 Drive Pulley Loosening | Key Visible erratic Manual Reduced 1 3618 Test/exercise
sheared movement intervention compressor periodically
output
3 Shaft Key Shearing/ | Improper | See above As above As above 1 36 18 See above
Fracture fitting
procedure
9 Cable Breakage | Breakage
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for corrective actions as well as their status in terms of progress
and timing.

Evaluation

The evaluation of the effects of component failures may be done accord-
ing to different criteria. Examples of assessment criteria are:

e The maintenance case, i.e. the failure effect does not lead to system
failure.

e System failure.

e Inadmissible system status, i.e. the failure effect results in a system
status which violates safety rules.

e Danger status, i.e. the system’s risk potential is being liberated.

Examples

Examples are presented in the form of an assembly or part FMEA cov-
ering the adjustable inlet guide vane assembly of a critical process gas
compressor (Fig. 7-4). Table 7-3 shows the completed FMEA analysis.
Another example is an analysis of a compressed air system (Fig. 7-5 and
Table 7-4).

Air intake

1x2 ,___l
Set at y
p.s.i.g. Pressure indicator

O .
Pressure switch

On/off signal — |— — —

To consumer
-~ Normally open |

_|

Blow-down

\( Air receiver

Figure 7-5. Schematic diagram of a compressed air system.

Compressor Electric motor



Table 7-4

FMEA example: Air compression system component [1, 2]

Failure Mode and Effect Analysis (FMEA) Sheet No. _ 2 of _3
System: Air supply system Component: Safety value
System status: Component status: Operating conditions: Documentation:
Undisturbed design conditions,| Design conditions (closed) Room temperature: 50-100 °F Drawings

pressurized Relative humidity: <80% System specifications
Dust-free atmosphere
1 2 3 4 5 6 7 8§ 9 10 11 12
Basic ° Failure
failure S = assessment
mode/ Failure g *E‘ '% and
Failure possible detection Available Failure § g £ E recommended
No. Part/function mode cause (surveillability) countermeasures effects Cw A X action
2.1 Staying closed Leakage Spring Compressor Compressor Compressor |5 2 3 30 | Preventive
fatiguing | kicking off/on keeps up makes up for maintenance
more often supply of air pressure loss case,
Field inspection shutdown of
will detect system for
increased repair
noise level
2.2 | Staying Fails to open | Spring Pressure None Rapidloss (6 7 1 42 | System
closed fracture indication, of pressure outage
field
inspection
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Table 7-4
FMEA example: Air compression system component-cont’d
Failure Mode and Effect Analysis (FMEA) Sheet No. of
1 2 3 4 5 6 7 8 9 10 11 12
Basic o Failure
failure S = assessment
mode/ Failure 22 and
Failure possible detection Available Failure § 2 2 E recommended
No. Part/function mode cause (surveillability) countermeasures effects OB A action
2.3 Opening at Fails to Corrosion, | None, by None No 2 8 10 160 | x Intolerable
110 < P < 120psi | close dirt, valve immediate system
wrong inspection effects, loss condition
setting and test of safety * Enforce
function safety
at over- valve
pressuring inspection
and test
program
* Provide
indicators
that safety
valve was

activated

1471
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Chapter 8
Fault tree analysis

Fault Tree Analysis (FTA) is a deductive method in which a hazardous
end result is postulated and the possible events, faults, and occurrences
which might lead to that end event are determined. Fault Tree Analysis
also overlaps Sneak Circuit Analysis (SCA) because the FTA is concerned
with all possible faults, including component failures as well as operator
errors.

Sneak Circuit Analysis is used to troubleshoot and improve hydraulic,
electronic, shutdown instrumentation and other control interfaces around
process machinery [1].

Fault Tree Analysis is a “top—down” analysis that is basically deductive
in nature. The analyst identifies failure paths by use of a fault tree
drawing. A fault tree is a graphical representation of a thought process.
It is constructed from events and logical operators. An event is either a
component failure or system operation. The events and their graphical
representation are given in Table 8-1.

A fault tree commences by selecting a top event. This event is the
undesired event or ultimate disaster. From there, the analyst endeavors to
find the immediate events that can, in some logical combination, cause
the top event. These lower events are examined, in turn, for causes and
the process is repeated to levels of greater detail. Ideally, the lowest level
events will be all basic events and represented by a circle.

Fault trees provide a method for determining the logical causes of a
given event. It illustrates all of the ways an undesired event can occur. It
helps determine the critical components and the need for other analytical
efforts. Numerical computations indicating the probability of occurrence
for the top event and intermediate events can be obtained. The major
drawback of the fault tree is that there is no way to ensure that all
causes have been evaluated consistently: large fault trees are difficult

156
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Table 8-1
Fault tree analysis symbols

Logic gates

“OR” — Gate denotes the situation whereby the output
event will exist if any one input event is present

“AND” — Gate denotes the situation whereby all the input
events are required to produce the output event

Fault events

RECTANGLE denotes an event, usually a malfunction,
which results from the combination of fault events through
I the logic gates

DIAMOND denotes a fault event of which the causes have
not been developed

CIRCLE denotes a basic fault event. This category includes
component failures whose frequency and failure mode are
derived or known

to understand. On the system level, they do not resemble the system
flowsheet. Complex logic is frequently involved.

Fault Tree Analysis is performed on the system configuration, deter-
mined by the analyst. Determining the configuration of a system is
generally central to all analyses.

Although this concept, like the FMEA earlier, has been intuitively
used by engineers for a long time, its systematic and formal application
in reliability analysis is relatively recent. Events which could cause the
top event are generated and connected by logic operators AND, OR, and
EOR. The AND gate provides a TRUE output if and only if all the inputs
are TRUE. The OR gate provides a TRUE output if and only if one or
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more inputs are TRUE. The EOR, exclusive OR, gate provides a TRUE
output if and only if one but not more than one input is TRUE [2, 3]. The
analysis proceeds by generating events in a successive manner until the
events need not be developed further. Those events are called primary
events. The fault tree itself is the logic structure relating the top event to
the primary events.

The linking of events according to logical rules is shown in Figure 8-1.
Fault Tree Analysis may be applied at any level from component part to
full system. General applications of FTA are:

e reliability assessment of machinery parts (see the compressor rotor
example on p. 163);

e reliability assessment of simple subsystems;

e probability assessment of specific failure events in complex systems;

e critical failures identified by FMEA.

Failure of
air receiver

Figure 8-1. Fault tree (adapted from [7]).
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Procedure

Although the fault tree can become complex, each part is simple. (For
reasons of simplicity the reader is referred to the compressed air system
in Fig. 7-5, which is used to illustrate the procedure.) Figure 8-1 depicts
the fault tree. The following eight steps should be followed:

1.

Define the undesired event. “Failure of Air Receiver” has been
chosen. The system can fail in other ways as shown in the preceding
FMEA. A tree can be drawn for each defined event.

. Identify the possible prime causes of failure. These are shown on

99 ¢

the fault tree as “defect,” “overpressure,” and “external events.”

. Identify conditions which could contribute to the prime causes. Both

“defect” and “external events” are shown as “undeveloped events.”
The reader should imagine that these events could of course be
developed downwards to pinpoint design deficiencies for instance,
or aging effects such as fatigue and corrosion. Further, external
events could be shown as earthquakes or fire.

All three conditions could result in the undesired or top event.
They are therefore connected through an OR gate.

. Repeat step (3) at the next lower level. Only the “overpressure”

condition remains. Two causes are shown — the overpressure cut-out
switch does not open when required and the relief valve fails to
blow. Both conditions are required to produce the undesired event.
They are therefore connected by AND gates.

. Continue to the required level. Four events were left undeveloped

in Figure 8-1. They reflect the designers judgment that their proba-
bilities were small enough to be ignored.

We are now left with five basic inputs to which probabilities may
be assigned. In a critical case, each of these could be developed
further to eliminate inherent weaknesses or to reduce the likelihood
of human error.

. Determine whether or not quantitative analysis is required. The

usefulness of the fault tree technique can be enhanced by the use
of quantitative data. In this way not only can the fault paths be
identified, but their probability of occurrence may be established [4].
The decision to employ quantitative analysis should be made
on the basis of experiences, system complexity, and severity of
consequences. One should ask the following questions:

e What is the severity of the undesired event?
e Are quantitative data in terms of failure rates available, meaning-
ful, and relevant?
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e Does the fault tree contain many AND gates, expressing degrees
of redundancy?

e Does a particular branch of the fault tree appear marginal?

e Do we want to commit resources to this tedious task?

7. Allocate a probability value to each event. A failure rate can be

assigned to each input event. The probability of the undesired event,
or top event, can then be calculated.

Failure rate data can come from experience, test data, published
data as shown in Table 5-3, or engineering judgment. The latter is
applied as a first approach. Here the analyst makes use of arbitrary
relative probabilities which can be selected from Figure 8-2.

We proceed to assign probabilities from Figure 8-2 to each event
in Figure 8-1.

It would be well to consider maintainability and surveillabil-
ity factors at this time. For instance, a high probability has been
assigned to “valve shut” as the valve could be left closed after it
has been maintained. As during an FMEA, we should ask ourselves
the following questions in this context:

e What is the general maintenance and operational environment?

e Can an item be overlooked; can it be maintained?

e [s the part unusual or non-standard?

e Can status be easily ascertained, i.e. an open or closed gate valve?

e [s it difficult to assemble?

e Can it be installed incorrectly?

e What is the in-service failure or deterioration mode, i.e. how is it
influenced by FRETT:

— force
— reactive environment
- temperature
— time
-7 -6 -5 -4 =3 -2
10 10 10 10 10 10
Extremely | Very | Unlikely INot Unlikolyl Probable | Very Probable

Unlikely Unlikely

Figure 8-2. Relative probabilities. Source: Atomic Energy of Canada Ltd.
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8. Connect the input values. The rules for each type of gate as shown
in Table 8-1 might not be rigorously correct. Errors, however, are
negligible for inputs smaller than 10~". The reader is referred to the
list of references at the end of this chapter for further information
on the subject. Two rules have to be observed:

e The output of an AND gate is the product of the input.
e The output of an OR gate is the sum of the inputs.

Because powers of ten are used we only have to add or subtract. Low
probabilities do not have to be accumulated. For example:

The AND gate leading to “overpressure” in Figure 8.1:
107 x107*=10""

The OR gate leading to “PS fails to Open”:
107*+107°+10°~ 107"

If only a few data points are available for a quantitative FTA, one
might want to resort to a method proposed in [5]. In order to arrive at
a failure prediction at the unit level, this approach combines subjective
weighting of part failures and failure modes with objective data for a
small number of failures or failure modes. To do this the complete tree
is developed down to a part or part failure mode level. At each gate
subjective probability estimates are made by using service engineers with
relevant experience [6].

With a fully weighted tree it is possible to take one piece of hard data
relating to one part failure or part failure mode and use the subjective
weightings to propagate this upwards through the tree to arrive at an
equipment failure rate estimate.

Examples

Three examples are shown. Example 1 demonstrates how fault trees have
been used to explain failure events logically. Figure 8-4 is an expansion
of one of the events in Figure 8-3. It illustrates the events leading to
mechanical bearing failure. The example conveys that fault trees can
be used effectively without necessarily assigning probabilities or failure
rates.

Example 2 deals with an investigation made in connection with a rotor
(Fig. 8-5) for a process gas compressor owned by a major petrochemical
company. The effort is depicted in Figure 8-6 and had to be undertaken
in order to justify the replacement of a spare rotor that had been damaged
during repair and overhaul.
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MECHANICAL FAILURE

BRINELLING CASE CRACKING OR
(INDENTATIONS) SHATTERING

APPUED
FORCES

TRUE BRINELLING
(PLASTIC FLOW)

FALSE BRINELLING
(FRETTING)

IMPROPER
CLEARANCES

N

DISBONDING

o/

RADIAL
OSCILLATION

ABRASIVE
WEAR
MISALIGNMENT

Ny

CONTAMINATION

S

Figure 8-3. Fault tree of mechanical bearing failure [6].

r BEARING FAILS ‘

METALLURGICAL ENVIRONMENT
FAILURE RELATED FAILURE

MECHANICAL LUBRICATION
FAILURE RELATED FAILURE

Figure 8-4. Types of bearing failure shown as intermediate events on a fault tree [6].

Discharge

Inlet

Thrust disc

Balance drum

Figure 8-5. Centrifugal compressor rotor.
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Rotor failure

11x 1073

n

1076

hrust
bearing

Component failure

89 x10°8

Figure 8-6. Fault tree: centrifugal compressor rotor.

Example 3 explains the failure events leading to the no-flow or low-
flow initiated mechanical failure of a multistage deepwell pump (Fig. 8-7).
The fault tree is shown in Figure 8-8.

Assessment and Evaluation

Assessment of the FTA results should lead to an action plan. Several
questions should therefore be asked:

e [s the overall reliability acceptable? In our last example the relative
probability of the undesired event is 0.00001/h, or “unlikely.”

e What inputs are subject to large uncertainty? In our examples, there
are no appreciable uncertainties.

e [s there substantial redundancy? The distribution of AND gates is an
indication of the degree of redundancy.

® Could loss of redundancy go undetected? Essentially, we will ask
the same questions covered in our FMEA procedures.

® Do we need help? If the risk seems high and it cannot be lowered
without a major system modification, it would be a good idea to
summon help from a specialist.
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Figure 8-7. Multistage deepwell pump (Goulds).

Review

FTA has advantages and disadvantages. Listing the advantages motivates
purpose and application of the method:

e The fault tree can serve in all phases of the machinery life cycle
because it can help to determine possible causes of undesirable
events.

e FTA may be used to evaluate competing designs by revealing qual-
itative and quantitative event interdependencies.
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Low / no flow
pump failure

108

1073

Low/no flow Low / no flow

trip inst.
loop failure

1074
isch. Pump
MOV gassing
ammed

Figure 8-8. Fault tree: multistage deepwell pump operation.

The disadvantages of FTA can be explained by its design principle. It
attempts to build a mathematical model of a complex physical condition
by logical linking of events. If all peripheral, environmental, and operating
conditions are not defined, then the method depends on the judgment of
the analyst.

® One chief disadvantage is that there is no effective formal control
against overlooking of events or the neglect of operating or environ-
mental conditions. The best preventive measure would be to have
several analysts make independent analyses.

® One main difficulty with a quantitative FTA exists in the lack of
reliable and relevant failure rate data as well as the probabilities of
events.

e Finally, the construction of fault trees can demand a lot of effort and
may become expensive.
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Chapter 9

Machinery risk and hazard
assessment

The general objective of a hazard and risk assessment is the identifica-
tion of machinery features which could threaten the safety of personnel,
property, or the environment. Hazard and risk assessment methods are
evaluated in Table 9-1. Hazard is defined as the source of harm, and
risk is the possibility of experiencing this harm. For example, the hazard
around a pumping service for toxic material could be the failure of the
shaft seal. Two designs are suggested to prevent a leakage of the toxic
material. Design B uses multiple mechanical seals (Fig. 9-1B), whereas
design A calls for a single mechanical seal (Fig. 9-1A). Both designs
may fail during operation of the pump. However, the probability of a
toxic release for the multiple seal design (Fig. 9-1B) is much less than
for the design incorporating only a single seal. Consequently, for the
same hazard level, design B poses less risk for the plant operators and
the public than design A.
From this, risk can be defined [2] as the answer to three questions:

e What can go wrong?
e How likely is it to go wrong?
e What are the effects and consequences?

The answer to the first question is a series of accident or incident
scenarios. The answer to the second question is the probability of any
given scenario. The answer to the third question lies in arriving at a
measure of the extent of damage. This can be, as in our example, the
number of people affected by the toxic release, the extent of damage to
the environment, or the amount of business losses.

167
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Table 9-1
Risk and hazard assessment methods [1]

Method Characteristic Advantages Disadvantages
Preliminary Defines the system A required first step None
hazards hazards and
analysis identifies elements

for FMEA and fault

tree analysis;

overlaps with FMEA

and criticality

analysis
Failure mode Examines all failure Easily understood. Examines

and effect
analysis
(FMEA)

Criticality
analysis

Fault tree
analysis

Event tree
analysis

Cause—
consequence
analysis

Hazards and
operability
studies
(HAZOP)

modes of every
component.
Hardware oriented

Identifies and ranks
components for
system upgrades.
May be part of
FMEA

Starts with “top
event” and finds the
combination of
failures which
cause it

Starts with initiating
events and examines
alternative event
sequences

Starts at a critical
event and works
forward using
consequence tree;
backwards using
fault tree

An extended FMEA
which includes
cause and effect of
changes in major
plant variables

Well accepted,
standardized
approach,
non-controversial,
non-mathematical

Well-standardized
technique. Easy
to apply and
understand.
Non-mathematical

Well accepted
technique. Very
good for finding
failure relationships.
Fault oriented; we
look for ways
system can fail

Can identify (gross)
effect sequences,
and alternative
consequence of
failure

Extremely flexible.
All-encompassing.
Well documented.
Sequential paths
clearly shown

Suitable for large
plants

non-dangerous failures.
Time-consuming. Often
combinations of
failures not considered

Follows FMEA.
Frequently does not
take into account
human factors,
common cause failures,
system interactions

Large fault trees are
difficult to understand,
bear no resemblance to
system flowsheet, and
are not mathematically
unique. Complex logic
is involved

Fails in case of parallel
sequences. Not suitable
for detailed analysis

Cause—consequence
diagrams can become
too large very quickly.
They have many of the
disadvantages of fault
trees

Technique is not well
standardized
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Single Cartridge Seal Double Cartridge Seal

Design A Design B

Figure 9-1. Cross-sections of typical single (left) and double (right) mechanical car-
tridge seals for chemical process pumps (courtesy of AESSEAL, pty, Rotherham, UK,
Knoxville, Tennessee).

Assessing Risk

The methodology for assessing risks from rare events has gone through
more than two decades of development. It started in the defense industry
and is practiced in the nuclear industry. Today, many different indus-
tries, such as the hydrocarbon processing industry (HPI), are using and
modifying the basic methods to match their needs.

An example is the quantitative risk analysis developed by a major HPI
company [3]. The primary goal was to determine investment levels as a
consequence of safety considerations. The company first analyzed their past
experience with various types of process machinery and equipment. It then
used the statistical data to establish a computerized data bank. The data
bank allowed them to prepare a curve similar to that in Figure 9-2 for each
type of equipment. Actual graphs might also show upper and lower 95%
confidence limits as dashed lines above and below the main curve. Property
damage is on the y-axis, and the probability of occurrence per unit-year for
a dollar loss equal or greater than a given value is on the x-axis.

The curves can be used in two ways. First, they reflect historical
experience and make estimates of probabilities possible. As an example,
the probability of a $500,000 or greater loss for the particular equipment
represented by Figure 9-2 is about one incident per 1000 unit-years of
service. These curves, then, are tools for quantitative risk assessment.
They are primarily used for screening purposes and are one factor in a
decision-making process. Other factors are, for instance, public relations
aspects, government regulations, personnel exposures, and so forth.
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Figure 9-2. Fires/explosions, 1961-75, in hydrocarbon processing plants [2].

A second way of applying the graphs is as part of a risk analysis
process. It is really a reversal of the procedure mentioned above. After
the potential losses for equipment and business interruption are estimated,
the probability of their occurrence is determined by finding the point of
intercept of the loss curve with the y-axis. Multiplying the total loss by
the probability results in the annual loss costs. Here is where the risk is
quantified in dollars.

Assessing Hazards

An important first step in evaluating the risk associated with a particular
machinery system is to establish the source of hazard. Often it will not
be necessary to employ the whole range of methods shown in Table 9-1.
A first approach could be experience-based observation of the facts. Other
simple methods are checking existing designs against basic technical rules
(see Fig. 9-3), internal company standards for new equipment, local and
national codes, or industry standards such as issued by ANSI, API, and
so forth. The next step would perhaps be a preliminary hazard analysis.

Preliminary Hazard Analysis (PHA)

This is the first systematic analysis of the machinery system and is
designed to identify gross system hazards as the basis for more rigorous
and detailed analysis later.
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HAZARD PRESSURE

Figure 9-3. Simple technical rule as illustrated by operating parameters versus pump
shaft seal selection.

It can be stated that PHA is an examination of the generic hazards
known to be associated with a system at its conceptual phase of devel-
opment. The purpose of this analysis is to:

. Identify hazards.

. Determine the effects of the hazards.

. Establish initial safety requirements.

. Determine areas to monitor for safety problems.
. Initiate the planning of a safety program.

. Establish safety scheduling priority.

. Identify areas for testing.

. Identify the need for additional analyses.

01NN W=

The PHA determines the recognized and anticipated design safety
pitfalls and provides the method by which these pitfalls may be avoided.
When this analysis is undertaken, there is little information on design
details and less on procedures.
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The PHA is usually a top-level review for safety problems. In most
instances, the following basic steps are undertaken for a PHA:

1. Review problems known through past experience on similar
machines or systems to determine whether they could also be present
in the equipment under consideration.

2. Review the functional and basic performance requirements, includ-
ing the environments in which operations will take place.

3. Determine the primary hazards that could cause injury, damage,
loss of function, or loss of material.

4. Determine the contributory and initiating hazards that could cause
or contribute to the primary hazards listed.

5. Review possible means of eliminating or controlling the hazards,
compatible with functional requirements.

6. Analyze the best methods of restricting damage in case there is a
hazard due to loss of control.

7. Indicate who is to take corrective action, and the actions that each
will undertake.

Three basic approaches that can be used to ensure that all hazards are
being covered are the columnar form, top-level fault tree, and narrative
description. These methods will not in themselves find hazards. They
will orient the analyst so that a thorough coverage of all aspects of the
system will be performed.

The columnar form is the simplest method to implement. The chief
advantage is that it is easy to review. The form has a heading that
patterns questions in the mind of the analyst. The headings must at least
incorporate the following terms or descriptions: Hazard, Cause, Effect,
Hazard Category, Corrective or Preventive Measures.

The hazard is the generic area or condition that may influence system
safety. The following is a partial list of hazards (the analyst can usually
think of many more):

acceleration
contamination
corrosion

chemical dissociation
electrical

explosion

fire

e heat and temperature
e Jeakage
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moisture

oxidation

pressure

radiation

chemical replacement
shock (mechanical)

stress concentrations
stress reversals

structural damage or failure
toxicity

vibration and noise
weather and environment.

The cause column of a report is used to explain when the system is
exposed to the hazard. It is here that the results of system generation
are considered. Project phasing must also be considered, as well as an
estimate of the percentage of system operation time that the hazard will
be in effect.

An effect column is system-centered. It details the action of the hazard
on system operation. In this column the possibility of causing injury or
death, however remote, must be stated.

The hazard category is a numerical measure of how important the
hazard is. The number of categories should be kept small, usually four
or less, so that attention may be placed where it will do the most good.

The corrective or preventive measures column is almost self-
explanatory. Here, methods of abating the hazard are given.

A top-level fault tree follows the method of FTA with generic events.
Although this method helps define causes and effects, it does not follow
that the system is checked hazard by hazard. Since the fault tree is
event-oriented, it helps analyze undesired events, but does not determine
that a particular event is a hazardous condition, element, or potential
accident.

The narrative approach is less rigorous, and usually less complete, than
the top-level fault tree and narrative approaches. Narrative writing style
is a lengthy and time-consuming task. This approach is less susceptible
to systematic method or technique and, therefore, the results usually have
serious gaps or incomplete areas. The hazardous conditions and potential
accidents are generally identified from experience, and then are explained
in great depth and detail, more on the order of a final report than an
analysis.

Once a PHA has been gone through, a more thorough hazard assess-
ment may be made using the techniques of a hazard and operability
study.
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Hazard and Operability (HAZOP) Study

A HAZOP study is usually a systematic technique for identifying hazards
or operability problems throughout an entire facility [4]. In our context,
HAZOP studies have been successfully applied around major compressor
installations. Here the technique provides opportunities to think of all
possible ways in which hazards or operating problems might occur. In
order to reduce the chance that something might be missed, this is done in
a systematic way, each pipeline and each sort of hazard being considered
in turn.

A pipeline for our purposes here is one that joins two pieces of equip-
ment. Our example is a high pressure gas supply system (Fig. 9-4) con-
sisting of two reciprocating compressors (Fig. 9-5), necessary motorized
valves for remote operation, and interconnecting piping. The compressors
are designed to move process gas from a common source of supply to
either a customer or a high-pressure storage facility. The objective of a
HAZOP review was specifically to find out whether or not the compres-
sor piping could be simplified by eliminating some of the existing safety
valves and check valves without compromising the design, safety, and
operability of the system.

o
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Recycle mr—————-—-———-——" - -~~~ T~ """~ &
cooler : !
X e g |
3 §D--——-
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Inter
‘cooler
D Dt Filter 116 i
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1{ 0‘55 2 RV105 d
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From i MV101D
torage) MV100C
C-108 operation:
Valve Series Parallel
RV103 Shut Open
RV104 Open  Shut Stage Stage
RV105 Shut Open 1 2
RV106 Open  Shut
RV107 Shut Open C-108 c-107

Legend: MV - Motorized valve
PCV- Pressure control valve
RV - Remotely operated valve
SV - Safety valve
t~al Check valve

Figure 9-4. Simplified flow plan: gas compression system.
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i

Figure 9-5. Major reciprocating compressor (Sulzer). 1, Crankcase; 2, frame;
3, crankshaft; 4, bearing; 5, connecting rod; 6, crosshead; 7, cover; 8, distance piece;
9, purge chamber; 10, lubricating group for crankcase; 12, cylinder; 13, cylinder liner;
14, piston; 15, piston rod packing; 16, valves; 17, capacity control.

Table 9-2 is a summary of the HAZOP investigation. The review items
are usually dealt with by applying a series of HAZOP guide words [5]:

® none

e more of

® Jess of

e part of

e more than
e other than.

“None” in our example means no forward flow or, in effect, reverse
flow when there should be forward flow. The questions to ask now are:

e Could there be reverse flow?

e [If so, how could it happen?

e What are the consequences of reverse flow?

e Are the consequences hazardous or do they just prevent efficient
operation?



Table 9-2
Summary of risks and suggested actions

Item no.

Equipment
no.

Hazard

Possible
cause

Probable Existing indication

and/or protection

Comments

Suggested Follow-up
actions by

1

C-108
Remove
check valve
at RV-103

C-107
Check valve
at RV108

Backflow
from C-108
interstage to
suction

piping

Backflow
from
Customer A
to C-107
suction

Failure of RV-103

(i.e., valve open but limit

switches show closed)

During S/U of C-107 all
the block valves
including the bypass
MV101D will be open.
Only the check valve at
RV108 is keeping
Customer A from
depressuring back

SV 188 protects suction
piping at 320 psi
SV181 protects C-108
2nd stage from high P.
Customer line will go
high on pressure —
indication at unit — at
270 psi dump valve to
storage will open.
During startup of a
machine, the operator
will be in the area and
he will:

a) Check visually the

position of valves
before startup

b) Hear SV release if it

occurs

SV 189 protects C-107
suction piping.

Unit set to dump to
storage at 270 psi

Valve failure of
RV-103 only a concern
during startup
Possibility of a RV
valve opening
unassisted is very
remote. Single stage
bypass has a check
valve, however, overall
bypass has no check.
(Check if the bypass
would be going in the
wrong direction)

Check valve at
RVI108 is
required for
operability of
C-107.

This valve
should be the
most reliable
type of check
valve available

Remove
check

valve at
RV-103

(Name)

Review
alternate
check
valve types

(Name)

9LT
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e If so, can we prevent reverse flow by changing the design or the
operating procedures?

e [fso,doesthesize of thehazard, i.e. severity of consequences multiplied
by the probability of occurrence, justify the additional expense?

Since our objective is the removal of redundant check valves, “none”
or “reverse flow” were the only guide words used.

When looking at the lines containing safety valves we would of course
invoke additional guide words such as “more of” (i.e., more pressure,
meaning failure to open) or “less of” (i.e., less pressure, indicating failure
to close or reseat). The meanings of the guide words are summarized
below and Figure 9-6 reflects the entire HAZOP process.

HAZOP studies are now being conducted on a routine basis in many
companies for all new units and major modifications. Some opinions
exist in the United States that it is no longer a question of “if” the

SELECT LINE

SELECT DEVIATION
E.G. MORE FLOW

. l
MOVEDSVINAﬂTgNNm ‘—DS MORE FLOW POSSIBLE? J——

l YES
IS IT HAZARDOUS OR DOES | No
T PREVENT EFFICIENT  [—-wi CONSDER CTHER CAUSES e
OPERATION?
l YES

WHAT CHANGE IN PLANT NO | wiLL THE OPERATOR KNOW
WILL TELL HIM? THAT THERE IS MORE FLOW?

| v

WHAT CHANGE IN PLANT
OR METHODS WILL PREVENT CONSIDER OTHER CHANGES
THE* DEVIATION OR MAKE [T fe— OR AGREE TO ACCEPT

LESS UKELY OR PROTECT HAZARD

AGAINST THE CONSEQUENCES?

l

IS THE COST OF THE
CHANGE JUSTIFIED?

l YES
AGREE TO CHANGE(S)

AGREE. WHO IS
RESPONSIBLE FOR ACTION

'

FOLLOW UP TD SEE ACTION
HAS BEEN TAKEN

NO

Figure 9-6. HAZOP procedure (reproduced with permission from [6]).
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HAZOP guide word Deviations

None No forward flow when there should be, i.e.
no flow or reverse flow

More of More of any relevant physical property than

there should be, e.g. higher flow (rate or
total quantity), higher temperature, higher
pressure, higher viscosity, etc.

Less of Less of any relevant physical property than
there should be, e.g. lower flow (rate or
total quantity), lower temperature, lower
pressure, etc.

Part of Composition of system different from what it
should be, e.g. change in ratio of components,
component missing, etc.

More than More components present in the system
than there should be, e.g. extra phase
present (vapor, solid), impurities (air,
water, acids, corrosion products), etc.

Other than What else can happen apart from normal
operation, e.g. startup, shutdown,
uprating, low running, alternative
operation mode, failure of plant services,
maintenance, catalyst change, etc.

government — through the Occupational Health and Safety Administra-
tion (OSHA) — will require HAZOP reviews, but “when.”

There is no doubt in the authors’ opinion that the result of a HAZOP
review frequently has a significant impact on the cost of a project. Since
large process machinery trains are considered major subsystems, they too
can affect that cost.

For more information see Appendix B, “Safety Design Checklist for
Reliability Professionals.”
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Chapter 10

Machinery system availability
analysis

Earlier, we defined availability of a system as the fraction of time it is able
to function. System availability is clearly the consequence of subsystem
availabilities which in turn are a function of assembly and part level
availabilities.

Operating time can frequently be greater than available time. Available
time therefore sets a limit on production.

The objectives of an availability analysis are:

1. To estimate system availability for comparison with a target value.
2. To identify low availability components, assemblies, or parts for
improvement.

Availability analysis is an extension of FMEA. One specific effect,
namely unavailability, is estimated. System availability analysis should
therefore be performed after an FMEA has been completed.

The Prediction Approach

System availability assessment is a tool that can be applied during all
life-cycle phases of a machinery system. Its results can be used by man-
agement as availability control. It can identify deficiencies in certain
areas, or compare alternative designs.

The work steps are as follows. The system outage time caused by
each level of the hierarchy is estimated from failure and maintenance
data and recorded on a work sheet. Three types of downtime are identi-
fied: forced maintenance, predictive-scheduled maintenance, and planned
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(turnaround) maintenance. The sum of all types of downtime is used to
compute machinery system availability.
The availability (A) of a component is expressed as:

total time — maintenance time
A= - (10.1)
total time

maintenance time

total time
= | — unavailability (UA)

The unavailability of a unit is a function of the time required for two
modes of maintenance: breakdown-corrective and predictive-preventive.
Unavailability resulting from breakdown maintenance or forced unavail-
ability is:

_ AxtxTy

UA, = 10.2
= (102)

where ¢ = operating time in hours,
\ = failure rate per hour,
T, = average repair time in hours,
T =total time in hours.
With high availability, t becomes approximately:

t=T

The error in this approximation is small compared to errors in A
and T%. Similarly, preventive maintenance-related unavailability can be
approximated to be:

Ty

UAp = — 10.3
p=2 (103)

where 7,, = average preventive maintenance time in h/year,
T = 8760 h/year.
Total unavailability of an item under scrutiny then is:

T
UA = )\TR+7M (10.4)
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Machinery System Unavailability

In order to be able to estimate a machinery system’s unavailability, we
require two pieces of information:

1. The system downtime required to perform a particular job.
2. The job priority determined by business impact.

If a machinery system must be shutdown for maintenance, repair, or
overhaul (MRO) of a component, the resulting downtime will naturally
be greater than the actual component MRO time. Therefore, the gross
repair time (GRT)* is greater than T,. This relationship is shown in
Figure 10-1 for a typical repair cycle. GRT equals T, only if an on-line
repair is possible (Class I). The other extreme, Class III, may be many
times greater than 7. In order to arrive at a numerical value for GRT the
length of each step in the repair cycle has to be estimated, that is obtain
permit and access, identify the failure, and so forth.

Priorities

Machinery system unavailabilities are classified by priorities. Priorities
are determined based on problem seriousness, urgency, and growth. Three
types of unavailabilities can usually be identified.

Forced Unavailability (UAy)

It is caused by work that, if it would not get done, would result in
high business losses, that is high seriousness, urgency, and defect growth
would be the case. Usually, this is work that has to be performed
in response to failures that disable the system and call for immediate
repair. System forced unavailability is the sum of component forced
unavailability.

UAp =) (A x GRT) (10.5)
Maintenance Unavailability (UA,,)
Maintenance unavailability is caused by work that can be deferred for

some time but usually not to a planned production unit shutdown. Opera-
tors can minimize maintenance unavailability in two ways. First, by doing

* Often referred to as stream-to-stream time.
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FAILURE SHUTDOWN

Permits —

Isolate —

Open up &
Investigate

Shutdown

Planning

Repair CL.I
Execution

—
CLI
¥

Final
Inspection

CL.II
Clean—-up —

Start-up —

ON-LINE/ON-STREAM

CLASS [: Gross Repair Time if failure does not require
shutdown and can be repaired on—line

CLASS II: Gross Repair Time if failure is accessible and does
not require immediate shutdown

CLASS lII: Gross Repair Time if failure is inaccessible or if
failure requires immediate shutdown

Figure 10-1. Process machinery repair cycle.

the work within a suitable shutdown window (i.e., a period of time when
the system is available for maintenance due to other reasons). Second,
by performing several maintenance operations simultaneously.

It becomes apparent then that the design review can contribute to
minimizing the total work load. Consequently, even though the sum of
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the component unavailabilities is not a true estimate, it is a direct estimate
of the work load and a relative measure of unavailability. We already
know that low availability indicates poor reliability or maintainability.

Since jobs can be done concurrently, maintenance unavailability need
not include all steps in Figure 10-1. Average repair time (7%) and main-
tenance time (7)) are used rather than GRT:

UA,, = _(preventive maintenance + deferrable repair) (10.6)

or

UA, =) (TTM +)\TR) (10.7)

Planned Unavailability (UA,)

Planned unavailability is generated by work that can be deferred from
one operating period to another. This is usually referred to as sched-
uled maintenance, repair, overhaul, and inspection (MRO & I). For all
components:

UA, = (planned MRO & I) (10.8)

or
TM

Table 10-1 shows the actual procedure by way of an example. The table
represents the availability assessment of three machinery subsystems as
part of a process refrigeration system (Fig. 10-2).

Eight failure cases are identified for the machinery portion of the
commercial refrigeration package. Two failure cases are shown for each



Table 10-1
Availability analysis: Process machinery

(A) (B) @) (D) (E) (F) @) H)
Reliability
Gross maintenance Unavailability
Repair repair
Rate, time time Predictive  Planned a iotivab ¢
Component Failure Nx E-6(h) (h) (h) (h/year) (h/year) Forced"  Predictive Planned
1.0 Refrigeration 1.1 Comp. seal (forced) 30 30 8.E4 0 0
package
1.2 Comp. brg. (forced & 9 40 72 6.E-4 4.E4 0
RM)d
1.3 Comp. rotors (RM)¢ 25 60 10 0 2.E-7 0.0011
1.4 Motor (forced) 8 110 8.E4 0 0
1.5 I&E components 7 5 3.E-5 0 0
(forced)
1.6 I&E components (RM)* 10 3 7 0 8E4 0
1.7 Oil pump (forced) 30 10 3 E4 0 0
1.8 Oil pump motor (forced) 12 16 2.E4 0 0
2.0 Glycol pump 2.1 Pump (forced & RM)“ 30 30 40 10 0.0011 0.0011 0
2.2 Motor (forced) 8 16 1.LE4 0 0
3.0 HC pump 3.1 Pump (forced & RM)? 50 10 10 10 5.E+4 5.E-8 0.0011
3.2 Motor 16 16 2.E4 0 0
Total 0.0046 0.0019 0.0023
Unavailability 0.0088
Reliability 99.54%
Availability 99.12%
“(C) x (E) x E—6 x 8000/8760. 5(C) x (D) x E— 6 x 8000/8760+ (F)/8760. “ (G)/8760. 9RM = reliability maintenance (i.e., predictive/

preventive maintenance).

s1sppup K3171guIPAD W2ISKS L42UIYID

SSI
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Cooling Water !
EXPANSION
@ VALVE

CONDENSER 05 °F
EVAPORATOR

o

—
-10°F

.G

_| |_
ROTARY ELECTRIC MOTOR
SCREW (250 h.p.)
COMPRESSOR

Figure 10-2. Schematic diagram of a process refrigeration system.

of the two process pumps which are in unspared service. The following
points may be of interest:

1. Most individual components listed in Table 10-1 have failures which
demand immediate shutdown and consequently result in forced
unavailability. These failures are caused by technical life attain-
ments, predicated by L,, bearing life, for example. There are three
categories of these types of failures:

e Predictable but not predicted;
e Predicted but not acted upon;
e Not predictable.
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2. Failure 1.3 (Table 10-1), internals of the rotary screw compressor,
includes both maintenance and planned unavailability. A planned
overhaul or exchange of the compressor element every 5 years
results in an average unavailability of 10hr/year. In addition, ran-
dom failures are expected here at a rate of 25 x 107°h or one
every 5 years based on an 8000-h operating year. These random
failures, initiated by operational accidents, are assumed to develop
gradually. They would therefore respond to predictive-preventive
maintenance (PM) measures resulting in a 60-h maintenance
unavailability.

3. Failure 1.6 (Table 10-1) causes unavailability due to preventive main-
tenance actions. They have two components: preventive adjusting of
malfunctioning devices and planned instrument or electrical checks.
Forced outages due to instrument malfunctions are not expected.

The resulting reliability and availability values can be compared with
process unit target availability. If the discrepancy is excessive, major
sources of unavailability should be identified and addressed.

The Operations Management Approach

A different approach would be appropriate where machinery systems are
operating and their performance has to be described and compared to
other systems for management purposes. Such an approach would take
the following operational states into account:

e In Operation: In service and producing

e Ready to Start: Standing by

e Forced Outage: Not in operation after a failure during operation that
caused the unit to “trip” off-line; before maintenance

e Maintenance: Under preventive or corrective MRO

® Out of Service: Not required for operation during a given time
period; off

The five operational states are shown in Figure 10-3. The diagram
illustrates the possible changes from one state to the other. A machin-
ery availability tracking system should describe operational states and
the transition from one state to the other as accurately as possible. This
is accomplished by first collecting relevant operational data and then
converting them to key machinery performance indicators or manage-
ment tools.
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READY TO START IN OPERATION

OUT OF SERVICE

MAINTENANCE

FORCED OUTAGE

Figure 10-3. Machinery operational states.

Table 10-2
Required operational data
Available
Operating time t (h)
Ready to start r (h)
Unavailable
Maintenance M (h) M=Tg+T)y,
Breakdown Ty (h)
Reliability (predictive, planned) T, ()
Forced outage F  (h)
Out of service O (h) 0=0,+0,+0,+0,
Modification 0, ()
Not needed 0, (b
Time delay 0, ()
Other o, (h
Calendar time Cc (b
Effective calendar time E (h) E=C-0

Starting demands S,  (number)

Starting successful S, (number)
Total starts S, (number)
Forced outages n (number)

The required operational data is shown in Table 10-2. Key performance
indicators are listed in Table 10-3. It is essential to first carefully define
the machinery system with all its subsystems and components. Then each
data type (Table 10-2) must be defined by considering the peculiarities
of the machinery population such as service mode (continuous process,
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Table 10-3
Machinery performance indicators

Index Description Calculation
MTTF Mean Time To Failure t/n (h)
MTTR Mean Time To Repair (F+Ty)/n (h)
MIR Maintenance Intensity Ratio M/(t+r) (%)
MTO Mean Time Operating /S, (h)
S Starting Reliability 100 x S,/S, (%)
A Availability 100 x (t+7r)/E (%)
R Running Reliability 100 x t/(t+F +Ty) (%)
U Use Factor 100 x t/C (%)

standby, peak load) and so on. This is important in those cases where
company- or industry-wide comparisons of machinery performance indi-
cators are undertaken.



Chapter 11
Practical field uptime assessment

In the absence of reliability data, we have to resort to on-site inspection,
engineering judgment, and experience in order to arrive at a reasonably
consistent and comparable reliability assessment. In a large plant or an
organization having many plants, it would be desirable to have a numer-
ical value established to facilitate comparisons of similar equipment and
assist in the planning and budgeting of equipment maintenance, engineer-
ing manpower support, improvements, or replacements.

In the following examples, we show how a machinery index or com-
plexity numbers may be established by actual field observation in order
to assess machinery reliability management needs.

The Reliability Index Number*

This is a relative number arrived at to represent the reliability of a
particular piece of equipment and to relate it to other similar pieces. This
index number can be determined for each piece of critical equipment in
a process plant. It also is possible to combine these pieces and express
an aggregate Reliability Index Number for the system. There would be
little value in doing so, however, unless there were other like systems to
be compared with it.

Because it is a relative number, we must be consistent in determining
the index number for each type of equipment. Some ground rules must
be established to guide craftsmen or specialists in judging the factors
involved. The optimum condition would be to have one individual in a
plant responsible for determining the Reliability Index Number for one

* Courtesy of The General Electric Company, Schenectady, N.Y.
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type or class of equipment. The next best condition is to have one person
responsible for determining the Reliability Index Number for a class of
equipment and provide time for personal communication of the guide
rules or guidelines to those making the inspection of that equipment.

For those who believe that perfect should always be 100%, our Reli-
ability Index can always have a maximum value of 100. Because of the
inherent differences in designs, to use a base of 100 may require the use
of guide rules (rulers) having varying graduations. Nevertheless, this may
be the simplest index to apply, providing we can rely upon the use of
good judgment by qualified personnel.

Determining the Reliability Index Number

There are five basic factors that must be considered in determining the
reliability of an electric motor, for instance. A perfect Reliability Index
Number of 100 would be made up of:

Visual inspection 40
Tests and measurements 30
Age 10
Environment 10
Duty cycle 10
Total 100

Visual Inspection

When it is made by a qualified technician, visual inspection is the most
important factor in determining the reliability of critical equipment. The
technician must know what to look for and how to evaluate what he sees.
Critical equipment seldom fails during normal operation without giving
some warning. We attempt to detect and interpret this warning before
a failure occurs. The frequency of thorough visual inspections must be
based upon operating experience, the recommendations of equipment
manufacturers, and some consideration of the age factor. The technician
should have two opportunities to view the equipment: first, in operation
under load; second, when partially or completely dismantled. Also, he
should have the report of the last visual inspection. A suitable checklist
and report form must be used, as this enables us to determine what
attention is required and to prepare a cost estimate.
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Guide rules must be set up for use by the technician in evaluating the
best estimate of condition versus the maximum weighted value allotted
(40 in our example). If these are to be kept as simple as possible, they
must be made quite broad, such as for a gear box for instance:

Power input path 10
Power conversion path 10
Power transmission path 10
Frame, housings, and base 5
Sensing, indicating, and control 5
Total (max.) 40

The above guide rules facilitate the use of the overall Reliability Index
of 100 but require the inspector to be more flexible in applying his
judgment (refer to Fig. 11-1 as applied to a motor). Regardless of the
pattern of the guide rules used, we must always apply the same guide
rules to similar equipment if our data are to have real significance.

Using checklist below, rate each item as follows:

2 = Acceptable
1 =Keep under observation
0 =Requires immediate attention

Stator

() I Insulation condition
() B Winding tightness
(S BT Cleanliness

() BT Lamination condition
[ Condition of leads
) e Air gap

(8 vt Winding temperature
Rotor

[(2) I Winding tightness

[6) IO Cleanliness

G) e Laminations/poles
k) oot Bearings

@D Shaft-spider-coupling
(m)............ Vibration

[61) BT Lubrication

Rating = sum of items (28 max.)

Figure 11-1. Visual checklist: AC motors.
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Tests and Measurements

These are next in importance in establishing reliability. Some may ques-
tion the weighted value of visual inspection versus that of tests and
measurements. If you cannot make good visual inspections of equipment
or if you do not have qualified personnel to make them, change the val-
ues. However, if you do lower the value of visual inspection for either
of these reasons, the overall accuracy of your reliability estimates will be
lowered. It might be better to hire such qualified personnel from equip-
ment manufacturers or service contractors on a contract basis and strive
for accuracy in your ratings.

Again, we must establish guide rules to help achieve uniformity in the
ratings of similar equipment. In doing so, make the ratings to be applied
to each subfactor as simple as possible, such as Good = 3, Fair = 2,
Poor = 1, Requires Immediate Attention = 0 (see Fig. 11-2 for ground
rules that have been used for large electric motors and generators typically
found in large industrial plants).

It must be pointed out that in very large motors or generators of high-
voltage ratings, it is often desirable to add the A-C high-potential test,
even though it is a go or no-go test. However, this should be applied only
after one or two of the other tests listed have been applied or when it is
necessary to establish the suitability for service of the insulation system.

Electrical Tests

A Insulation Resistance — Megger

Stator Rotor

Megohm reading (1.0min)  ......... megohm  .........
Rated machine (kv+1) ... (kv+1)
Megohms (kv+1)  Lo..oooo0 L
Megohms (kv+1) Stator rating Rotor rating
Over 10 5 5

2-10 4 4

1-2 3 3

1.0 2 2
Less than 1.0 0-1 0-1
(A)Rating=............. (Stator) + . ......... (Rotor) = . ........... (10 max.)
(B)Rating=............. (Stator) + .. ........ (Rotor) =............ (10 max.)

(C) High-voltage D-C

If no discharge or rapid rise exists, rate 10; otherwise, rate 0-5

(O Rating="......... (max.)

Total rating (30 max.)

Figure 11-2. Tests and measurements: Large motors and generators.
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Likewise, a turbine-driven generator should be given other tests or mea-
surements such as oil pressure (lubrication), bearing loading, vibration,
alignment, clearance of bearings, clearance of wheels, etc. Such large
machinery is usually considered individually and no attempt is made to
include it here. These tests or measurements are mentioned only as exam-
ples to suggest guide rules or subfactors that might be applicable to some
types of equipment. Obviously, many of our tests and measurements can
be made during or at the same time as the visual inspection.

Age of Equipment

Age has a definite bearing on equipment reliability, and not just because
it may be very old. Most equipment has a statistical life-expectancy curve
as shown in Figure 4-8. When equipment is new, it has a higher likelihood
of trouble than will be the case after it has operated for 1-2 years. This is
caused by manufacturing defects, design inadequacies, shipping damage,
or application unknown. As it becomes old and worn, it requires closer
attention to maintenance, unless major rebuilding or upgrading has been
performed, which may tend to re-establish the curve. For our use, let us
pick a component of the equipment that may be most affected by age,
such as the insulation system of a motor or generator, and apply a simple
rating formula such as shown in Figure 11-3.

Environment and Duty Cycle
These are important factors but we rate them at only 10 points each

(see Figs 11-4 and 11-5 for applications to motors and generators, as
contrasted to the much higher values for visual inspection and tests and

Age of insulation

Stator . . .. .. Rotor . ... ..
(Record age of insulation)
Age (years) Rating
0-2 6
2—12 10
13-15 6
16 —20 4
Over 20 0-3

Note: If stator age differs from rotor age, rate older component

Rating (10 max.)

Figure 11-3. Age guide rules: Motors and generators.
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Environment

Describe . . .............

Environment *Open or DP TE
(a) Warm, dry 10 10
(b) Hot (above 40°C) 7 8
(c) Corrosive gas/vapor 5 8
(d) Moisture 04 3-7
(e) Abrasive dust 3-5 8
(f) Conductive dust 2-4 7

*Add 3 points to (c—f) for sealed insulation systems

Rating (10 max.)

Figure 11-4. Environment guide rules: Motors and generators.

Duty cycle
Select one condition from each of the five below:

Condition Rate
(a) Load
Smooth 1-
Uneven 0-—
(b) Load
100% NP 1-
<100% NP 0-
(¢) Duty
Short-time 1-2
Continuous
(d) Duty
Non-reverse 2
Plug or reverse 0-1
(e) Starts
Few (1/h) 1
Frequent (1/h) 0-

2
1

2
1

Rating (10 max.)

Figure 11-5. Duty cycle guide rules: Motors and generators.

measurements). This is because the undesirable effects of the difficult
environment and duty cycles are more important than the causes per se,
and these effects are considered under visual inspection and tests and
measurements.

Notice that under environment (Fig. 11-4) we allow for built-in features
of the motor or generator that enable it to cope more effectively with
the problem. Again, under duty cycle (Fig. 11-5), we have favored the
short-time rated motor, which may never reach name-plate maximum
operating temperature, and the motor which is not plugged or reversed.
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However, we have penalized the motor that is plugged or reversed, or
that is started and stopped frequently.

It is obvious that the last three factors — age, environment, and duty
cycle — can be rated with a minimum of effort.

When all five factors have been evaluated and totaled, a single Reli-
ability Index Number results. The reliability rating report form used
to establish the rating would consist of the five factors shown in
Figures 11-1-11-5. These can be incorporated on a single page with
appropriate headings for equipment nomenclature, location, productivity
rating, and maximum Reliability Index value (Fig. 11-6). The Reliability
Index Number is not a magic number, above which all similar equipment
will not fail in service and below which it will fail. One such number
will have but little value; when compared with other numbers estab-
lished by the same method for similar equipment, however, it can be very
valuable.

Please note that our examples state that 0 = Requires Immediate Atten-
tion. If our Reliability Index report on a piece of equipment contains one
or more 0 items, we must examine these before proceeding further. If they
indicate that minor, or even routine, maintenance is required, it may be

(A) Motor data

Uniti. ..o Process number:..................... ..
Duty: ..o Location: ...........oiuiiiiiiiinn...
ASSCLI. et

Manufacturer and tyPe: . ... ...ttt e
Installation date: .......................... Design:......coooiiiiiiii i
Horsepower/frame:. ....................... Class of insulation: ....................
Synchronous speed:....................... Full load speed: .......................
Serial number:............... .o ool Volts/cycles/phase: ....................
Full load amperes: ........................ Locked motor amperes: ................
Enclosure: ...............coii

Temperature rise: . ..............oooouin.a Maximum ambient/cooling: ............

(B) Reliability factors

1. Visual inspection: ... of 40
II.  Tests and measurements: ~ ......... of 30
m. Age: L of 10
Iv. Environment: ... of 10
V. Dutycyclee L of 10
Reliability index: ... of 100

Date index recorded: ...

Figure 11-6. Maintenance reliability evaluation: Large motors.
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best to accomplish it right away and then correct the ratings accordingly.
The resulting Reliability Index Numbers will be more accurate and of
more value to us in planning and budgeting for equipment maintenance,
rebuilding, or replacement.

Equipment Replacement and Rebuilding

Our Reliability Index Numbers will be significant when compared with
similar equipment within the same productivity rating or classifica-
tion. From this comparison, we can establish and assign priorities for
equipment maintenance, rebuilding and upgrading, or replacement. We
can expend our maintenance effort where it is most needed. By refer-
ring to the reliability rating report forms, we can determine the action
that is required to maintain operation at the normal level. An estimate
of the cost of such maintenance can be established based upon our
past experience or quotations from equipment builders or maintenance
contractors.

If we have used the variable base Reliability Index Numbers, we can
convert them into percentages to be used as a guide in evaluating priority
ratings to be assigned to different kinds of equipment within productivity
ratings or classifications. An overall average Reliability Index Number
can also be established for a process or an operation.

If we calculate the anticipated Reliability Index Numbers that will
result from the indicated maintenance actions, we can advise management
of the existing level and the anticipated level that the execution of our
maintenance budget will accomplish. This can be done by individual
pieces of equipment, productivity ratings, or processes.

The Machinery Complexity Number

Any assessment of machinery reliability would logically give considera-
tion also to machinery complexity. This is sometimes recognized in engi-
neering manpower studies for major petrochemical plants which would
obviously need more personnel for large, multi-casing, or old machin-
ery trains than for smaller, less complex, or perhaps new machinery
trains.

In the mid- to late-1980s, the authors investigated the merits of catego-
rizing rotating machinery complexity on the basis of machine type, train
configuration, size, and age. Five numerical gradations were proposed
(Table 11-1).

Using the numbering system described in Table 11-1, a given plant
would be in a position to assess its rotating equipment complexity and
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Table 11-1
Rotating equipment complexity assessment

1. Complexity by train configuration
Gas turbine-driven compressors — highest complexity
Steam turbine-driven compressors (turbo and/or recips)
Reciprocating compressors
Motor-gear compressors
GT and ST generators
Motor-driven compressors (direct drive)

— NN W R W

2. Complexity by size, special-purpose equipment
Over 15,000 hp
5001-15,000 hp
501-5000 hp
1-500 hp

3. Complexity by size, pumps (rating given to entire pump population in a given
plant)
Predominantly large pumps — least complex, over 100 hp 10
Predominantly medium size, 25-100 hp 20
Predominantly small pumps, less than 25 hp 30

—_— N WA

4. Complexity by age
Over 10 years
5-10 years
Less than 5 years 1

N W

5. Complexity by counting driven casings
This is a straightforward summation of casings, exclusive of drivers

to make a somewhat more objective judgment than pure guessing in
attempting to compare various plants.

If, for example, a plant were comprised of three major machinery
trains aged 4, 7, and 16 years, the age complexity numbers would be
Ix1=1,1x2=2,and 1 x3 =3, for a total of 6 complexity points.
Let us assume one of the trains to be a gas turbine-compressor—gear-
compressor type rated at 25,000 hp. Its “type complexity” would rank a
5, its casing complexity number would be 3. The remaining trains would
likewise be ranked on the basis of these complexity numbers.

The relative complexity ranking for nine North American petrochemi-
cal plants is shown in Table 11-2. The purpose of this 1986 exercise was
to divide the complexity numbers of various plants (e.g., CHET’s 84 or
DORA’s 128) by the number of machinery support engineers entrusted
with maintenance and surveillance. It was theorized that the resulting
number might show some plants to have excessive and other plants to
have insufficient staffing.
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Table 11-2

Turbomachinery complexity ranking for several North American
petrochemical plants

Plant Type Age Size Casings Pumps Total
AMOS 2x3 3x2 1x3 2x2
2x4 1x3 3x2 2x3 - 52
14 9 9 10 10
BRIT 4x2 2x3 1x4 3x4
3x3 3x1 4x3 3x3
1x1 3x2 3x2 2x2 _ 100
18 15 22 25 20
CHET 2x3 1x4 3x4
x 4 1x2 2x3 1x2
3x3 2x1 2x1 1x1 _ 84
17 10 12 15 30
DORA 7x2
4x3 2x3 2x4
8x3 3x2 3x4 1x3
3x2 4x1 6x2 1x1 o 128
30 22 30 26 20
ERIC 4x5 2x2 4x3
3x4 2x3 1x2 Tx4
1x3 4x1 3x1 1x3 - 107
35 14 17 31 10
FRAN 2x4 3x3 2x4 1x5
2x3 1x2 2x2 2x4
1x2 1x1 1x1 2x2 - 88
16 12 13 17 30
GREG 4x4 1x4
3x3 x 3 4x4 1x3
2x1 X2 2x3 6x2
1x2 4x1 4x2 2x1 o 119
29 19 30 21 20
HANK 1x4 2x4
3x4 2x3 1x3 1x3
2x3 1x2 3x2 2x2
1x2 3x1 1x1 1x1 - 71
20 11 14 16 10
IRIS 4x2 4x3 5x4 x 4
7x1 7x2 6x2 8x2 _ 131
15 26 32 28 30

Note: Study includes ST-driven recips, but not motor-driven recips.
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In summary, let us be sure of one thing: Our only purpose here is
to acquaint the reader with yet another method of identifying poten-
tially vulnerable machinery. As is the case with so many numerical
ranking methods, our complexity assessment approach will be helpful
only if it is tempered by good judgment and solid experience of the
implementor.



Chapter 12
Life-cycle cost analysis

It is almost self-evident that the entire subject of maximizing machinery
uptime should start by asking what will be the cost of buying, installing,
commissioning, operating, maintaining, and even ultimate disposing of
the machine. While capital costs of new projects attract the most attention
of management and vendors, we recognize that operating and mainte-
nance (O&M) expenses are also recognized as significant. Unfortunately,
evaluating the cost of running a plant on a common basis with the cap-
ital cost is difficult, so managers tend to give priority to the initial cost.
Consequently, poor reliability and performance do not show up until the
job is actually up and running.

Inexpensive systems are likely to have inferior materials, poor work-
manship, and weaker designs. System designers frequently do not opt for
redundant equipment because it is “too expensive,” even though averted,
lost production may pay for the initial cost many times over. Decisions
based on a short-term outlook are ineffective for minimizing total long-
term process and product expenses.

Today, shutting down a process costs tens of thousands of dollars
for large plants. With predictive and preventive maintenance methods,
processes are not shutdown as frequently — often for years. Sometimes,
even batch processes are not idle for periods long enough to perform
maintenance.

Life-cycle costing is a promising evaluation tool that makes it possible
to quantify the long-term outlook. We are defining life-cycle costs and
describe current calculation methods. Since LCC is not just an issue for
financial management, the following also provides a model LCC policy
for capital project management. Smoother startups, lower maintenance
costs, and higher operating efficiencies are the net result. The company’s
bottom line will look better and the plant will become more competitive.

201
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In petrochemical plants, for instance, maintenance and downtime costs
can exceed the initial equipment cost. Life-cycle costing identifies and
quantifies all associated project costs over the life of the project. It
includes future costs of maintenance and repair, downtime, production
losses, replacement, decommissioning, and incremental operating costs
associated with the material choice as well as the initial costs.

Asset Management

There are various perspectives on asset management. Accountants con-
sider depreciation and operational cash-flow important. Design engineers
wrestle with performance and cost trade-offs. Quality inspectors want
low reject rates, and maintenance professionals hope for few equipment
problems. True asset management must combine these concerns in a
multi-disciplined approach. The key to optimizing life-cycle costs is to
combine all professional practices.

Life-cycle costing analysis is a tool that can assist, but it must be
accompanied by other techniques and disciplines appropriate to the situa-
tion. Life-cycle costing has always been applied in an intuitive way in the
form of cost-benefit deliberations. The main value of a formal LCC is that
it quantifies life-cycle elements so that their relevance can be established
and receive appropriate attention. Apply LCC early in the asset’s life to
achieve the greatest benefit. Start during concept formulation or, at the
latest, during the design-and-specification stage. The U.S. Department of
Defense (DoD, Washington) has found that decisions made in the early
phases of developing a concept determine 70% of eventual life-cycle
costs [1, 2]. Life-cycle costing may also be initiated in later project stages
to audit O&M efficiency or to review the benefits of new modifications.
In short, LCC is a valuable starting at any time. Department of Defense
practitioners have found two valuable by-products of LCC:

1. Life-cycle costing requires a comprehensive review with a long list
of questions and answers. As a result, the asset design is more
detailed before bidding than when LCC is not used.

2. Budget forecasts are better, because more-realistic cost and time
schedules are developed. Companies gain a more-comprehensive
understanding of operating costs.

Unreliable equipment causes significant lost production and waste.
However, reliability is a fuzzy concept to most project engineers and
they do not know how to address it. Life-cycle costing provides a way
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to evaluate long-term costs for repairs, lost production, and the initial
costs of design, procurement, and installation. Through the use of LCC,
more-reliable equipment can be justified using a credible analysis that is
acceptable to accountants and business planners.

Increasing the useful lifetime of any system costs money and causes
an apparent trade against other benefits. Fig. 12-1 illustrates such a
trade-off. It shows that life-cycle costs and benefits depend on good
design integration and support. Hardware is only one factor in the overall
picture.

Performance

Reliabilit
Design

aspects

Life Cycle
Cost
Aspects

— R & D Cost
— Design Cost
— Production Cost
/ K Benefits
— Uptime

— Dependability
— Performance
— Efficiency

Regulatory
compliance

Maintenance
planning

Support

equmen

Support
aspects

Figure 12-1. Life cycle costing trade-offs.



204  Maximizing machinery uptime

Twelve Steps in the LCC Process

Any application of LCC analysis is likely to involve certain fundamental
concepts. The relative importance of each of these concepts, and hence
their level of application, will vary according to the requirements of a
particular LCC analysis. In general, a LCC analysis follows the 12 basic
steps illustrated in Table 12-1. The details below expand upon the table.
This analysis has to involve both the users and the producers of the
physical assets. The cost estimates must be based on the experience of
both organizations.

Step 1: Define the problem. This is an obvious starting point.

Step 2: Identify the feasible alternatives. Engineering must make pre-
liminary designs of multiple configurations. This stage elimi-
nates unworkable solutions. The concern here is with meeting
performance parameters.

Step 3: Consider alternatives and the system requirements. This is the
first look at operations and maintenance. Identify and catego-
rize the life-cycle activities. If nothing else, this activity raises
awareness that endurance is a parameter in the design process.

Step 4: Analyze the total lifetime of events for the physical asset.
Include in these events all applicable future activities asso-
ciated with research, development, production, construction,
installation, commissioning, operation, maintenance, and dis-
posal. In the analysis, identify all the applicable resources
required during the lifetime of the asset. Some resources are
used to construct the asset. Other resources are replacement
parts and maintenance chemicals. Group the identified events,

Table 12-1
Major steps of a life-cycle cost analysis

[SSIN S

[c BN o NV, RN

. Define the problem.
. Identify feasible alternatives.
. Consider the alternatives in terms of system requirements — operations and maintenance.

Then identify and categorize life-cycle activities.

. Develop the cost breakdown structure (CBS).

. Develop the cost model.

. Estimate the appropriate costs.

. Account for inflation and learning curves as a function of time.

. Discount all estimated costs to a common base period.

. Identify the “high-cost” contributors, determine cause—effect relationships.
. Perform a sensitivity analysis and calculate the final LCC.

11.
12.

Perform a risk analysis identifying trade-offs.
Recommend a preferred solution, select the most desirable alternative.
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Figure 12-2. Cost breakdown structure (CBS).

activities, and resources into major LCC elements, and then
break them down into sub-elements. This activity has been
refined into what is known as the CBS concept (Fig. 12-2). It
is a convenient way of dividing the life cycle into workable
sized packages for cost estimating.

Set up a model to define the cost factors and estimating
relationships. These factors and relationships include items
such as hourly labor rates, mandated profit margins, and fuel-
consumption rates. The actual factors and relationships used
in a LCC analysis vary according to the nature of the asset and
the business operations of the user and vendors.

Work up the cost of each of the life-cycle elements. The previ-
ously determined cost estimating factors and relationships are
applied to cost models for each of the elements.
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Step 7:

Step 8:

Step 9:

Step 10:

Step 11:

Account for inflation and learning curves. Set the accuracy
required in the calculated life-cycle cost. Inflation will have
strong effects on the life-cycle cost of today’s physical assets.
However, future changes in inflation rates are difficult to pre-
dict. This is a subject that requires the judgment of outside
economists and accountants before being applied in a LCC
analysis. Sometimes, it is easier to assume zero inflation and
do the analysis rather than have no answers.

The effect of learning curves is probably a bit more pre-
dictable. It applies when several identical physical assets will
be produced or constructed over time. A learning curve is the
function used to describe the non-linear relationship between
skill acquisition and time elapsed during a project or plant
startup phase.

Discount all the estimated costs to a base period. Unlike infla-
tion, discounting is not optional during LCC analyses, where
two or more similar assets are being compared. The differences
are important here because they will likely result in differ-
ent levels of cash-flow requirements at different points of the
life cycle. Discounting yields a common basis for financial
comparison, by removing the effects of time differences. The
process is based on finance mathematics and uses the concepts
of sinking fund, present value, and capital recovery. Consult
any cost estimating textbook for assistance.

Identify the high-cost contributors. There are facilities in which
one or two costs overwhelm all the others. It is a shortcut to
concentrate on such items, because they promise the highest
payoff. The high cost is usually the result of an underlying
cause. Search for the cause and eliminate it or mitigate it.
Calculate the final LCC, using an appropriate cost model. In
many cases, this is likely to entail a straight summation of the
cost breakdown elements. But, it can involve far more complex
mathematics, according to the characteristics of the asset’s life
cycle and the management approach used for the LCC analysis.

In the overwhelming majority of cases, the model should
include a sensitivity analysis. Sensitivity analysis consists of
evaluating the results displayed by a model (mathematical or
other) upon changing one or more input variables. In practice,
this is seen as a very large spreadsheet activity. It is a lot of
work, but has a big payoff. The Section “Repairing pumps”
(p. 207) shows a simple example.

Perform a risk analysis. The LCC technique can be useful
when applied to situations that consider alternative decisions
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on a cost basis. These are basically trade-offs. A few typical
situations are:

e Balancing the relative levels of reliability and maintainability
for a given asset against a desired level of availability.

e Deciding on the most cost-effective maintenance policy for
sub-elements of a given asset. The usual choice is predictive,
preventive, or emergency maintenance.

e Deciding which asset to procure when faced with two or
more that will satisfy all specified requirements.

e Deciding whether to modify an asset or repair it without
changing the current configuration.

e Deciding whether to retain or dispose of an existing asset.

Step 12: Recommend a solution. Life-cycle costing can be applied to
assist in logical management of an asset, even without looking
at alternatives. Examples of this approach are:

e Identifying the exact subsystems where design simplification
and cost control will produce major cost reduction and longer
life cycles.

e Establishing a more accurate budget for the actual project.

e Understanding the inner workings of an asset. This sets up a
more effective management organization and better control
procedures.

Examples

Here are some examples that show the application of the 12 steps.
Of course, they are greatly simplified and each covers only a few steps.
The idea is to show how beneficial this whole analysis can be. Unfamiliar
financial terms are defined in Table 12-2.

Repairing Pumps

Pumps are important elements in chemical processing plants and make
up some 10-20% of all components used. Frequently it is not obvious
what repairs on process equipment really cost. Consider a population of
centrifugal pumps in a refinery. Long-term records show that the mean
time between repair (MTBR) of these pumps is 25 months. We want
to find the equivalent capital cost of the repairs. The life of a pump
is 15 years. This calculation discounts annual repair costs back to the
date of purchase. Other data from the refinery are mean time to repair
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Table 12-2
A few helpful definitions
Capital equipment cost The cost of purchasing equipment and materials
Capital installation cost The cost of installation, such as labor, and in some cases

will include basic design options

Total capital cost The sum of the equipment and installation costs, plus
any engineering costs and tax, insurance, freight or other
overhead charges. This does not include contingency
cost, but actual costs

Annual maintenance cost This is the costs of repairs, preventive maintenance, and
condition monitoring for equipment

Annual operating cost Cost of energy, catalysts, and waste disposal but
excluding feedstocks unless there ia sn issue involving
utilization or losses

Benchmark costs The annual operating or maintaenance costs of a similar
installation believed lowest known

Total-life maintenance costs This is the total of all maintenance costs from startup
trough the life of the project

Total-life operating costs This is the total of all operating costs from startup
through the life of the project

Present worth This is the present value of a future expenditure, based
on an assumed interest rate and number of years of
useful life. The formula for this: P = F/(1+i)"

(MTTR) =5d; C; = $7500 (see Table 12-1) current interest rate = 6.5%;
annual repair costs, Cy, can be calculated by:

Cpy, = PV(rate, years, Cy)

8760 x C;
Cy =
[(MTBR x 30.4 x 24) + (MTTR x 24)]
8760 x 7500
C, = x — 3578

[(25 x 30.4 x 24) + (5 x 24)]
Cpy = PV(0.065, 15, 3578) = $33, 643

The present value of the repair costs, Cpy, can be determined by looking at
the present value factor as a function of interest rate, years of life, and annual
costs. This example employs the PV function in Microsoft Excel [3].

The sensitivity analysis now has a basis. Look for the benefits that
could be derived from attempting to reduce repair costs. Evaluations
will compare purchasing a more expensive and hence (hopefully) more-
reliable pump or by making repairs more efficient and hence less costly.
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Life-Cycle Costing of Pumps*

When a chemical plant is being designed, it is very often only the initial
capital outlay, or first cost, for a pump that is considered. Operating costs
associated with the use of the pump are often disregarded. Analyzing
the costs incurred by existing pump systems provides a useful basis for
assessing which type of pump or which measures are best able to minimize
life-cycle cost. A service life (life cycle) of 10 years was selected as
typical for pumps in the chemical industry. In the present study, an annual
operating time of 8000 hr is assumed.

The life-cycle cost is computed on the basis of a simplified version of
the NORSOK standard. The method of calculation used is based upon the
present-value method, in which all relevant costs are discounted to their
present value (i.e., to the equivalent value in the first year). The result is the
total present-value or life-cycle cost of the pump and represents the total
cost over 10 years discounted back to the year in which the initial capital
investment was made. A currently valid interest rate of 8% was assumed.

The costs arising from lost production during plant downtime and
any costs incurred as a result of emergency measures taken during non-
operational periods have not been included in the following analysis.

Scope of the Analysis

We are going to look at a comparison of different centrifugal pumps
made of stainless steel and equipped with a variety of shaft seals:

e single mechanical seals (SMS)

e double mechanical seals (DMS)

e magnetically coupled pumps (‘magnetic’)
e canned motor pumps (‘canned’).

The pumps analyzed were in the size categories of 32—-160 and 40-200
to 50-200.

Data Sources and Estimates of Future Costs

Table 12-3 shows the acquisition costs of the pumps. Repair costs for
the period 1990-1998 were taken from the servicing and maintenance
database and extrapolated linearly to cover a 10-year life cycle. All repair
work was taken into account, including the replacement of mechanical

* Courtesy of Karl Ost of Degussa, Hiils, Germany.
TNORSOK is the Norwegian Offshore Petroleum Standards Organization.
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Table 12-3
Capital outlay (Costs in DM)
Capital 1 5
outlay Purchase 2 3 4 Spare parts
(X 1-5)  price of  Buffer Engineering Installation  (interest
Shaft seal DM pump fluid unit® costs® costs® payments)

Pump size: 32-160; Material: stainless steel (1.4408); Motor: EexT3

SMS 10,700 6,500 - 3,300 450 450
DMS 21,450 8,700 7,500 3,800 900 550
Magnetic 12,600 8,300 - 3,300 450 550
Canned 16,000 11,700 - 3,300 450 550

Pump size: 50-200; Material: stainless steel (1.4408); Motor: EexT3

SMS 13,700 9,300 - 3,300 450 650
DMS 25,000 12,000 7,500 3,800 900 800
Magnetic 15,550 11,000 - 3,300 450 800
Canned 21,350 16,800 - 3,300 450 800

¢ Buffer fluid system with automatic supply unit.

b Dimensioning and configuration, technical specifications, invitation to tender, procurement, docu-
mentation.

¢Labor costs for installation excluding additional material costs.

seals, shaft and bearings, and the repair of damage arising from wear and
corrosion. The highest costs are due to defective shaft seals and damaged
bearings. To calculate the life-cycle costs for pumps with different shaft
sealing systems, the average values of the following parameters were
computed:

e mean time between failure (MTBF)
® cost per repair.

Pumps in the size category 40-200 to 50-200 were dealt with by
assuming that repair costs for pumps in this category were similar. Energy
costs were calculated for pumps in the 50-200 size class.

Costs for electrical, instrumentation, and control engineering were not
included as these are due to change as a result of the new regulations
covering equipment and systems intended for use in potentially explosive
atmospheres (ATEX 100a).

Maintenance and Repair Costs

The cost and frequency of repair work were extracted from the service and
maintenance database and the corresponding average value was computed
(Table 12-4).
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Table 12-4
Pump history and repair cost (in DM)
Shaft seal MTBF Repair Maintenance  No. of pumps
(vears)? costs/cycle?  costs/year?® examined

Pump size: 32-160

SMS 2 2500 120 15
DMS 2 2900 4801 -
Magnetic 5 3850 80 9
Canned 4 3200 0 19
Pump size: 50-200

SMS 2 2400 120 23
DMS 2 2900/ 480! -
Magnetic 5 2650 80 34
Canned 4 1900 0 24

! Average empirical values (feedback from operating staff).
2 Average values computed from SAP* data.
3 Empirical values as reported by service and operating personnel.

Energy Costs

Energy costs were calculated on the basis of the efficiencies of the pump
mechanisms (assumed constant for each pump size analyzed) and the
efficiencies of the electric motors, the magnetic couplings, and the canned
motors (connected loads of the electric motors). The results are shown in

Table 12-5.
Table 12-5
Pump energy cost (in DM)
Shaft seal Pump size/ Energy Pump size/ Energy
Power (kW) costs per year ~ Power (kW) costs per year

SMS 32—160/1.5 1450 50—200/7.0 6250

DMS 32—160/1.5 1530 50—-200/7.0 6400
Magnetic 32—160/1.5 1760 50—200/7.0 7120
Canned 32—-160/1.5 1760 50—-200/7.0 7670

Note: 1If the pump motor power is >15kW, the energy costs must be calculated separately. Assumed
are 8000 operating hours per year. Electricity charges are 10 DM/100 kWh.

*Computerized Maintenance Management System (CMMS).
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Results of the Life-Cycle Cost Analysis

Summary of the results are presented in Tables 12-6 and 12-7 as well
as in Figures 12-3 and 12-4. For pump sizes 32-160 with a pumping
capacity of 10m?/h, head capacity 28 m, motor speed = 2900 min~"', and
power output = 1.5kW. For pump sizes 50-200 with a pumping capacity
of 40m?/h, head capability 41 m, motor speed = 2900 min~"', and power
output = 7.0kW.

Results

The foregoing analysis was based on 8000 operating hours per year. If the
pump operates for fewer hours (e.g., in batch processes), the distribution
of costs can alter significantly. A comparison of the relative magnitudes
of the different types of costs for the two pump sizes indicates that energy
costs become the dominant factor as pump motor power increases. The
results show that pumps with an SMS have the lowest life-cycle costs.

Despite the higher purchase price and the higher energy costs associ-
ated with magnetically coupled pumps, the lower repair costs mean that
these pumps are only about 0—-4% more expensive overall and offer a
higher degree of availability.

Table 12-6
Results of LCC analysis for pump sizes 32-160
Shaft seal Life-cycle cost (LCC) DM %
SMS 30,800 100
DMS* 46,100 150
Magnetic 30,700 100
Canned 34,000 110

*These values were calculated on the basis of experience.

Table 12-7
Results of LCC analysis for pump sizes 50-200
Shaft seal Life-cycle costs (LCC) DM %
SMS 68, 200 100
DMS* 85,000 125
Magnetic 71,050 104
Canned 80, 050 117

*These values were calculated on the basis of experience.
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Costs (DM)

Pump Size: 50-200 Comparison of costs

1 2 3

Investment costs Energy costs  Repair/Maintenance

Figure 12-3. Result statistics |

Costs (DM)

Pump Size: 50-200 Comparison of costs

1 2 3

Investment costs Energy costs  Repair/Maintenance

Figure 12-4. Result statistics ||
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The life-cycle costs of canned motor pumps are some 10-17% higher
principally as a result of increased energy costs. The safety rating of
canned motor pumps is however higher than that of magnetically coupled
pumps because of their dual-enclosure design. A further benefit of canned
motor pumps is that operating noise is significantly reduced even in the
case of larger motors. An advantage of magnetically coupled pumps and
those with canned motor is the long average period of 4-5 years between
two repairs. This high level of availability means that, in certain cases, it
is possible to do without standby pumps.

It was further found that the highest life-cycle costs arise for pumps
equipped with a double mechanical shaft seal and automatic buffer-fluid
pressurizing system. Today, double mechanical seals tend only to be used
if no other seal is feasible (e.g., when pumping fluids with a high solid
content). However, this statement is true only for pump motor powers
<15kW. As pump motor power increases, their life-cycle cost falls in
comparison to magnetically coupled pumps and those with canned motor.

It is important to realize that the analysis can only indicate general
trends. The pumps included in this analysis are used for conveying a wide
variety of fluids at a broad range of temperatures and pressures, making
direct comparison not always legitimate.

In many cases, the pumpage does not permit a choice of shaft seal to
be made. Often pumping conditions dictate that only pumps with seals
meeting very particular criteria may be used (DMS, magnetically coupled
and canned motor). Figures 12-5 and 12-6 provide an overview of the
foregoing work.

How to Select an Appropriate Pump with a Minimal Life-Cycle Cost

Calculate the annual energy consumption (operating hours, power demand
of pump) and compute the life-cycle cost. Figure 12-7 shows the procedure.

Are the highest cost savings to be made by minimizing energy costs
or by reducing the initial capital expenditure?

e Capital outlay >energy costs: optimize capital expenditure.

e Select the lowest cost pump offering the required degree of avail-
ability.

e Choose a pump type that is already in use in order to save on
engineering and spare-part costs.

e Energy costs > capital outlay: optimize energy costs.

e Select an appropriate pump with the best efficiency.

e Accurately calculate the required pumping capacity Q and the
head H. Remember, reserve capacities in Q and H are expensive!

e If pumping capacity and head vary, the use of a frequency converter
should be considered.



Life-cycle cost (DM) of pumps of size 32-160 with various shaft sealing systems

Interest rate: 8.00% Pump size: 32-160 Motor speed: 2900 rpm Q:10m’h H:28 m
'Year 1 2 3 4 5 6 7 8 9 10
'Single mechanical seal
Initial capital outlay 10,700
Energy costs 1450 1450 1450 1450 1450 1450 1450 1450 1450 1450
Repair + maintenance costs 120 2620 120 2620 120 2620 120 2620 120 2620
Sum 12,270 4070 1570 4070 1570 4070 1570 4070 1570 4070
Sum (present value) 12,270 3769 1346 3231 1154 2770 989 2375 848 2036
Life-cycle cost 30,788
Double mechanical seal
Initial capital outlay 21,450
Energy costs 1530 1530 1530 1530 1530 1530 1530 1530 1530 1530
Repair + maintenance costs 480 3380 480 3380 480 3380 480 3380 480 3380
Sum 23,460 4910 2010 4910 2010 4910 2010 4910 2010 4910
Sum (present value) 23,460 4546 1723 3898 1477 3342 1267 2865 1086 2456
Life-cycle cost 46,120
Magnetically coupled
Initial capital outlay 12,600
Energy costs 1760 1760 1760 1760 1760 1760 1760 1760 1760 1760
Repair + maintenance costs 80 80 80 80 3930 80 80 80 80 3930
Sum 14,440 1840 1840 1840 5690 1840 1840 1840 1840 5690
Sum (present value) 14,440 1704 1578 1461 4182 1252 1160 1074 994 2846
Life-cycle cost 30,691
Canned motor
Initial capital outlay 16,000
Energy costs 1760 1760 1760 1760 1760 1760 1760 1760 1760 1760
Repair + maintenance costs 3200 3200 1600
Sum 17,760 1760 1760 4960 1760 1760 1760 4960 1760 3360
Sum (present value) 17,760 1630 1509 3937 1294 1198 1109 2894 951 1681
Life-cycle cost 33,963

Figure 12-5. Summary table 1.
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Life-cycle cost (DM) of pumps of size 50-200 with various shaft sealing systems

Interest rate: 8.00% Pump size: 50-200 Motor speed: 2900 rpm Q: 40 m*h H:41m
Year 1 2 3 4 5 6 7 8 9 10
Single mechanical seal
Enitial capital outlay 13,700
Energy costs 6250 6250 6250 6250 6250 6250 6250 6250 6250 6250
Repair + maintenance costs 120 2520 120 2520 120 2520 120 2520 120 2520
Sum 20.070 8770 6370 8770 6370 8770 6370 8770 6370 8770
Sum (present value) 20,070 8120 5461 6962 4682 5969 4014 5117 3442 4387
Life-cycle cost 68,224
Double mechanical seal
Initial capital outlay 25,000
Energy costs 6400 6400 6400 6400 6400 6400 6400 6400 6400 6400
Repair + maintenance costs 480 3380 480 3380 480 3380 480 3380 480 3380
Sum 31,880 9780 6880 9780 6880 9780 6880 9780 6880 9780
Sum (present value) 31,880 9056 5898 7764 5057 6656 4336 5707 3717 4892
Life-cycle cost 84,963
Magnetically coupled
Initial capital outlay 15,550
Energy costs 7120 7120 7120 7120 7120 7120 7120 7120 7120 7120
Repair + maintenance costs 80 80 80 80 2730 80 80 80 80 2730
Sum 22,750 7200 7200 7200 9850 7200 7200 7200 7200 9850
Sum (present value) 22,750 6667 6173 5716 7240 4900 4537 4201 3890 4927
Life-cycle cost 71,001
Canned motor
Initial capital outlay 21,350
Energy costs 7670 7670 7670 7670 7670 7670 7670 7670 7670 7670
Repair + maintenance costs 1900 1900 950
Sum 29,020 7670 7670 9570 7670 7670 7670 9570 7670 8620
Sum (present value) 29,020 7102 6576 7597 5638 5220 4833 5584 4144 4312
Life-cycle cost 80,026

Figure 12-6. Summary table 2.
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Calculate
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in use to save on engineering
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Figure 12-7. Decision chart.

Are spare parts for the pump under consideration already in store?
If not, the spare parts costs for 2 years should be incorporated into the
capital outlay used in the calculation of the LCC.

Piping

Our second example was selected for two reasons: (1) piping can be
considered a surrogate for any major piece of equipment and (2) piping
analysis is fully developed. In the past, either the piping and the equipment
were installed knowing that they would be replaced at frequent intervals,
or the materials were so exotic that they outlasted the useful life of
the process. Repair frequency was estimated but not the total cost of
ownership over the life, converted to present-value (PV) terms.
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Years ago, it may have been more cost-effective to replace piping and
equipment rather than spend additional funds for corrosion-resistant parts.
Manual calculation methods did not allow time for analysis of alternate
materials of construction. Previous experience or data from installing
corrosion-testing coupons in the process vessels was used.

For a new process, experience was not available and there was no
procedure to install coupons. Additionally, processes were rarely contin-
uous and frequent downtimes for regular maintenance allowed windows
of repair or replacement time for non-alloy materials of construction.

The SSINA Method

One form of LCC is a procedure adapted for the evaluation of piping
materials. It was developed by the Specialty Steel Industry of North
America (SSINA, Washington, D.C.) and it uses the standard accounting
principle of discounted cash flow to change total unit costs incurred
during a life cycle to present-day values. The SSINA method expresses
LCC as the sum of five components (Fig. 12-8). These calculations, in PV
(present value) dollars, accurately portray the true costs of using different
materials. They are:

Initial materials acquisition costs (AC). AC is the total cost of mate-
rials, at today’s values, used in the initial fabrication and installation
of the unit, including discounts. AC totals the independent units being
assessed, such as pipe systems, pump systems, distillation units, or heat
exchangers. This includes plate and sheet metal, pipe, tubing, fittings,
and all other miscellaneous parts.

AC may be calculated from a cost per dimension. Be careful when
comparing the total material costs for a unit, to use the quantity of
materials based on the best design, for each of the alternative materials.
The design requirements, such as vessel-wall thickness and beam lengths,

Total Life Initial Initial Operating Downtime
Cycle Cost Material Material & Costs Replacement
Acquisition Installation Maintenance (Lost Costs
- Costs + & ) + Costs + Production) +
Fabrication
LCC AC IC oC LP RC
N oc Nop N Re

nz=:1(1+f)” n=1 (10" A p=1(T+)"

Figure 12-8. LCC calculated as sum of five costs.
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may vary with different materials because of material properties. These
variations affect the pricing of alternate materials. If material costs are
included in the fabrication and installation costs in turnkey projects, these
lump-sum costs are included in AC.

Initial materials installation and fabrication costs (IC). 1C includes
the total costs of cutting, forming, welding, assembling, and installing the
independent unit. Methods of estimating, such as cost per foot of pipeline
or cost per square foot of sheet metal, may be used based on experience
from similar jobs or projects.

IC includes other installation costs, among them surface preparation
and protection, such as painting, and the application of epoxy coatings
and linings not previously included in AC. IC also includes special labor
skills, such as certified engineers, materials consultants, and specialty-
qualified operators to aid in the installation.

Operating and maintenance costs (OC). This includes maintenance
costs at each maintenance interval and indirect operating costs that occur
as a result of a material choice. Maintenance costs, at today’s values,
include labor costs plus specialized inspection equipment for X-ray, ultra-
sonic, or similar acoustic techniques, and external specialist skills such
as consulting.

The frequency and costs of regularly spaced maintenance events are
based on experience, supplier specifications, or similar industry norms.
If no maintenance is planned, the maintenance interval time is the esti-
mated life of the project. An overhaul or shutdown can be treated as a
replacement material cost.

Include in OC any indirect operating costs, such as frequent painting
of corroding steel or patching leaks from holes in process equipment.
Another example is the requirement of spark testing a liner at regular
intervals. Include these and similar items in annual material-related costs.

Lost production costs during downtime (LP). LP is the revenue lost
as a direct or indirect result of the unit being out of service. Downtime
of ancillary and related equipment may also affect lost production costs.
Add lost production from these sources into the total. The number of
lost production events in this category usually equals the number of
maintenance events, because they often coincide in plants currently not
using PdM.

Replacement materials costs (RC). RC includes replacing parts of the
system too expensive to repair. Materials subject to high corrosion and
wear applications may require replacing several times during the desired
project life.

Estimate regularly spaced replacement intervals (15 years is a typ-
ical value) based on experience, operating conditions, manufacturer’s
specifications, or corrosion tables. NACE International (Houston, Tex.)
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and other organizations have published corrosion rate tables for metallic
and non-metallic materials of construction, which can be used to predict
equipment life. A unit may have to be replaced once or several times
during the commercial life of the host plant.

RC is not a maintenance cost. RC includes expenses like the following:

e Removal costs, per event, including the labor and material costs of
removing, stripping, or demolishing the unit.

e Material and installation costs, per individual event, including the
costs of replacing the material, the labor costs of reinstallation, trans-
portation and delivery costs.

e Residual value of the material, per event, including the scrap value,
which may be as high as 30% of the original material. This is a
credit treated as a negative expense.

e Decommissioning costs, including cleaning and preparing for sal-
vage, or otherwise meeting environmental, health, and safety reg-
ulations. The residual values and decommissioning costs are espe-
cially significant for large quantities of high-priced materials in
short life-cycle applications. Decommissioning also can be signifi-
cant in the production of hazardous materials to meet environmental
regulations.

LCC is a Total

Computing the sum that equals LCC is easy. All future costs that will
be incurred as a result of a material choice are discounted to PV. The
PV of costs incurred at regular, but not necessarily annual, intervals plus
operating costs are summed with the initial costs to become the total
LCC. Total initial costs, the sum of material, fabrication, installation,
and other installation costs, are not discounted as they are determined
at PV.

A spreadsheet works well for making the calculation steps and pre-
senting the comparisons. A computer program in spreadsheet format is
available free from the SSINA. Using a spreadsheet allows a sensitivity
analysis. Primary input variables can be changed, showing the effect each
has on the total.

Evaluation of existing projects next, we present a method used to
evaluate the LCC of an existing project and to compare it to benchmark
data. We assume that data gathering was adequate. After a project has
been installed and has operated for several years, review the performance
data. Determine the initial capital cost and annual maintenance costs for
the equipment. Also, determine operating costs such as those involving
energy and feedstock utilization. Estimate a reasonable interest rate for



Life-cycle cost analysis 221

the period such as the average prime rate over the period. Combine the
total maintenance and operating costs for each year and calculate a present
value back to the startup year. The life-cycle cost is the sum of the capital
investment and the PV of the total maintenance and operating costs.

The next step is to determine the breakeven capital investment. This
is the amount of capital that could have been spent, so that the annual
maintenance and operating costs would have been equal to the benchmark
costs, and the life-cycle cost would be the same as for the comparison
case.

The ratio of breakeven capital to actual capital is used as a tool to
evaluate whether the capital spending was optimal. The closer the ratio
is to unity, the more optimized the capital, and the lower the life-cycle
cost.

Benchmarking

There are three key assumptions that impact a basic life-cycle optimiza-
tion strategy and affects the actual implementation of the LCC theory:

1. Maintenance costs will decrease with the increasing cost of initial
capital, up to a benchmark point of maintenance costs.

2. Operating costs will decrease with increasing cost of initial capital
up to a point, which is the benchmark operating cost.

3. The opportunity for minimizing the life-cycle cost is highest in the
early phases of project development and lowest at the late stages of
a project.

There are 13 activities or (BPs) (Table 12-8) in a project that can
benefit from considering LCC. Optimization should be considered at each
activity point. The impact lessens with the positioning of an activity in
the list. Wherever you are in a project, start now to optimize. Do not cry
over the lost opportunity of not being at the top of the list. LCC pays off
even from the bottom, so implement the 12-step process for any activity.

From Theory to Practice

The goal is to spend the amount of capital that will produce the lowest
possible life-cycle cost. These steps are an approach to this optimization.

1. Develop an annual maintenance and operating-cost curve as a func-
tion of the capital invested.
2. Plot the annualized cost of capital on the same graph.
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Table 12-8
Project activities that benefit from LCC

1. Generation of specifications based on appropriate industry standards, as well as in-house
standards
2. Avoiding reliance on “Vendor’s Standard”
3. Specification and P&ID review by technical discipline experts
4. Determining and focusing on key factors affecting life-cycle costs
5. Obtaining quotations from vendors
6. Technical bid tabulation
7. Vendor selection and bid conditioning
8. Equipment design audit and review
9. Testing at vendor’s facility
10. Installation practices
11. Commissioning practices
12. Operating practices
13. Maintenance practices

3. Add the two cost curves together to obtain the life-cycle cost graph.
4. Determine the amount of capital that corresponds to the lowest
life-cycle cost.

See Figure 12-9. This graph can be constructed by adding the values
representing the capital cost to the numbers representing the operating
costs — including maintenance costs. The resultant minimum is indicating
the optimum cost situation. Estimating annual maintenance costs on a
future project is not straightforward. The following discussion describes
a method for making this estimate.

Past projects have certain design and installation options that proved to
have high maintenance or operating costs — step 9 of Table 12-8. Identify
and evaluate these specific options, also referred to as “key reliability
factors” that impact on costs. Assume that the key reliability factors
can be identified for a project, and that historical data are available,
on a common basis, for maintenance and operating costs versus capital
cost. Add together all the options to develop an overall maintenance and
operating cost curve.

For an example, we develop benchmark data here, demonstrating that
the service factor of a gearbox affects the frequency of repairs and, thus,
maintenance costs. This is a case history of two gearboxes and their
maintenance costs for different service factors.* We show how to put this
on a common basis.

* Service Factor is the ratio of design power capability to expected power required. This is the
definition of the American Gear Manufacturers’ Association (AGMA, Alexandria, Va.).
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Figure 12-9. Minimizing total LLC (Top curve).

Gearbox LLC Evaluation

A mixer’s gearbox experienced severe gear-tooth pitting after the first
year of operation. Failures occurred each subsequent year, costing hun-
dreds of thousands of dollars in production losses. By applying a failure
analysis and design review, engineers determined the AGMA service
factor was only 1.07. API (American Petroleum Institute, Washington)
standards require a 1.70 service factor for equipment working with extru-
sion machinery. The engineers specified a new gearbox with a 2.0 AGMA
service factor. The gears were wider and the gearbox bigger. As a con-
sequence, the motor had to be moved several inches. The cost of the
new gearbox and motor relocation together was $294,333. The original
gearbox cost $160,000 (not including motor foundation work). The new
gearbox ran five years before requiring any significant repairs.

Cost performance was compared on a 10-year basis. Although 10 years
of history were not available, future years were assumed to require the
average maintenance costs of the known years. The spreadsheets and
maintenance cost graph are shown in Tables 12-9, 12-10, and 12-11. We
will walk through them for greater understanding. The year column needs
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Table 12-9
Life-cycle cost of case 1 (SF =1.07)
Year Cost Actual Discount PV of Cumulative % of
category cost, $ factor CF, $ maint. PV, $ capital
0 Capital 160,000 1.0000 160,000 0 0
1 Maintenance 26,887 0.9259 24,895 24,895 15.56
2 Maintenance 64,867 0.8573 55,613 80,508 50.32
3 Maintenance 53,930 0.7938 42,811 123,320 77.07
4 Maintenance 48,561 0.7350 35,694 159,014 99.38
5 Maintenance 48,561 0.6806 33,050 192,064 120.14
6 Maintenance 48,561 0.6302 30,602 222,666 139.17
7 Maintenance 48,561 0.5835 28,335 251,001 156.88
8 Maintenance 48,561 0.5403 26,236 277,237 173.27
9 Maintenance 48,561 0.5002 24,293 301,530 188.44
10 Maintenance 48,561 0.4632 22,493 324,023 202.51
Net present cost $484,023
Table 12-10
Life-cycle cost of case 2 (SF =2.00)
Year Cost Actual Discount PV of Cumulative % of
category cost, $ factor CF $ maint. PV, $ capital
0 Capital 294,333 1.0000 294,333 0 0
1 Maintenance 0 0.9259 0 0 0
2 Maintenance 0 0.8573 0 0 0
3 Maintenance 0 0.7938 0 0 0
4 Maintenance 0 0.7350 0 0 0
5 Maintenance 50, 000 0.6806 34,029 34,029 21.27
6 Maintenance 0 0.6302 0 34,029 21.27
7 Maintenance 8,333 0.5835 4,862 38, 892 24.31
8 Maintenance 8,333 0.5403 4,502 43,394 27.12
9 Maintenance 8,333 0.5002 4,169 47,563 29.73
10 Maintenance 8,333 0.4632 3,860 41,423 32.14
Net present cost $345, 756

no explanation. The cost category column sets a category of expense. In
the year zero it is the capital. All other years are maintenance costs.
The actual cost column follows Table 12-10. For the Case 1 gearbox,
there were three actual repairs before it was scrapped. The average of
the three repairs is $48,561. This number is repeated to the tenth year. In
Case 2, $8333 is the average of 6 years (50,000/6).
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Table 12-11

Symbols and abbreviations
AC = Initial material acquisition costs, $
Cq = Average repair cost, $
Cpy = Present value of costs, $
Cy = Annual repair costs, $
D = Discount factor, dimensionless
F = Future costs, $
i = interest rate, dimensionless (decimal form)
IC = Initial materials installation and fabrication, $
LP = Downtime costs, $

MTBR = Mean time between repairs, mo
MTTR = Mean time to repair, d

n, N = time intervals, yr

ocC = Operating and Maintenance cost, $
P = Present worth, $

RC = Replacement costs, $

Discount factor is calculated as DF = 1/(1+1)", with i = 0.08. C,y,
of cash flow (CF) is the output of the PV function in Excel. Maintenance
Cpy, cumulative is tricky. The first line is zero, since ‘capital is not
maintenance.” Then start adding maintenance costs. For instance, Line
2 =24, 895; Line 3 = 24,895+ 55,613 = 80, 508; Line 4 = 80, 508 +
42,811 = 123, 320. The last column is the cumulative column divided
by the initial capital cost and converted to percent. Finally, add up the
Cpy of the CF column to get a net present cost.

Considering only maintenance costs and the initial expenditures, Case 1
(1.07 SF) has a 10-year cost of $484,000, while Case 2 (2.0 SF) costs
$346,000. The difference would be much greater if production losses
were included. However, the example as stated illustrates how lower
life-cycle costs may be achieved despite higher initial cost.

In summary it can be easily seen that the lowest cost of initial capital
may not produce the lowest life-cycle cost in the long run. Maintenance
and operating costs can be quite significant and cannot be ignored in the
economic analysis.

Making LCC Policy

Many reliability professionals are talking about LCC today. Frequently,
that is where this subject remains, in the talking phase. To implement
LCC practices, a company policy has to be implemented. It would help
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Figure 12-10. Two different gear boxes.

to educate plant personnel in LCC concepts by enforcing a few basic and
simple administrative procedures.

This policy would apply to new or replacement projects, particularly
where major equipment is purchased and installed. All phases of project
development, from conception to startup, should be included in this policy
of minimizing the life-cycle cost. However, the implementation of LCC
will add additional steps and reviews in the project development process,
as shown in Figure 12-11.

Audits of the LCC procedures should be conducted for projects
6 months after closing. This should be done during the regular project
audits. Checklists assist project team members in conducting these audits.
Their main purpose is to assure that the overall LCC policy is being
adhered to in the project development process.

Set up 5-year audits as well. This is a good interval to re-evaluate life-
cycle costs, and determine the break-even capital. Audit against the LCC
assessment in the project work scope document and against benchmark
data. Although the audit is conducted after 5 years, the maintenance and
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Figure 12-11. LCC policy implementation.

operating average annual costs will be extended to a 15-year (or other
period specific to your installation) standard equipment life and the final
evaluation made on that basis. Lessons learnt will be incorporated into a
continuous improvement of the Life Cycle Policy.
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Chapter 13
Starting with good specifications

Apply Mechanical Reliability Principles to Turbomachinery Design*: Use
these Guidelines to Improve Availability

During the last decade, process machinery users have gradually become
aware that the achievement of reliable, continuous operation of their
machinery is perhaps the most important aspect affecting their decision to
purchase a specific piece of equipment. As a result, there is more mention
of the word “reliability” in equipment standards, and certain well-defined
component lifetimes are now being specified. In earlier times parameters
such as initial cost or higher efficiencies were the deciding factors in
purchasing plant machinery. However, and as was brought out in our
earlier chapters, the use of these “non-experience-based” decision-making
methods led to the purchase of machinery which met all the project
specifications at the time but resulted in unreliable, expensive to maintain
plant equipment.

The design of a turbomachine has a direct influence on its life-cycle
reliability and, therefore, its ability to operate with a maximum time
interval between failures. A new mechanical reliability concept can shed
light on what has so far been essentially a black art — based partly on
science and partly on experimental verification — with little in the form
of theory to guide the way. This concept involves creating a universal
mechanical failure mode list that applies to all machinery and, from there,
developing design rules and guidelines that eliminate these failure modes
or isolate their effects. Applying these design principles leads to advanced
turbomachinery that exhibits an extremely high resistance to mechanical

*By Abdulrahman Al-Khowaiter. Mr Al-Khowaiter is a rotating equipment consultant with Saudi
Aramco Oil Company in Saudi Arabia.
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breakdown. That said, this chapter illustrates the forward thinking and
example-upgrading processes employed by a major oil producer and
petrochemical manufacturer. While not necessarily applicable to a specific
machine model, the principles highlighted here merit consideration.

Origins of Turbomachinery

The first practical turbomachine was developed in the late nineteenth
century by professor Gustaf de-Laval of Sweden. His requirement in
1883 for high centrifugal acceleration on a newly designed centrifugal
separator led to developing a supercritical rotor with speeds of 40,000 rpm
and greater. In addition to these previously unheard of speeds, need for
a high-speed prime mover to drive the new centrifuge led de-Laval to
invent the first practical steam turbine [1].

de-Laval was the first to question the widely accepted, mathematically
“proven” theory that there existed an absolute speed limit for every sym-
metrical body rotating around its axis of symmetry. It was thought at
the time that this limiting frequency could not be exceeded without total
destruction of the rotating body. However, de-Laval’s deeper physical
understanding of this phenomenon led him to believe that the observed
limit was only a critical speed arising from convergence of the rotor’s
rotational speed with the natural frequency of the shaft’s flexural vibra-
tion. His solution was to produce a supercritical rotor that became the
first to successfully operate above these limits, through the use of a “flex-
ible” shaft that allowed decoupling the lateral critical vibration from the
unbalance forces acting on the rotor.

Soon after, in 1884, Charles Parson of Great Britain successfully
developed the first large output, multiblade axial flow steam turbine
that included a host of innovations [2]. This powerful turbine quickly
brought an end to the domination of large reciprocating steam engines
in power generation and mechanical drive services such as ship propul-
sion and opened up new, practically unlimited power capabilities. Both
inventors ran into numerous mechanical reliability problems, and many
difficult technological barriers had to be crossed to achieve success-
ful operation. Through skill and determination, these early design-
ers/researchers/manufacturers were able to single-handedly overcome at
least eight major turbomachinery design problems:

1. Highrotor vibration was due to supercritical speeds, limited mass bal-
ancing capability, and insufficient rotor-bearing damping technology.

2. High-speed shaft couplings were not available and had to be
designed and developed explicitly for these early machines.
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3. Due to the high speeds and close clearances, highly accurate fab-
rication and machining tolerances were necessary and required an
advance in the state of the art.

4. The new turbomachinery exhibited an extreme sensitivity to mis-
alignment and demanded new rigorous shaft-to-shaft and internal
alignment standards.

5. Suitable shaft-to-casing pressure seals such as labyrinths were the
subject of intense development.

6. Need for high-speed gearing to step down the advanced rotor speeds
was also a design and reliability challenge.

7. Both pioneers were forced to develop novel turbine metallurgy to
overcome the combined thermal and mechanical stresses acting on
the blading.

8. Need to optimize thermodynamics by maintaining a high thermal
efficiency was clearly recognized by both de-Laval and Parsons,
and imposed mechanical design constraints.

Although the technological challenges listed were first overcome
almost 120 years ago, these turbomachinery design characteristics remain
applicable. Many of these same issues are responsible for present process
plant machinery failures.

Interestingly, both de-Laval and Parsons ultimately resorted to brute
force methods to achieve the reliability necessary for continuous opera-
tion. For example, in a bid to control the extraordinary rotor vibrations
of their new turbomachines, drastic measures were the order of the day.
de-Laval found a solution in the form of sleeve bearings with an unprece-
dented length to diameter ratio (L/D) of up to 8:1, while Charles Parson
ingeniously designed and applied triple-layer squeeze film radial bearings
(circa. 1890) to ensure sufficient damping in his new turbines (Fig. 13-1).

Machinery Reliability by Design

This section wants to highlight mechanical design weaknesses that com-
monly occur in turbomachinery and explain how their reliability can be
improved during the design phase. Turbomachines share several unique
characteristics and yet exhibit the mechanical characteristics of “normal”
machinery. For example, like any machine, a centrifugal compressor
includes a rotating shaft and stationary bearings. However, due to the
requirement for rotordynamic stabilization at high rotational speeds, cen-
trifugal compressor bearings must not only provide low frictional shaft
support and positioning, but are also required to supply significant rotor-
dynamic damping to minimize deflections and destructive vibration.
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Figure 13-1. Triple-layer squeeze film radial bearing [1].

In addition, turbomachines are also unique in that while revolving at
extremely high shaft velocities, they must also simultaneously retain the
machine’s internal pressure through the use of shaft-to-casing seals. Add
to this mixture such extras as high temperatures, large power outputs, and
extraordinary fatigue cycles and the recipe for mechanical disintegration
is complete. Therefore, perhaps more than any other type of machinery,
turbomachines are sorely in need of reliable mechanical design. Before
going any further then, the meaning of “mechanical reliability” should be
defined: “Mechanical reliability of a machine is a measure of its ability
to operate continuously at design conditions, and without mechanical
failure, for a specified time period.”

From a long-term study of why some machinery are able to attain very
high reliability levels while others suffer excessive breakdowns, clearly
many failures were inborn or inherent in the unreliable machinery’s
design. On the other hand, the superior, highly dependable machines
contained a minimum of inherent or “dormant” failure possibilities. As a
consequence, the following general rule was formed: The ability of any
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machine to achieve a satisfactory mean-time-between-failures (MTBF) is
governed by its resistance to failure. This statement is based on purely
logical reasoning, since failure is the opposite of reliability.

After reaching this simple conclusion, the next step was to develop a
universal mechanical failure list, the function of which is to describe the
failure modes of all machinery. This list then becomes a qualitative design
tool to apply when evaluating machinery at the design stage as shown in
Table 13-1. By uncovering the elusive mechanical characteristics that are
responsible for machine reliability, it should then be possible to evaluate
a design while still in the blueprint stage of development. This was not
possible in the past.

Table 13-1
Universal machinery failure mode list

1. Lubrication breakdown. Covers all machine failures caused by loss of lubrication
due to:

® ] oss of lubricant, contamination.
® Insufficient flow, film breakdown. Main components affected are bearings, seals,
and sliding contact surfaces.

2. Excessive vibration.

® Covers all vibration-included failures of machine components such as rotor shaft
vibration, impeller vane vibration, turbine blade vibration, and others.

3. Corrosion/adhesion. Machinery failures caused by surface molecular action:

® Corrosion results from a chemical reaction between the turbomachine component
and its environment, such as process gas corrosion.

® Adhesion occurs as a result of molecular attraction and is responsible for “sticking”
and deposits adhering to machinery components.

4. Erosion/wear.

® Includes abrasive wear, fretting, scuffing, and galling. This mode covers all failures
caused by material loss through mechanical action.

5. Foreign object damage. Covers all failures attributed to ingesting an object
(solid/liquid), which is either:

® not an intrinsic part of the machine or
® a part of the machine that has moved from its design position.

6. Seal failure/static—-dynamic. Includes all failures resulting from:

® ] oss of sealing ability or containment at an interface. The sealing interface may be
static or dynamic. Examples are static gaskets, O-rings and mechanical seals.
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Table 13-1
Universal machinery failure mode list-cont’d

7. Excessive thermal growth/degradation.

® Failures due to temperature changes exceeding normal design limits and material
property degradation from excessive temperature variation.
® Thermal cycling failures.

8. Locking/holding mechanism failure. Failures in assembled components, leading to
loosening in joints:

® Held by fasteners.
® That do not rely on fasteners but utilize elastic properties to maintain the assembly.

9. Failure due to improper internal geometry. Includes failures that occur from:

® ] oss of design geometric alignment between components.
® Rubbing and impacting between components that are designed to be noncontacting.

10. Overstressed material. Refers to all breakdowns attributed to material structural
failure:

® Fatigue failures, ductile fractures, surface deformation and other mechanical stress-
induced component failures.

For example, in the late 1930s, military aircraft engine development
intensified in anticipation of the impending World War II [3]. Most
American and European piston engine manufacturers achieved the desired
engine MTBF of approximately 250 hr through factory testing of pro-
totype engines at supercharged conditions simulating almost double the
actual required brake horsepower output. These severe, punishing tests
naturally produced mechanical breakdowns at the weakest points in the
prototype engine designs. From here, the designers would redesign the
failed parts and then return to the test stand for further trials. This pro-
cedure would continue until the engines were finally able to consistently
reach an MTBF of 250 hr minimum or whatever time-between-overhaul
(TBO) limits imposed by Air Force guidelines.

Practically, all high-power reciprocating engine manufacturers of that
era found through extensive testing that only silvered bearings could
guarantee the required fatigue life at the design conditions of greater than
3000-psi bearing loading. Babbitt alloys were capable of only one-half
the ratings of the silver-lined steel bearings [4].

This method, while successful, was essentially a “test-to-failure” reli-
ability analysis method and is still commonly used. In general, many
designers are not able to produce mechanically reliable designs on paper
and are forced to obtain quantitative and qualitative reliability design
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improvements through trial and error. One major reason is that often
machines are designed by multidisciplinary teams, with specialists in
specific areas such as stress analysis, metallurgy, heat transfer, and man-
ufacturing. The ability is lacking to tie the effects of each discipline’s
output and evaluate the interaction of each component while still on
paper.

In some cases, however, an outstanding, highly gifted designer will
break this rule and produce reliable, high-performance machinery straight
from the drawing board. Our aim is to attempt to capture part of this
intuitive mechanical design ability — which is clearly evident in the
ingenious designs of de Laval and Parsons — and transform it into a
readily understood, logical design procedure.

Mechanical Reliability Design Principles

After developing a failure mode list, design guidelines that the designer
and user can apply are needed. The following guidelines maximize the
component and overall machine’s resistance to failure:

1. Design out failure modes. This is the most powerful design method
possible. By eliminating the built-in failure modes of the individ-
ual components and the machine as a whole, overall mechanical
reliability is raised.

2. Minimize the number of rotating and static parts. Machine reliability
is equal to the product of its n-component reliabilities, with each
component having a value less than one [5]:

R(machine) =R, xR, x Ry x R, x ... R,
Therefore, as we saw before in this book, by reducing the actual
number of components in this series, the magnitude of overall reli-
ability will be increased.

3. Apply design safety factors to all failure modes. Practically,
all designers are aware of, and apply, design safety factors to
pure mechanically stressed components during the stress analysis
phase (failure mode 10). However, few designers are aware that
design safety factors must also be applied to the remaining failure
modes such as lubrication failure, vibration, corrosion, wear, and
others.

For example, in turbomachinery all the design efforts and safety
factors added to ensure an infinite mechanical fatigue life for the
shaft may be wasted. Shaft thrust collar loosening from poor locking
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design will destroy this finely crafted rotor in seconds. Therefore,
safety factors must be applied to all ten of the failure modes. This
is because — as in a chain — the weaker links will always defeat the
purpose of any stronger, heavier-duty links.

. Add parallel redundancy to failure modes. If a failure mode on

a component or major assembly cannot be designed out, use a
redundant design to increase reliability against that specific mode.
Redundancy improves reliability through the familiar law:

Parallel component reliability=1—(1—R,)(1 —R,)

where R, and R, are two identical components acting in parallel.
For double parallel redundancy, if R = 0.90 then:

New reliability = 1 — (1 —0.90)(1 — 0.90) = 0.99

. Apply the integral design principle. Integral design is integrating

separate machine components into a single part through creative
design. This eliminates the following:

e Fastener failures and shrink and press fits that loosen.

e Misalignment is reduced due to joint elimination.

¢ Sealing failures cannot occur at non-existent joints.

e Material overstress due to shrink-fitted parts.

e Vibration failures arising from component looseness, unbalance,
and alignment errors.

e Crevice corrosion attack.

¢ Improper internal geometry failures, such as rubs from loose com-
ponents.

e Fretting-induced failures.

. Maximize the separation distance between moving parts and non-

compliant static parts. This applies to all components except for
bearings.

. Minimize the number of wearing surfaces such as bearings and

sliding contact points.

. Eliminate static and dynamic sealing points where possible.
. Add flexibility to the interface between moving and static parts such

as at dynamic sealing locations.
Use direct instead of indirect force transmission. Reduce the number
of linkages.
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Minimize high mechanical stress points by adding the maximum
possible radius or taper to all cross-sectional changes in mechani-
cally loaded parts.

Reduce the number of mechanical components stressed in bending.
Change to pure tension, compression, or shear.

Use mechanical drive shafts of maximum rigidity.

Use ductile as opposed to brittle materials.

Incorporate self-aligning seals and bearings.

Designing Out a Failure Mode

By analyzing design aspects of a typical built-up steam turbine shaft-disk
assembly, the following mechanical failure modes can be found that are
inherent in the design:

Locking/holding mechanism failure: Loosening of the shrink-fitted
disks from the shaft due to incorrect pre-warming or from slight
overspeed. For a six-stage rotor, the reliability against loosening is
equal to the product of each of the six individual stage reliabilities.
Vibration: Rotor vibration from unbalance, misalignment, fluid exci-
tation, and various other sources.

Erosion/wear: Steam condensate erosion, wear at the disk bore
through fretting and wear on the shaft at the labyrinth interfaces.
Excessive thermal growth/degradation: Thermal shock from sudden
startups and thermally induced shaft bowing.

Corrosion/adhesion: Stress corrosion cracking can occur at the
highly pre-stressed disk bore area, predominantly at keyway stress
concentrations [6].

® Material overstress: Disk rupture from overspeed operation.

Foreign object damage: Foreign objects in the steam path, such as
liquid slugs and cracked internal fasteners.

Failure due to improper internal geometry: Misalignment of the
rotor in the casing.

Therefore, eight design failure modes are acting on any built-up steam
turbine rotor. However, by specifying a monobloc shaft-disk construction,
the user can eliminate two failure modes: the locking/holding mechanism
mode and the corrosion/adhesion mode. As a result, properly constructed
integral turbine rotors are only susceptible to six failure modes and,
consequently, overall turbine reliability is improved compared to a built-
up design. Process plant failure statistics over the past 20 years have
confirmed the validity of this design conclusion.
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Applying the Integral Design Principle
Integral Design General-Purpose Steam Turbine Bushings

Figure 13-2 shows a throttle valve assembly for a well-known, general-
purpose steam turbine. These turbines are used worldwide in many pro-
cess plants, and the author’s company operates at least 200 of these
machines in 600-psig steam services. A constant reliability problem on
eight of the company’s 1200-hp models was excessive steam leakage
from the throttle valve stem bushings. As a result, repacking each tur-
bine’s steam glands every 4 months was necessary. In 1997, an in-house
redesign was undertaken to improve reliability. The outer gland was con-
verted to an integral bushing-lantern ring (Fig. 13-3). This resulted in the
following design and operational improvements:

e The lantern ring is now an integral part of the valve stem bushing.
There is no possibility of incorrect axial installation of the lantern

; »I R

Figure 13-2. Improved throttle valve assembly.
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Figure 13-3. The outer gland was converted to integral bushing-lantern ring.

ring or packing rings, which can lead to partial blocking of the
internal 60# steam leak-off line.

e Improved valve stem alignment and support by the accurately bored
bushing, which adds a third guide point compared to two in the
original design.

e The packing glands on all eight turbines have still not required
repacking after 3 years of continuous operation. (This unusual life-
span improvement was unexpected and is puzzling.) Valve stem
wear has been reduced and steam leaks at this location have been
eradicated.

Note: The inner, high-pressure bushing was retained as is. The new
outer bushing was press-fitted into the machined valve cover with a
0.002-in. interference fit, using molybdenum disulfide grease.

Integral Design of Centrifugal Compressor Impellers

A two-piece welded or brazed impeller is superior to a three-piece design
because the impeller vanes in the former are integrally machined with
the back cover-plate. This reduces the number of welds by 50%, thus
minimizing the possibility of weld zone cracking or braze metal bonding
failure by an equal percentage.
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Flexible support, tilt pad bearings are another example of applying
the integral design concept to maximize reliability. In a conventional,
horizontally split four-pad bearing, at least six separate components are
necessary for the assembly. As can be seen from Figure 13-4, the flex-
tilt design requires only two separate components. The following failure
possibilities are eliminated by this design:

e Tilting pad pivot wear, which leads to rotor vibration.
e Tilting pad self-flutter vibration.
e Pad damping properties that vary with time.

Figure 13-4. The flex-tilt design requires only two separate components.
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Reducing Locking/Holding Mechanism Failures

For those assemblies where an integral design is not practical, the end
result in most cases is that fasteners must be employed to join the sep-
arate members. For bolted, mechanically stressed joints, it is strongly
recommended to incorporate the following joint design details [7]:

¢ Provide a thread engagement of 1.25 x bolt diameter or more.

e Use long bolts or studs to increase joint elasticity and, therefore,
minimize the loss of initial tension from thermal cycling and vibra-
tion.

e The maximum possible alternating fatigue stress in the joint’s fasten-
ers should not exceed 10,000 psi, unless specially designed fatigue-
resistant bolts and nuts are used [8]. A high bolt tension, or preload,
tends to make the external fluctuating loads bypass the bolt itself,
thus greatly increasing fatigue resistance.

e To reduce embedment, use hardened surfaces under nuts or apply
thick, hardened washers.

e High-strength, rolled thread fasteners such as SAE 8 with a proof
strength of 120,000 psi will increase bolted joint reliability.

e Minimize the number of surfaces or interfaces in the joint. For exam-
ple, use a flanged nut (which is basically an integral nut-washer).

e All internal fasteners, whose failure in service can lead to foreign
object damage inside the turbomachine, should be fully captive.

Coupling Bolting

From field experience, we have found that 1/4-in. diameter, high-strength
coupling bolts are not as reliable as larger diameter bolts for turbomachin-
ery drive shaft couplings. The reason is these smaller-diameter fasteners
have a normal initial tightening torque limit of only 13 ft-1b to achieve
75% of their proof strength. The problem with such bolts is that dur-
ing tightening, the combination of high torsional shear stress in the bolt
body in addition to the shear stress at the threads greatly limits allow-
able torque [8]. Consequently, a relatively low tensile preload or joint
clamping force results compared to larger diameter bolts, where a change
occurs at 3/8-in. diameter size bolts and greater. From here on, torsional
shear stress capability of these larger bolts begins to significantly exceed
the thread shearing strength.

From the author’s experience, at least 50% of high-speed compres-
sors and steam turbines utilizing 1/4-in. bolts (SAE grade-8) included a
relatively high number of loose bolts found during coupling inspection
intervals of 2 years. Many bolts had essentially lost their original preload
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Table 13-2
Transforming nut torque into tension

Torque absorption in a tightened bolt

Percent of tightening torque

UNC UNF
Bolt tension 15 10
Thread friction 39 42
Head friction 46 48
Total tightening torque 100 100
Loosening torque 70 80

tension (Table 13-2). However, for those couplings utilizing 5/16-in.
diameter and greater fasteners, the incidence of loose bolts did not exceed
10% of all couplings inspected.

As aresult, the company’s centrifugal compressor standards now spec-
ify a requirement for minimum coupling bolt diameters of 5/16in. There
is no reason why these sturdier fasteners cannot be substituted for the
existing turbomachinery industry minimum coupling bolt size of 1/4in.,
since the 5/16-in. SAE grade-8 coupling bolts have almost double the
torque capability (25 ft-1b) and, therefore, double the preload or clamping
force (Table 13-3). In addition, from a human-factor’s point of view,
the larger diameter bolts are more resistant to overstress from mechanic
error.

With gear couplings, users should be warned that the normal lubricated
tooth sliding friction factor is in the range of 0.10. However, when
lubrication becomes poor or non-existent, these couplings begin to lock
up (torquelock) and sliding friction factors of 0.5 and greater occur. This
implies that the gear coupling becomes more like a solid coupling and

Table 13-3
Torsional stiffness and strength comparison between bolts

Bolt torsional strength is proportional to D*. Therefore, torsional strength of a 5/16-in. diameter
bolt compared to a 1/4-in. bolt is:

(5/16)%/(1/4)> = 0.0305/0.0156 = 1.95

Thus, a mere 1/16-in. increase in diameter gives double the torsional strength and, therefore,
double the possible tensile clamping force.
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loses its design flexibility. With high misalignment and excessive tooth
friction, large shaft bending forces are now transferred directly to the
coupling fasteners.

The bolts experience these bending forces as fluctuating tensile loads
during each revolution. If the existing preload is less than this tensile force,
then the bolts will now be fully stressed by alternating tensile fatigue
stresses, which they were not designed to handle. The result is catastrophic
bolt/coupling failure. See Ostroot [9]for one company’s unfortunate expe-
rience with extensive plant damage caused by this situation.

Therefore, again, it is wise to use the largest coupling bolt diameter
possible to safeguard against unplanned service conditions. In addition,
this phenomenon of transferring misalignment-induced bending moments
to the coupling bolts cannot occur in modern flexible metal dry couplings.

Thrust Collar Loosening

Loss of rotor axial fixation due to thrust collar loosening has caused
many disastrous failures in the past. Incidence of such failures has been
reduced in the past 25 years by incorporating thrust position monitoring
and protective instrumentation such as non-contacting proximity probes.
However, while thrust position monitoring can detect an impending rotor
axial rub, it does not prevent the initial failure mode itself, such as thrust
collar locknut loosening. As a result, a shutdown of the turbomachine
is still required to repair the looseness. Therefore, reliability must be
designed into the mechanical design of all components and reliance on
instrumentation is insufficient.

The most dependable thrust collar will be an integral part of the shaft.
However, removable thrust collars are necessary in many machines incor-
porating shaft seals such as centrifugal compressors. In these instances,
the following common failure modes result from this removability:

® Thrust collar-induced rotor vibration due to fretting at the shaft—
collar interface (vibration failure).

e Thrust collar locknut loosening leading to rotor axial rubbing (lock-
ing/holding mechanism failure).

To reduce fretting, present API standards require either thermal or
hydraulic collar shrink fitting. This is an acceptable, reliable solution.
For the remaining failure mode, locknut loosening, it would be prudent
to specify a double locking arrangement. Figure 13-5 illustrates one tur-
bomachinery manufacturer’s solution to this problem. The split ring and
double nut locking design is a highly secure thrust locking arrangement.
This is an excellent example of applying the parallel redundancy rule to
increase failure resistance.
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Figure 13-5. Highly secure thrust-locking arrangement.

Designing out Multiple Failure Modes

Problem: A number of horizontally split, centrifugal compressors in
natural gas service (Table 13-4), utilizing bushing-type oil seals, were
displaying a common failure symptom: excessive oil leakage from the
compressor drains every 2—3 years. The normal repair procedure followed
in the past was to remove the old shaft seals and install new OEM spare
parts. Unfortunately, in most instances this was not enough to solve the
problem, and leakages would remain at excessively high levels, above
75 gal/day per seal. Over the years, maintenance personnel discovered
that a very shallow depression was actually being worn into the hardened
Colmonoy®-coated shaft sleeves under the seal bushings. This depres-
sion was only 0.002-0.003 in. deep radially, but was sufficient to increase
daily leakage by a factor of four or more. The worn area was difficult
to notice since the seal repair was accomplished under field conditions,
where unhindered visual access to this shaft zone was impossible without
opening the casing itself.
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Table 13-4

Natural gas compressor data
Compressor service Sour natural gas
Installation date 1980
Quantity four
Horsepower 4000-9000
Speed 7500-11,500 rpm
Suction pressure 50-250 psig
Discharge pressure 250-600 psig
Seals Oil bushing type
Normal leakage 5-20 gal/day/seal
Differential seal pressure 5 psid (overhead tank)
Gas side bushing design Steel ring with babbitt
Seal oil filtration 10 micron

The most likely reason for formation of this depression was that
over many months of continuous operation, normal small debris in the
seal oil such as pipe scale, silica, and varnish products would build-up
against the stepped edges of the gas-side bushing. These foreign objects
gradually adhered to this region and formed a hard deposit, which
slowly ground into the shaft sleeve at this critical sealing area. The
measured leakage rate, however, would remain relatively normal. More
deposits would adhere to the seal bushings and decrease the clearance
gap. After a certain time, the deposits would suddenly break off, and
in one 24-hr period, the leakage rate would jump from an average of
15 gal/day-100 gal/day and more.

In addition to this shaft wear, in many instances the babbitted sleeve
lands themselves were also heavily worn, which contributed to the exces-
sive oil losses. This wear was occurring over time due to suspected
transient shaft contact during startups and infrequent process upsets.

Solution: The solution undertaken was based on eliminating the following
multiple failure modes:

® Foreign object damage: Hard deposit buildup wearing into the shaft.

e Erosion/wear mode: Shaft surface and bushing metal wear from light
shaft rubs during startups and process fluctuations.

e Thermal growth/degradation: Bushing metal softening in the dis-
charge end seal due to high temperatures increases the abradability.

First, a careful oil seal bushing design analysis led to the conclusion
that the inner surface should have bearing qualities such as softness,
embedability, and low friction. However, there is no need for the extreme
softness of the standard OEM babbitt layer. We realized that a more
durable aluminum alloy bearing surface would be far more reliable in this
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service due to its high load capability and wear resistance. Aluminum
alloys also have greater temperature resistance (500°F/260°C versus
270°F/132°C for babbitt) and superior corrosion resistance. In addition,
aluminum bearings have proven themselves in medium to large diesel
engines on heavy-duty crankshaft service and have become the bearing
of choice due to their extreme durability [10]. Therefore, the solution
was to machine out the babbitt layer in the OEM bushings and install a
shrink-fitted aluminum alloy insert in its place. The ideal alloy to use in
this case would be 95% Al/5% tin. However, this was not available and
annealed, low-alloy aluminum was used instead (Fig. 13-6).

To counteract the foreign object failure mode, the stepped bush-
ing lands that trapped deposits were eliminated by adopting a straight,
constant-diameter bushing bore. Again, a detailed design analysis of the
original OEM stepped inner seal land led to the conclusion that the

~———Original seal (steel)

a5° ||
Chamfer
0.25-in. ;
0.25-in. 212.63-in.
0.8625-in. 5
£
- | I N N %
]
1A8-in.
1A6-in. l
Aluminum £
insert - =~ N g
TE
She-in.—-‘ —

Figure 13-6. A more reliable aluminum alloy bearing surface.
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function of the stepped lands was to allow “controlled” seal leakage when
the tighter seal lands were rubbed by the shaft. In addition, it was sur-
mised that the manufacturer might have been trying to reduce oil seal
lockup effects on the shaft, which in some machines can cause vibration
due to a shift in lateral critical speeds. However, since all of the compres-
sors were rigid shaft machines, seal lockup would only lead to increased
rotor rigidity, which is not a problem (below first critical). As can be
seen from Figure 13-6, the new seal also has generous oil grooves that
inhibit buildup of substantial hydrodynamic oil-film pressure.

Results: Installing the modified seals in May 1998 was a success from
day one. The average shaft seal leakages were reduced from the original
compressor manufacturer’s variance of 5-20 gal/day/seal to a range of
2-10 gal/day maximum. Compressor shaft vibration levels were unaf-
fected. After several months trial with the first compressor, a total of
four compressors were subsequently modified with this design. They
have been operating for 2 years without seal problems. The only solution
available in the past was to either live with the high oil leakage rates or
renew the shaft sleeves, which necessitated a complete rotor change out.

Improving Steam Turbine Trip Reliability

As a result of the extremely high energy density available in pressurized
steam, and because of the nature of steam turbine design, there is no direct
mechanical restriction to overspeeding a turbine rotor above its design
rotation limit. Therefore, speed limitation must be artificially incorporated
indirectly through multiple devices that finally block steam flow into the
machine. On the other hand, prime movers such as electric motors are
directly protected against overspeeding by the internal resistance of their
electrical coils and the constant frequency of their alternating current
power source (AC machines).

Unfortunately, as a consequence of the steam turbine’s reliance on
the series action of multiple devices to achieve overspeed protection, the
resulting reliability of this action is inherently low [11]. The main reasons
are that the devices involved in tripping the machine are considered and
function as standby or fail-to-danger devices, which are naturally less
reliable than active devices. In addition, the tripping action lacks parallel
redundancy. The overspeed trip flowchart in Figure 13-7 portrays the
series progression that must be completed to attain steam flow stoppage
in a mechanical hydraulic trip system. For this flowchart, tripping action
reliability, R,,;,, is a function of:

R,.,, =R/ xR, xR; xR,

trip
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Mechanical/hydraulic trip system

Loss of turbine speed control due to
governor failure leads to rotor acceleration
toward 110% speed

!

Shaft mounted overspeed trip pin = R, = is
acted upon by high centrifugal forces

Incorrect setting, Trip pin sticks due to
does not open corrosion and adhesion

/

Hydraulic relay (valve) - R, - is
acted upon by the trip pin lever

Hydraulic relay sticks from
corrosion and adhesion

Y

The trip valve hydraulic piston - R, - is
resisting the valve spring - R, — closure,
sees a drop in oil pressure

Stem sticking due to Piston corroded in
deposits in bushings cylinder, does not move

Stem misalignment Vaive plug stuck
resists spring force in cage

/

The trip valve stem drops in sufficient time,
causing steam shutoff to turbine and
protection against overspeed. No damage

Immediate acceleration toward
catastrophic rotor and casing failure.

Figure 13-7. Many steps must be completed to stop steam flow.

Therefore, the crucial protection against overspeed failure is completely
dependentoneachdevice’sreliability in this circuit. This explains why steam
turbine trip mechanisms are frequently tested and also sheds light on the
reasons for the high frequency of dangerous runaway failures. The follow-
ing are general reliability rules recommended to improve this situation:

1. Add parallel redundancy to one or more trip circuit components.
Modern digital electronic/hydraulic systems utilizing multiple speed
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sensors add parallel redundancy to R,. Notice that the shaft-mounted
trip pin on older systems is a combined speed sensor and actuator.
2. Reduce the high dependence on components serving in standby
mode, such as the stop valve, and increase utilization of active
devices.
3. Minimize the number of devices in the series progression required
for tripping.

The Hydraulic Governing/Trip Circuit

Hydraulic oil water contamination has led to trip component seizing and
inability to protect the machine. Therefore, it is imperative that designers
include real-world effects when analyzing critical systems. Since there
will always be moisture in steam turbine hydraulic oil governing and
trip systems, manufacturers should design the hydraulic trip components
based on the conservative assumption of, say, 1% continuous water con-
tamination in the hydraulic oil, i.e. 10,000-ppm water content. Therefore,
regular carbon steel internal components are not acceptable and corrosion-
resistant materials should be employed. This worst case analysis, by the
way, is an example of applying safety factors to all machine failure
modes, which in this case happens to be the foreign object mode.

Achieve Enhanced Stop Valve Reliability

Failures due to sticking: Turbine stop valve stem sticking due to steam
deposits falls under the corrosion/adhesion failure mode. This problem
continues to plague the industry mainly because most users are not aware
that the typical stop valve stem-to-bushing assembly constitutes an almost
ideal adhesive joint due to the following factors:

e An adhesive joint requires close clearances between the objects to
be joined to achieve maximum adhesive strength [12]. This charac-
teristic is available in all stop valves.

e An adhesive is necessary. This occurs frequently since steam piping
from boilers carries an inorganic “cement” composed of silica and
iron oxides as major constituents.

e In a bonded joint, it is preferred to have the mating surfaces as
clean as possible before adhesive addition. In steam turbines, this
requirement is always met, since normal steam leakage has a scouring
effect on the stem and bushing surfaces, which effectively lays the
ground for the future “adhesive” to bond properly.
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e The stem-to-bushing interface comprises a joint that operates in
shear, which unfortunately develops the maximum possible adhesive
joint strength.

e A large bonding area increases resistance to adhesive joint failure.
Most stems and bushings have a large contact area, as measured in
square inches of actual surface area.

As a result, stop valve designers and users should strive to prevent
adhesion by:

e Utilizing stem and bushing materials/coatings with a low affinity to
the normally occurring inorganic deposits.

e Reducing the contact area or close-clearance zone between the stem
and bushing.

e Separating the two functions, guidance/sealing, to minimize metal-
to-metal proximity.

Mechanical Binding in Stop Valves

Valve stems binding in their bushings is a different phenomenon and
falls under the improper internal geometry mode. However, in many
cases these separate failure modes (adhesion and binding) could be acting
together against the closing spring force. Therefore, to achieve depend-
able valve operation, all failure possibilities should be investigated and
prevented by careful design detailing. Binding arises from misalignment
of the stem’s longitudinal axis with the valve and actuator guide bushings
or from differential thermal growth. The following explanations clarify
the sources of this binding:

e Incorrect stem alignment can occur during stop valve manufacture or
assembly. Misalignment of the valve body to the actuator assembly
is the result.

e Hot misalignment of the stem-to-bushing axis can result from differ-
ential thermal expansion of the valve body due to non-symmetry of the
casting. This type of misalignment cannot be observed when cold.

e Elastic deformation of the valve body from internal steam pressure
can also produce internal misalignment.

e Differential thermal expansion between the steam sealing bush-
ings and their surrounding valve casing walls will cause inward
growth of the bushing walls toward the stem. This results from the
mechanical constraint of the high-temperature bushing by the rel-
atively colder valve body walls. This highlights the importance of
full thermal insulation of the valve, enclosing all high-temperature
components.
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Reducing Mechanical Binding through Improved Design

e Add 3/32-in. internal bore edge radii to all stop valve bushings.
These radii will minimize hang-up of a misaligned valve stem on
the normally sharp bushing edges.

e For large, critical turbines, valve stem electroplating at the bush-
ing contact areas with a low sliding friction metal can greatly
reduce the stem-to-bushing frictional resistance force (Table 13-5
and Fig. 13-8). For example, with silver rubbing against a steel sur-
face, the static friction factor is only one-third that of steel against
steel [13, 14]. Silver has also been proven to be an excellent high-
temperature solid lubricant.

e Another, more conventional option for reducing the sliding friction
of steel upon steel is to specify a high stem and bushing surface
hardness, such as Rockwell C-45 or greater.

e Test all stop valves for internal misalignment due to pressurization
by shop hydrostatic tests of the valve at water pressures equivalent
to the service pressure. The valve stem, with its actuator removed,
should move easily by hand during this test.

e A larger diameter stop valve stem will exhibit increased reliabil-
ity compared to a smaller diameter stem. The greater stem rigidity
reduces flexing and bowing, which lead to binding during operation.

e Beware of steam piping flange-to-valve body flange strain caused by
bolting together non-parallel flange faces since this produces internal
valve strain.

Table 13-5

Coatings used for various functions
Coating function Coating used
Reduce wear Titanium carbide, nitride
Reduce friction Teflon, MoS,
Increase friction Titanium, bonded abrasives
Improve lubrication Copper, lead
Increase temperature or load capacity Electroless nickel
Prevent adhesion Silver/gold plate
Imbed particles Indium, lead
Reduce corrosive wear Chromium plate or diffusion
Retain fluid lubricants Phosphating, nylon
Rebuild surface Steel hard surfacing
Reduce surface roughness Silver plate
Prevent drop erosion Polyurethane, neoprene

Prevent particle erosion Cobalt alloy, molybdenum
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Figure 13-8. A low sliding friction metal can reduce resistance friction force.

Specifying Highly Reliable Turbomachinery

The following specifications for centrifugal compressors and special-
purpose steam turbines are based on incorporating the mechanical design
principles given in this section. Many of the design improvements high-
lighted here add little to the final purchase cost, but greatly improve
life-cycle reliability of the turbomachine. Sometimes, however, a conflict
will arise between the necessity for efficiency and the requirement for
mechanical reliability. At this point, the user should carefully assess the
situation. For example, some centrifugal compressors can be made more
thermodynamically efficient when a flexible rotor is used compared to
a rigid rotor, whose larger diameter shaft leads to an increased cross-
sectional clearance area at the interstage seals and reduces impeller inlet
area.

However, remember that many variables are involved. A good
designer/user can still retain highly reliable design characteristics while
maintaining the required efficiency. For instance, to increase efficiency of
larger diameter, stiff shaft rotors, some designers resort to shaft scallop-
ing, which increases the inlet flow area while still maintaining a high stiff-
ness. In addition, the more rigid shaft can incorporate tighter interstage
seal clearances due to the reduced shaft internal deflection compared to a
flexible rotor. This again minimizes thermodynamic differences between
the two rotors.
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Centrifugal Compressor Specifications for High Reliability

Specify an API-617 machine with the following additions:

1.

A stiff shaft machine (i.e., operating below the first lateral crit-
ical speed) is highly recommended where possible (Table 13-6).
The recommended maximum allowable design speed is 15,000 rpm.
Centerline support of the casing is required.

. Impellers: welded, brazed or machined from solid. A two-piece,

as opposed to three-piece, welded/brazed construction is preferred.
Minimum allowable impeller and shaft keyway internal edge radius
is 3/321n.

. Couplings: flexible metal, dry-type couplings only with 12-24-in.

spacers, depending on machine size and temperature. Aircraft-
quality coupling bolts with a 5/16 in. minimum diameter should be
used. Couplings must be designed for infinite fatigue life at the
following simultaneous conditions: 1.25 x design torque, 0.060-in.
axial deflection and 1/2° misalignment. The couplings must be self-
retaining upon flexing element failure. A fully-enclosed coupling
guard is necessary.

. Coupling hubs: Tapered, hydraulic shrink fit or double-keyed with

multi-jackbolt tensioner (MJT) design coupling locknuts. The min-
imum shaft and keyway inside edge radius is 3/32in.

. Self-aligning tilting pad bearings are mandatory. Remember that

large shaft journal diameters result in greater bearing — shaft
damping.

Table 13-6
Rigid shaft advantages

Less shaft deflection, thus less possibility of rubbing at internal stationary seals — allowing

use of tighter interstage seal clearances.

Stronger shaft, greater fatigue resistance due to larger diameter as compared to a flexible-

shaft machine.

No possible excitation of non-existing lower lateral critical frequencies.
Simpler rotor balancing, no need for full-speed rotor balancing. Reduced sensitivity to

unbalance from deposits and other sources.

Reduced rotor thermal bow compared to equivalent flexible shaft.
Negative damping produced by a rotor is proportional to the lateral pk-pk shaft deflection,

the more positive damping is required at the oil film bearings to dissipate this flexural
energy. Therefore, the more rigid shaft will require less damping at the bearings.
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. Seals: Non-contacting dry gas seals are mandatory. The mini-

mum allowable O-ring cross-sectional diameter is 1/8in. nomi-
nal. The mechanical seal’s rotating sleeve should incorporate two
O-rings in series to maximize sealing reliability (redundant sealing
design).

. Thrust collars should be removable, with 0.75-in. thickness disks

as a minimum and be double-locked to the shaft. The thrust disk
should be provided with 12 holes drilled and tapped radially to
allow two-plane field trim balancing with setscrews.

. If the compressor operates in services with significant rotor fouling,

a low surface friction coating should be applied to the rotor to
inhibit adhesion and deposit buildup.

. All internal casing fasteners should be of 400-series, heat-treated

stainless steel. These fasteners should be fully locked and captured.
Lube oil piping: All inlet and drain piping should be of 300-series
stainless steel. Use stainless steel conical perforated metal screens
before each bearing. The minimum allowable lube oil orifice diam-
eter is 3/16in. A stainless steel lined steel tank is a minimum
requirement.

No shaft-driven lube oil pumps above 4000 rpm.

Lube oil heat exchanger: Either air-to-oil fin-fan coolers or U-tube
design shell and tube with brazed or welded tubing. U-tube designs
are superior due to the single tube-sheet leakage path.

Special Purpose Steam Turbine Reliability Specifications

Specify an API-612 machine with the following additions:

1.

O W

Integral rotor design only, including an integral thrust collar with
a 1.0-in. thickness disk as a minimum. Rotors to be of stiff shaft
design for backpressure-type turbines. The maximum recommended
design speed is 15,000 rpm.

. All backpressure turbine casings should be of two-piece axially split

design only. The casing and bearing housing materials shall be of
steel or steel alloys only. The packing gland housings shall be made
integral with the turbine main casing. Rubbing contact-type shaft
seals are not acceptable.

Turbine blades should be forged or milled only.

Casing axial expansion by minimum 1/2-in., thickness wobble plate.

. Couplings: Flexible-metal dry couplings with 5/16-in. bolt diameter

as a minimum. A full enclosure-type guard is necessary. The cou-
plings must be self-retaining on flexing elements failure. Couplings
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shall be designed for infinite fatigue life with the following simul-
taneous conditions: 1.25 x design torque, 0.060-in. axial deflection
and 1/2° angular misalignment. An 18-24-in. spacer is required,
according to the turbine size.

. Self-aligning tilting pad radial bearings are mandatory unless a

rotordynamic analysis recommends a different design.

. The shaft should incorporate stainless steel steam deflector disks

whose outer diameter is 1.8 x shaft OD. Disks to be shrink-fitted to
the shaft.

. Coupling hubs: Either integral, hydraulic fit or dual key tapered hub

with a MJT locknut.

. All casing and valve chest internal fasteners to be of 400-series,

hardened stainless steel, fully countersunk, locked, and captured.
No shaft-driven lube oil pumps above 4000 rpm.

Lube oil piping: All piping of 300-series stainless steel. Each bearing
should be protected by a stainless steel conical mesh screen, with a
minimum lube oil orifice diameter of 3/16in. A stainless steel lined
oil reservoir is a minimum requirement. The heat exchanger shall
be air-cooled or of U-tube shell and tube design, with brazed or
welded tubing.

Speed governor and trip circuit hydraulic piping or tubing must be
of 300-series stainless steel only.

An electronic/hydraulic or electronic/pneumatic speed governor is
mandatory. Triple-redundant speed sensors and solenoid valves are
required. Solenoid coils shall have H-rated insulation.

All hydraulic components in the trip circuit such as valves or actua-
tors shall have corrosion-resistant stainless steel internals. The num-
ber of series-action devices in the trip circuit should be minimized.
All stop valve bushings should utilize a 3/32-in. radius on their
inner bore edges. The valve shall incorporate design features that
resist binding and adhesion of the stem and bushings.

For steam turbines >25,000 hp, it is advisable to install a second trip
valve in series with the main trip valve. The second valve is to be
of simple construction and mechanically latched by an instrument
air-operated actuator. The actuator shall be fail-safe and is activated
by an air-dump solenoid valve receiving overspeed signals from
shaft speed indicators.

Incorporating these simple design concepts leads to rugged turbomachines
that exhibit an extremely high resistance to failure. These design princi-
ples originate from a detailed study into hundreds of process machinery.
Thus, we have extracted the underlying design choices that lead reliable
machines to operate trouble free and discovered those elements of design
that cause unreliable machines to perform poorly.
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Building Reliability into Your Reciprocating Compressor Specifications*

Present-day API-618 Standards and other International Standards recog-
nize this fact and impose design guidelines which force manufacturers
into producing higher quality machinery. In the following, we outline a
method of achieving extremely high reliability by concentrating on the
weaknesses of reciprocating compressors. We want to introduce design
rules which can lead to a doubling or tripling of existing industry-wide
MTBEF.

For example, if a reciprocating compressor operates continuously
except for piston ring and packing failures once per year on average, then
the machine is considered to have achieved an MTBF of 1 year. A second
compressor which can achieve 2 years of trouble-free operation before
requiring dynamic seal replacement has double the mechanical reliability
of the first, i.e. the MTBF is 2 years.

However, as we already saw, the mechanical reliability of a machine
depends upon a range of design factors, any one of which can severely
limit the actual MTBF. For example, if the frame lubrication system of a
compressor fails, the bearings will be destroyed in a matter of seconds,
as there is no possibility of further operation without incurring major
mechanical damage. The same is true if a piston rod fracture occurs
suddenly; there is an immediate impact on reliability.

As a general rule, the ability of any machine to operate continuously
without mechanical breakdown is dependent upon its resistance to the
following general machinery failure modes:

Lubrication breakdown (loss, contamination, etc.)

Excessive vibration

Corrosion/adhesion (sticking)

Erosion/wear

Seal failure (static/dynamic)

Foreign object damage (FOD)

Overheating

Locking or holding mechanism failure

Failure due to improper internal geometry (rubs, misalignment)
Overstressed material (fatigue, rupture)

COXNINRE LN~

[S—

The resistance to these failure modes can be increased through proper
design by incorporating inherent features which serve to extend the MTBF
of the various components of the machine.

*By Abdulrahman Al-Khowaiter. Mr Al-Khowaiter is a rotating equipment consultant with Saudi
Aramco Oil Company in Saudi Arabia.
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Improving Mechanical Design Reliability

1. Designing out a failure mode: This is the most powerful technique
available to increase reliability. By eliminating one or more failure
modes through careful design, all the failure events tied to these
modes are cancelled. For example, in reciprocating compressors,
the corrosion failure mode is exemplified by valve spring/plate
failures and piston rod fractures (Fig. 13-9) resulting from cor-
rosive gas services. In these cases, corrosion degrades reliability
by reducing the designed infinite mechanical fatigue life of a part
resulting in a limited life component. By choosing proper corrosion-
resistant materials for these highly stressed components, the pos-
sibility of corrosion failure is eliminated, which leaves only nine
remaining failure modes to act upon the compressor. In the major-
ity of corrosion-induced failures, specifying PEEK* valves, with
INCONEL X-750 springs, and piston rods of 17-7 PH stainless steel
will eliminate this failure mode.

2. Minimizing the number of rotating and static parts, and applying
integral design philosophy as opposed to multiple elements.

3. Applying the concept of Design Safety Factors to all failure modes
of the machine and not merely to mechanical stress calculations.

4. Reducing the interaction between failure modes, where one failure
mode initiates another.

Figure 13-9. Fractured piston rods.

* Polyetheretherketone, a high-performance polymer.
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5. Increasing the separation distance between parts with relative
motion (excluding bearings).

6. Adding flexibility at the interface between dynamic and static parts,
and incorporating self-aligning capabilities.

7. Reducing the number of bearings and sliding contact surfaces.

8. Adding parallel redundancy to the failure modes experienced.

Reasons for Lack of Reliability Rooted in Design

One of the major causes of low observed reliability in reciprocating
compressors is the tendency for designers to produce machinery designed
for an ideal world. Needless to say, actual or field conditions are often far
from ideal. The following are several idealizations which manufacturers
base their calculations on, with recommended solutions:

On paper Real world Solutions

Stress and strength There is no such thing as perfect The designer should assume
calculations for crankshafts main bearing alignment; an actual misalignment

and piston rods are based normal operating differential condition is always

upon a 100% geometric temperatures of the crankcase, occurring, assign an
alignment. For example, frame loading deflections, and average value, and include
when sizing the crankshaft  foundation distortion combine to  this real-world effect in the
diameter, the designer drive the main bearing centerline crankshaft and piston
assumes perfect alignment  out of alignment, even with rod fatigue strength

of the main bearing saddles. accurate cold alignment. This calculations.

misalignment introduces bending
stresses which cause a significant
reduction in fatigue life

(Fig. 13-10).
The frame lubricant is a Oxidized lube oil with moisture ~ Design bearings and other
clean lube oil of specific content up to 1000 ppm, salts, a  lubricated components to
viscosity, in as new PH ranging from 4 to 7, and operate properly with used,
condition. varying viscosity. partially contaminated oil.
Frame and cylinder Excessive vibration (above Design all compressor
vibration effects are ignored 0.35in/s RMS) occurs on many  components to continuously
with regard to the inertial compressors during normal withstand 0.50 in/s RMS
loading arising from operation. This reduces the life of vibration amplitudes,
vibration, and its impact on wearing components and leads to  with major frequency
all static and mechanical fatigue failures. components occurring at
components. Example: The 1X, 2X, 4X crankshaft rpm.
loss of the separating Alternative: Design
boundary oil film on sliding compressors with very low
elements such as crankpin inherent vibration, such as
bearings, due to relative the Super-Balanced
motion. Crankshaft design of

Nuovo-Pignone, an Italian
compressor manufacturer.
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On paper Real world Solutions

Process loading: All Cylinders operate at Include different cylinder

cylinders are operating off-design conditions, unbalance scenarios in the

within design process leading to torsional worst case fatigue stress

parameters of suction and vibration and overstress of analysis of the crankshaft,

discharge gas pressure. crankpin bearings from piston rod, and bearings. For
cylinder overload. This example, design for a 20%
leads to early bearing drop in rated suction
failures and fractured pressure, with constant rated
crankshafts. discharge pressure.

An army of operators and Compressors are visited by Design robust compressors

maintenance technicians are  a relatively unskilled that do not require constant

stationed adjacent to the operator once in 24 hr, and bolt tightening, gasket and

compressor, catering to a thorough evaluation of leak repair, and other

every malfunction or compressor condition is not “nursing.”

component failure, and made.

ready to tighten loose bolts,
leaking gaskets, and other
nuisances.
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Figure 13-10. Example for a crankshaft fatigue failure location. A throw distance
dimension 1 main bearing journal 2 crankpin for the connecting rod 3 web flange 4
counter weights 5 coupling flange 6 auxiliary drive end.

Failure Modes of Reciprocating Compressors
Improving reliability starts with understanding un-reliability

The improvement of a machine’s design reliability begins with a careful
analysis into the effect of each failure mode on the various elements.
However, it is important to recognize that failure modes are highly inter-
active; meaning that the start of one failure usually leads to the initiation
of a second and third failure mode. Thus, separating the primary causes
from secondary faults is critical to the success of a scientific analysis
into the machines reliability. For reciprocating compressors, the follow-
ing association between failure modes and actual component damage is
the first step toward evaluating reliability.
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Failure mode

Primary damage attributed to

Lubrication breakdown
This includes loss of oil, contamination,
insufficient flowrate, and film breakdown.

Excessive vibration

This mode covers all vibration induced
failures due to frame vibration, torsional
vibration, and gas pulsation-induced
vibration.

Corrosion/adhesion

This mode covers failures caused by
surface molecular action. Corrosion in
reciprocating compressors generally
results from a chemical reaction between
the process gas and components in contact
with the gas such as valves, cylinder
liners, pistons, and piston rods. Adhesion
occurs as a result of molecular attraction,
such as the tendency for lapped valve
plates to adhere together when a layer of
oil is trapped between the plates. Adhesion
is also responsible for the adherence of
deposits to machinery components.

Lubrication failures cause the following
primary damages: Wiping of crankshaft
bearings, seizing of crosshead slippers,
piston scuffing, and seizing in cylinders.
Excessive wear of packing, piston rings,
rider bands, and piston rods.

Frame and cylinder vibration

® Accelerated bearing wear due to
fretting on sliding and rolling
element bearings.

e Fatigue and failure of static and
mechanical parts, such as frame
structural cracking.

® ] oosening of bolted components.

e Foundation damage.

Torsional vibration
® Excessive shearing stresses on the
crankshaft, leading to fractures at
stress concentration points.
® Coupling and flywheel bolt
loosening/shear.

Gas pulsation
e Fatigue failure of inlet/discharge
valves
Piping fatigue failures
® Frame vibration
e Foundation damage

Corrosion/deposits on cylinder
jackets causing overheating of
cylinder liner.

Valve component corrosion
induced failures of the springs,
plates.

Piston rod failures due to corrosive
attack.

e Contamination of frame lube oil
due to corrosion in lube oil tanks
and piping.

Sticking valves causing
hammering.

Sticking unloader mechanisms.

® Corrosion of bearing materials
(such as babbitt).
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Failure mode

Primary damage attributed to

Erosion/wear

This includes abrasive wear, fretting,
scuffing, and galling. This mode covers all
failures which are caused by material loss.

Seal failure

This includes all failures attributed to the
loss of sealing ability or containment at an
interface.

Foreign object damage
This mode includes all failures caused by
the ingestion of an object which is either:

® not an intrinsic part of the
machine or

® a part of the machine that has
moved from its designed position.

Overheating
Failures due to temperatures exceeding
normal design limits.

e Cylinder excessive wear causing loss
of efficiency and overheating due to
gas recirculation in cylinder.

® Packing excessive leakage due to
worn clearances.

e Piston rod misalignment due to rider
band wear. Piston rod wear.

® Valve leakage due to wear of sealing
surfaces.

® Crankshaft bearings/journals
excessive clearance.

® Pistons: ring and rider band groove
wear.

Static seals: Gasket leaks at valve cover,
cylinder head, and valve seat.

Dynamic seals: Piston ring failure, pressure
packing failure, valve leakage.

® Solid particles in the gas damaging
valves, eroding cylinder liners, and
piston rings. This includes pipe scale,
dust particles, and corrosion products.

® Liquid carryover/slugging.

e Frame and cylinder lubrication failure
due to plugging of lubrication lines.

e Bearing wear due to solid particles in
lube oil.

® Valve parts entering cylinder causing
impact on piston and seizure.

e Water contamination of frame lube
oil from the oil cooler.

® Bearing babbitt melting in crankshaft
and crosshead guide bearings.

® Valve element failure due to high
temperatures.

® Piston and packing ring material
degradation due to excessive
temperature.

® Cylinder overheating lowers lube oil
viscosity leading to high wear at
piston—cylinder interface.
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Failure mode

Primary damage attributed to

Locking/holding mechanism failure

e Joints held by fasteners

® Joints which do not rely on fasteners
but utilize elastic properties such as
shrink fits to maintain the assembly.

Failure due to improper internal geometry

e Rubbing and impacting between
components that were designed to
be non-contacting.

® [ oss of design geometric alignment
between components.

Overstressed material

This mode covers fatigue failures, ductile
fractures, surface deformation and other
mechanical stress-induced component
failures.

Looseness in static parts: Valve cover
studs, distance piece bolts, cylinder head
studs, and foundation bolts. This looseness
leads to misalignment, valve leakage, and
frame vibration.

Looseness in mechanical parts: Flywheel,
crosshead jam nut, piston nut, and crankrod
bolts. Result: Impact and fracture.

® Crankshaft failures due to foundation
unevenness/heat growth leading to
main bearing misalignment and
bending fatigue failure.

® Piston rod fractures at the crosshead
connection due to misalignment
induced bending stresses.

® Piston to cylinder head impacting due
to an insufficient axial clearance gap.

® Pressure packing excessive wear due
to misalignment with the piston rod
axis.

Piston rod fatigue failure

Piston cracking and fracture

Valve spring/plate fracture

Bolt and stud fractures

Sleeve bearing babbitt failure due to

surface fatigue

® Rolling element bearing fatigue
failures

® Crankshaft fatigue failures

e Auxiliary piping fatigue failures at

joints

Mechanical Design Specifications

The following are specific design guidelines that enhance reliability by
either eliminating a failure mode or increasing the compressor’s resistance
to failure modes.

Lubrication Failures

Designing out cylinder lubrication failures: Eliminate the cylinder lubri-
cation system entirely by specifying a dry lubricated compressor design.
The following are the two available options.
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A
Gas
=1 Cooling water

E=3 Lubricant

Figure 13-11. Compressor with non-contacting piston-cylinder design (Sulzer-
Burckhardt). D Distance S Suction 1 gland leakage return to suction 2 open distance
piece vented to atmosphere 3 guide bearing with oil scraper 4 oil seal-not gas tight.

Labyrinth Design. These compressors (Figs. 13-11 and 13-12) remove the
need for cylinder and packing lubrication by utilizing a non-contacting
labyrinth piston design (Sulzer-Burckhardt). Process plant experience has
shown that this design consistently achieves double the reliability of
conventional API-618 machines. Notice that two failure modes are greatly
reduced: the lubrication failure mode (cylinder and packing) and the
erosion/wear failure mode. No rubbing occurs on the piston, only at the
packing gland which utilizes dry running carbon rings.

Conventional Dry Lubricated Compressor. Utilizing filled PTFE Rider
bands and piston rings and carbon or PTFE packing, cylinder lubrication
is eliminated as a failure mode, with the following limitations to ensure
long-term reliability:

e Relatively clean process gas (or highly filtered suction).
e Discharge pressures <1500 psig.
e Preferably, discharge temperatures <250 °F
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Figure 13-12. Compressor non-contacting piston-cylinder designs (Neumann &
Esser).

e Internal metal sprayed hard coating of cylinder liner, hardness:
RC >50 (using Linde gun or HVOF* process)
e 600 ft/min maximum average piston velocity.

Increasing Resistance to Failure of Conventional Lubrication Systems

e Specify divider block cylinder lubrication systems.

® [nteraction between cylinder lube and process gas: Request the com-
pressor manufacturer to study the effects of interaction between the
compressed gas and cylinder lubrication oil, such as loss of viscosity
and lubricity.

e Specify an all stainless steel lube oil circuit (frame and cylinder lube
system).

e Specify direct shaft driven lube oil pumps. Chain driven pumps and
splash lubrication are not acceptable.

e Specify an auxiliary electric motor driven frame lube oil pump.

e The capacity of the cylinder lubrication oil reservoir should be sized
for 1 week of consumption at the design oil flow rate.

*High — velocity oxygen fuel process.



Starting with good specifications 265

Excessive Vibration

Frame and Cylinder Vibration
e Specify a maximum allowable casing vibration of 0.35-in./s RMS at
any point on the compressor. This forces the manufacturer to produce
a rigidly constructed, well-balanced design.
e Specify epoxy grouted foundations with a minimum of 4.0-in. thick-
ness epoxy mat. This adds damping and reduces vibration impact
loading transmission to the foundation.

Torsional Vibration. Specify elastomeric/spring couplings between the
compressor and the driver, except for low-speed synchronous motor direct
coupled applications. For lower horsepower applications, banded V-belt
drives produce very high torsional damping due to normal slippage of
the belts in the sheave grooves.

Gas Pulsation. This type of vibration is well covered by API-618.

Corrosion/Adhesion

Designing Out Corrosion. In general, choose chemically inert materials to
eliminate the possibility of corrosion. For example, use Teflon, PEEK,
or other high performance polymers as valve materials, high-strength
stainless steels for piston rod material.

Resisting Corrosion/Adhesion

e Deposits on discharge valve surfaces (such as carbon buildup) can be
reduced by specifying lower discharge temperatures and mini-lube
lubrication.

® Deposits in cylinder cooling jacket: Specify a minimum water flow
velocity of 4 ft/s through each individual water jacket.

e [ntercoolers: Apply high temperature, anti-corrosion coatings on
shell internal walls.

e Specify Plug type unloaders as opposed to finger type, to reduce
sticking (Fig. 13-13).

Erosion/Wear

Designing Out Wear. Use non-contacting designs such as the Free Floating
Piston™ design (Thomassen Compression Systems) which relies upon
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Figure 13-13. Plug unloader (Cook Manley).

a floating cushion of gas to continuously separate the piston from the
cylinder walls (Fig. 13-14). In contrast with conventional technology, the
Free Piston™ compressor has rider rings which feature flow nozzles and
an aerostatic bearing profile on the underside. During the compression
process, gas at discharge pressure enters the piston through small valves
in the piston faces. This gas buffer volume inside the piston provides a
continuous gas supply to the flow nozzles, resulting in an upward force
on the piston, so that the piston floats on process gas.

Resisting Wear. Increase surface hardness values for components under
constant wear. Specify a tungsten—carbide coating on piston rods, with
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Figure 13-14. Free-floating piston (Thomassen).

a hardness >RC-60. Specify a pressure packing cup hardness >RC-50.

For dry lubricated compressors, specify a cylinder liner surface hardness
>RC-50.

e Wear is a function of rubbing velocity, therefore, reducing the veloc-
ity will minimize wear. Specify a maximum average piston velocity
of 800 ft/min in lubricated compressors, 600 ft/min in conventional
dry lubricated compressors. For Labyrinth compressors, follow the
manufacturer guidelines.

® Aluminum pistons: Rider bands and piston rings cause excessive
wear of machined grooves in the piston leading to early failure of
the piston and its sealing capability. Specify that aluminum pistons
shall have a hard ferritic insert (cast iron or hardened steel) in the
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piston ring/rider band groove area. As a minimum alternative, specify
anodized aluminum pistons.

e Piston ring and rider band wear: Specify thermoplastic low surface
friction materials only, such as Teflon, Vespel®, or PEEK, reinforced
with fibers to give stiffness and toughness to resist extrusion.

e Specify wear bands for all pistons (no metal-to-metal contact).

® Bearings: Specify a minimum 50,000-h design operating life for all
sleeve and rolling element bearings.

Seal Failures (Static/Dynamic)

Static Seals. Specify that O-rings be used for cylinder head covers and
valve covers. This produces a metal-to-metal joint which eliminates gas-
ket relaxation and provides superior leakage resistance.

e Minimum allowable O-ring cross-sectional diameter = 5/32in.
(4 mm). This size limit assures a minimum tensile strength of O-
rings and increases the reliability of sealing due to a greater O-ring
compression dimensional tolerance.

e Specify that all O-ring and gasket materials have a minimum design
temperature safety factor of 1.3.

Dynamic Seals

e Specify poppet valves as much as possible, as their design achieves a
higher sealing reliability compared to plate, channel, or ring valves.
The main reason for this is due to the molded thermoplastic poppets
which have a tapered sealing contact area. A tapered seat for each
poppet allows three-dimensional sealing as compared to only two-
dimensional sealing with all other valve designs (Fig. 13-15).

e Specify high conductivity metallic backup rings to reduce pressure
packing deformation and frictional heat buildup.

Foreign Object Damage

The reciprocating compressor is highly sensitive to gas cleanliness due
to its inherently close clearances and sliding contact surfaces. As a
result, reciprocating compressor maintenance incidence rates in general
far exceed those of centrifugal machines. Therefore, cleaner suction gas
will enhance the reliability of reciprocating compressors. By far, the most
common FOD occurring is that due to liquid slug ingestion and solid
particles in the process gas. To eliminate these failures, high quality
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Fully machined
Type 1141
steel seat and
guard.'

Poppets—fully
balanced nylon.
Durable, self-
seating, lightweight
low cost.'

Springs—variable
rate 17-7PH
stainless steel.
Custom-match
rated.

'Other materials
available for
corrosive gases or
other special
applications.

Figure 13-15. Poppet Valve (Cooper Energy Services Group, Mount Vernon, Ohio).

and efficiency coalescing suction filters should be specified for all com-
pressors. The experience of a major oil company* over a 4-year period
(1991-1994) has shown that installing modern high efficiency coalesc-
ing filters leads to a 75% reduction in repair incidence. This was with
compressors in refinery service handling relatively dirty gases.

e Specify coalescing filters with 5-micron filtration capability at
99.99% efficiency. A self-cleaning capability and cartridge design is
preferred.

e Interstage cylinder suction: Install permanent conical screens (#40
mesh) to protect against pipe scale and maintenance-related FOD.

Other Foreign Objects

® Valve parts falling into cylinder: Subject to verification of prior
experience, specify non-metallic valves only. These cause minimal
piston/cylinder damage upon failure.

® Plugging of frame lube oil circuit: Specify a minimum allowable
orifice or opening of 3/16-in. diameter.

® For large compressors (>2000 hp): Specify air-cooled lube oil heat
exchangers to eliminate the possibility of water mixing with oil.

* Chevron.
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® Suction knockout drums (addition of parallel redundancy): In addi-
tion to standard automatic liquid level float type drainers, install
timer-actuated solenoid drain valves. Since these are time interval
activated, they do not have the weakness of relying upon a float
or other mechanical device. Install a mesh screen filter before the
solenoid valve.

Overheating

Lower discharge temperatures are directly related to increased MTBF.
According to a 1996 Industry Survey involving 60 users, compressor
cylinders with gas discharge temperatures of 245°F or less tended to
experience ring and packing life as long as 3 years (25,000 hr). This is
more than double the average dynamic seal lifetime.

e Cylinder overheating: Specify forced cooling systems only and incor-
porate a three-way temperature controlling valve (TCV).

® [ntercooler poor heat transfer: Specify that intercoolers be sized to
cool the process gas with 10% of tubes plugged. Minimum tube-side
water velocity = 7ft/s. The higher flow velocity specification is to
discourage fouling.

e Crankpin and main bearings: High temperatures cause melting of
babbitt and accelerated bearing fatigue. Specify aluminum-tin alloy
sleeve bearings only. For babbitt bearings, the design temperature
limit is 250°F, while aluminum/tin alloys have a 300 °F upper limit.

Locking or Holding Mechanism Failure

Reciprocating compressors utilize bolted joints to unite the various com-
ponent assemblies into one structure. Therefore, there is a high depen-
dence upon bolted joint integrity to maintain reliable operation and any
loosening of these joints makes a mechanical failure inevitable. Estimates
of compressor failures due to this failure mode alone vary from 10 to 20%
of all recorded failures. To improve bolted joint reliability, and achieve
a significant reduction in failure incidence, the design of all joints must
be analyzed carefully and a maximum incorporation of reliable design
details should be done.

Designing Out Looseness. By applying the integral design approach, a
design study of the machine should be made to minimize the number of
bolted joints and change to one-piece components. An example of this is
to specify one-piece valve cage-cover designs as opposed to the standard
two-piece construction (Fig. 13-16).
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Figure 13-16. One piece valve cage cover (Cook Manley).

Resisting Loosening Failures. The vast majority of failures in reciprocat-
ing compressor joints are due to a loss of bolt/stud tension arising from
joint relaxation and vibration loosening. These factors are caused by the
following:

® A low design elasticity of the bolt/stud connection.

e Embedment of joint surfaces and nut surface.

e Insufficient thread engagement.

e Oversized holes.

e Temperature cycling of the joint.

e Excessive joint surfaces.

e Vibration overcoming the friction forces between the nut and stud
threads, leading to nut rotation.

To Add Reliability, Increase Bolt Elasticity and Incorporate Nut Locking
1. For all fasteners, specify a minimum bolt/stud elasticity of:

Diameter of stud/bolt (inches)
100
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Figure 13-17. Bolted connections —increasing resistance to loosening from left to right.

This can be achieved by using longer studs tapped into deeper holes
and by adding spacers under the nut (Fig. 13-17).

. For all studs 3/4in. and greater, specify that the shank diameter

shall be equal to the thread root diameter. This reduces stress con-
centration and increases stud elasticity.

. Specify MITs (see Section 17, page 447) for critical joints such as

the crosshead locknut, piston nut, anchor bolt nuts, and the flywheel
shaft locknut (Fig. 13-18).

. All other nuts >1.01in. should be castellated with cotter pins, and rest

on a minimum 1/4-in. thick hardened steel washer. This minimizes
embedment and hole size effects. An alternative to castellated nuts
is to use self-locking flexible nuts such as Flexnuts™ (Fig. 13-19).

. Anchor bolts: Use the largest diameter possible to increase hold-

down forces on the frame. Specify a minimum length of 48in. to
increase bolt elasticity and reduce tensile stresses in the concrete
foundation.

Failure Due to Improper Internal Geometry

Changes in design internal geometry lead to misalignment between parts
and off-design contact. To inhibit this failure mode, the designer should
develop compressors which incorporate self-aligning component features
to eliminate misalignment-induced failures, and add protective features
that prevent mechanical damage arising from off-design contact.

e A distance piece with insufficient rigidity allows excessive cylin-

der deflection and misalignment. When evaluating different man-
ufacturer designs, prefer stiff, heavily ribbed constructions for the
distance piece.
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Figure 13-18. Multi-Jackbolt tensioner (Supernuts™).

® Piston contacting cylinder head: Specify a minimum allowable
design operating clearance (axial) between the piston and the cylin-
der head of 1/8in. Setting this minimum requirement reduces the
possibility of impact by increasing the design separation gap.
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Figure 13-19. Flexnut (Flexnut™).

Note: They are designed to flex out at the bottom and flex in toward the top of the nut.
This distributes the bolt load along many threads, adds elasticity, and prevents stress
concentrations in the first few threads, thus reducing the possibility of stud breakage.

e Specify rail type foundation supports for all compressors with three

or more stages. Minimum rail height above grout is 3in. (~75 mm).
This reduces differential temperature-induced distortion of the bear-
ing saddles by equalizing temperatures under the crankcase.

Future Design Improvements to reduce this Failure Mode
(These are not Presently Available):

A continuously self-aligning crosshead guide to cylinder axis fea-
ture, to eliminate bending stresses on the piston rod, packing wear,
and excess loading on crosshead shoes. One possibility is to use a
spherical seating for the crosshead guide. Presently, two compressor
manufacturers* (Fig. 13-20) have design options that allow piston rod
self-alignment, but these mechanisms require shutdown and manual
adjustment, they are not truly automatic aligning devices that will
align “on the run.”

e Self-aligning main bearing saddles.

* Sulzer-Burckhardt and Dresser-Rand.
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Figure 13-20. Piston and piston rod (Dresser Rand).

Overstressed Material

Resisting this failure mode is achieved by incorporating greater mechan-
ical stress safety factors, reducing all stress concentrations to a minimum
and increasing the use of ductile materials whose properties offer greater
resistance to cracking than brittle materials.

e Crankshaft fractures: Specify a minimum crankshaft fatigue life of
150,000 hr at maximum design torque/speed with a continuous main
bearing parallel offset of 0.004 in. in any single bearing.

e All crankshaft, coupling, and flywheel keyways: Reduce keyway
stress concentrations by specifying a minimum keyway inside cor-
ner radius: radius = D/24in. where D = shaft diameter at keyway.
Specify “sled runner” type shaft keyways only. The resulting stress
concentration factor = 2.3. This is very low in comparison to the
industry standard of 3.0 or more. Result: A 23% reduction in peak
bending and torsional stresses at this shaft location (Fig. 13-21).

e Apply gusseting ribs to all auxiliary piping (4.0 in. and below) welded
to larger diameter piping or vessels.

e Specify a minimum coupling/flywheel bolt diameter of 1/2 in.

e For Piston rod threaded crosshead end, Maximum allowable tensile
loading not to exceed 7000 psi at thread root. Rolled threads manda-
tory. The thread profile should be full radius thread root. Apart from
fatigue life enhancement, the 7000-psi rating limits the minimum
allowable piston rod diameter which increases stiffness and leads to
reduced deflection and packing wear.
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Figure 13-21. Shaft keyway with low stress concentration.

e For Piston rod non-threaded crosshead end design, Maximum allow-
able tensile loading is 9000 psi.

e Minimum allowable piston rod material yield strength is 100,000 psi
(non-sour services).

e For Piston cracking failures, specify a minimum inside corner radius
in the piston ring and Rider band land of 1/32in. Minimum inside
radius in the machined piston nut and collar counterbore is 1/8 in.

Monitoring

Although this chapter focuses on the mechanical design reliability of com-
pressors, the role of proper monitoring and protective shutdown instrumen-
tation should be clarified. It is important to understand that monitoring and
protection devices do not usually prevent machinery failures. They act to
reduce the magnitude of damage and repair time by stopping the progression
of primary failures into secondary and catastrophic failures.
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For example, some system failures — such as a loss of cooling water to
the cylinder jackets which then leads to cylinder overheating — can be pre-
vented by continuous monitoring. But it should be noted that many other
mechanical failures cannot be prevented by monitoring. If a compressor
with a single frame lube oil pump experiences pump damage, then by uti-
lizing pressure switches in the frame lube oil circuit, the compressor can
be automatically shutdown before catastrophic damage from low oil flow
occurs. However, the machine has still failed because mechanical repair
of the lube oil pump is required and the compressor is now shutdown.

If the lube oil pump had been spared (parallel redundancy), the compres-
sor would have continued operation with no stoppage. In such situations,
instrumentation has achieved an improvement in the MTTR of the compres-
sor by reducing the damage but has little effect on the MTTF. This is because
most instrumentation delivers after-the-fact information for a failure mode,
i.e. the instrument has detected a failure, but has not prevented it.

Therefore, achieving machinery overall uptime starts with mechanical
reliability. By themselves, instrumentation and protective devices are
not sufficient; the underlying mechanical design of a machine must be
reliable, otherwise constant shutdowns and failures will occur.

Minimum Recommended Instrumentation

Non-critical machine, Size <2000HP Ad(ditional for critical machines >2000 HP

® Lube oil flow or pressure switches ® Rod drop monitoring; by either proximity

® Excessive discharge gas pressure probe or calibrated microswitches
switch, and low suction pressure switch (alarm/shutdown)

e Compressor discharge excessive e Valve temperature monitoring (alarm
temperature switch only)

e Two permanently mounted frame ® Main bearing temperature monitoring.
vibration accelerometers or velocity ® Pressure packing temperature monitoring
meters* with monitor (alarm only)

e Cooling water temperature alarm

Future Monitoring Developments. For large, critical compressors, a
microprocessor-controlled cylinder balancing system utilizing the com-
pressor discharge gas (recycle) as a method of maintaining suction pres-
sures at each stage to within 10% of design pressure should be used.
Activation occurs whenever suction pressure drops below 90% of normal.
This is to reduce cylinder unbalance and overload-induced failures.

* Velometer™
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Concluding Comments

In essence, an attempt was made here to provide a comprehensive
approach to all design aspects which have an effect on the mechanical
reliability — uptime — of reciprocating compressors. The failure modes
and design solutions described apply equally well to reciprocating com-
pressors of all sizes and in a multitude of gas service.
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Chapter 14

Owner—contractor interfaces
and equipment availability

Introduction

Machinery uptime is related to availability but not synonymous with it.
Availability or service factor may be simply stated as:

B MTBF
" MTBF + MTTR

where A = availability, MTBF = mean time between failures, MTTR =
mean time to repair.

Availability in our context is recognizing the fact that many plant
items can be repaired when they fail or their probability of failure can
be reduced. This is illustrated in Figure 14-1. It shows that the securing
of a required function of plant equipment is a combination of its built-in
reliability and its maintainability.

Reliability, shown as a component of quality in Figure 14-2, exists as
a requirement of plant equipment from its beginning to the end of its
working life. The creation of reliability lies essentially in the sphere of
design.

We have seen that acceptable built-in equipment reliability is achieved
by the evolution of design procedures, codes of practice such as API
standards, or methods that have shown good results in the past. As a
consequence, the hydrocarbon processing industry, for example, usually
refers to equipment as “reliable” or “unreliable” in a qualitative sense.

In certain services, where high reliability is required, the industry has,
often intuitively, made use of the redundancy principle. Examples are
installed spare pumps, compressors and heat exchangers. However, in the

280
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Figure 14-1. Machinery availability components.

recent past, many companies have provided non-spared installations in
traditionally redundant services. It is here where built-in reliability is of
utmost importance.

Maintainability is defined as the ability of an item of plant equipment,
under stated conditions of use, to be retained in, or restored to, a state
in which it can perform its required functions, when maintenance is
performed under stated conditions and using prescribed procedures and
resources [1]. This means that, if maintenance has to be performed at all,
it should at least be possible. To someone maintaining plant equipment
in terms of inspection, overhaul, and repair, maintainability is defined
as shown in Figure 14-3. Maintenance strategies for optimization of
resources are outlined in Figure 14-4. The most important strategy in
our context is maintenance prevention. As we shall see, maintenance
prevention has as its goal the detection and elimination of potential
maintenance causing problems before they are built into the plant facility.

Despite a high commitment to the general quality idea, capital project
organizations in the petrochemical industry often fail to stay focused
on what ought to be their main goal, namely availability and its two
components reliability and maintainability. The reasons are schedule
compression or delays, frustrations, and managerial errors. To escape
these problems, project professionals frequently turn to sophisticated
techniques that range from critical-path diagrams to integrated project—
management software. In the meantime, very little energy is directed
toward the interfaces and relationships with contractors, such as engineer-
ing and construction companies, equipment vendors, and other suppliers
to the project. The quality of these relationships may well have the most
important influence on the ultimate service factor of a new plant.
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Project Phases and Plant Availability

Capital projects in the petrochemical industries have three distinct phases
as shown in Table 14-1. In our context, the first two phases are of special
interest.
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Table 14-1
HPI capital project phases

Project development
Project screening
Budget item
Class estimate (A)
Process design specification
In-house
By contractor
Class estimate (B)
Appropriation

Project execution
Contracting
Mechanical design
In-house
By contractor
Site preparation
Construction
Mechanical completion

Start-up and operation
Operation manuals
Operator training

Unit check-out
Start-up activities
Operation

Project close-out

Project Development or Definition

This first phase usually consists of preliminary process and economic
studies. These studies serve the purpose of determining if the project
appears to be viable from both a process and an economic point of view.
Such investigations are usually conducted by the owner’s technical and
economic staff without contractor involvement. If, after these preliminary
studies are completed, the project is still considered viable, a stage of
very detailed process and economic studies gets underway. During this
step of project development, several objectives must be accomplished:

® Prepare an estimate by addressing project strategy and schedule:
Questions must be asked such as: Is it advantageous to go out for
fixed-price bid or a reimbursable cost arrangement for the detailed
design and construction contract? What is the labor situation likely
to be? Should the project be split into individual bid packages or let
as one large package? How much “in-house” manning is available?
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e Timing: Overall timing must be looked at in detail because financial
requirements and project returns have a strong bearing on project
economics.

® Definition of reliability and maintainability: Equipment and overall
plant availability consistent with life-cycle cost considerations are
determined as part of an operating philosophy statement.

An important stage in the project development and definition phase
centers around the preparation of the process design specification. This
stage may involve the following activities:

e Conduct enough design work to produce a more realistic cost esti-
mate.

e Start interfacing with outside design firms, if the project scope is
beyond in-house capabilities.

e Enter into contract negotiations with the outside firm or firms

selected to do the principal design work and/or the principal con-

struction work.

Prepare mechanical flow sheets.

Determine the major, critical long-delivery equipment.

Obtain quotations on long-delivery equipment.

Place orders for major long-delivery equipment, subject to cancella-

tion, as the project is still in its design phase. Normally, obtaining of

quotations and placing of orders is done by the contractor. However,

there have been many occasions, where critical plant equipment,

such as non-spared machinery, has been pre-ordered by the owner

organization and then handed over to a contractor for installation.

e Develop a final realistic estimate.

e Refine the project economics based on the cost estimate.

It is during these last stages of the project definition phase where
the foundation for successful interfaces with contractors during project
execution is laid.

Project Execution

Upon appropriation, which concludes the project development and def-
inition phase, the project is executed. The design is now completed in
detail. During this phase, a detailed engineering model of the facility is
usually constructed. On a 3/8-inch model all equipment such as com-
pressors, exchangers, furnaces, towers, vessels, valves, and other impor-
tant components are shown to scale. The scale model is an essential
tool to assure plant maintainability and avoid future maintenance load.
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Table 14-2
HPI project coordination
procedure

. Introduction
. Scope of contract
Parties concerned
Communication between parties
Documentation filing and registration
. Reprographic service
. Estimating and cost control
. Accounting
9. Planning and progress
10. Reporting
11. Design engineering
12. Procurement
13. Spares
14. Safety reviews
15. Quality assurance
16. Job close-out procedure

PN AW —

During the project execution phase the necessary steps toward design
completion are carried out: plot plans, foundations, sewer systems, pipe
spools, and other details are finalized on paper. After site preparation,
plant construction is begun. Frequently 35-50% of the mechanical design
work is completed at this time. During this phase a very intensive inter-
face between owner representation and the contractor organization takes
place.

From an organizational point of view, owner—contractor interfaces
during the project execution, and frequently during the latter part of the
definition phase, are systematized by a project coordination procedure. As
an example, Table 14-2 lists the main points of this agreement between
owner and contractor.

The final stage of the project execution phase is mechanical comple-
tion. Mechanical completion usually terminates the contractor’s involve-
ment and leads to start-up and operation of the new facility by the owner.

Start-up and operation, which we shall deal with later.

Operating Standards are Needed to Define Availability Goals

The purpose of all interfaces between owner and contractor should be
the attainment of project service factor goals. These goals must be set by
appropriate reliability and maintainability input during the project devel-
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opment and definition phase. A prerequisite for this input are operating
standards.

Operating standards are a set of rules based on an operating philosophy
incorporated into the project during its planning and definition phase.
As the basis for all agreements between the parties involved, it usually
begins with a vision statement such as: “We want to be quality leaders,”
“We want to be the best,” “We want to be an excellent manufacturing
operation.” All these catch words could be meaningless, if they are not
followed by detailed guidelines reflecting reliability and maintainability
goals. An enlightened senior management would, for example, issue the
following introductory statements:

Our prime objectives: We want to build and operate a plant to achieve
excellence in everything we do. This means that we shall start up effi-
ciently and on time. The facility will then be operated reliably and pre-
dictably. It will perform following strict, pre-established standards and
procedures. Our plant will seldom experience upsets or shut-downs from
avoidable causes.

Our equipment reliability and safety goals: We shall require a high
service factor. All equipment will be selected to enable our plant to run for
at least 3 years between shut-downs. We will make extensive use of PAM
tools such as machinery monitoring, corrosion and leak detection, state-
of-the-art instrumentation to measure force, temperatures, and electrical
values (Table 14-3).

Table 14-3
Reliability and safety guidelines for a capital project

. All plant notices and labels to conform to an accepted standardized design.

. Gauge glasses minimized to the number required for safe operation.

. Plant lighting to be “better than normal.”

. Instruments with a high reliability and service factor to be purchased for all important
services.

. Onstream testing, with low risk, of all safety trips and alarms to be incorporated.

6. All regular and irregular sampling points to be well designed (to improve safety and
losses) labeled, well lit, and accessible.

7. All vessels and large pipes will be designed with enough vents, drains, and access points
to enable blowers and extractors to be used for personnel entry without breathing
apparatus.

8. Installed spare equipment to be minimized — each spare to be justified.

9. All small bore piping to be engineered with safety as the important criteria.

10. All critical machinery will be subjected to FMEA.

B W N~
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Table 14-4
Maintainability and serviceability guidelines

. Interchangeability of parts and standardization of equipment to be optimized.

. Equipment vendors to provide written maintenance procedures for all major equipment.

. Identification, labeling, and access to all maintenance blanking points.

Standardization of valves.

. Rising spindle valves versus non-rising spindles. See status at a glance.

. Identification of non-return valve direction.

. Spriral wound gaskets a must.

. Power-aided operation of all large valves.

. In place testing of safety valves.

. Permanently installed connections for chemical cleaning or back-washing of all

exchangers in fouling service.

11. Permanently installed positive blinding device at all regularly used blanking points.

12. Selection of materials and coatings to minimize need for regular painting.

13. All ground level areas inside process areas to be easy to maintain. Tile, concrete, tarmac,
and grass are permissible.

14. Process area drains to be designed to eliminate “sanding down” for hot work.

15. All regular maintenance areas to be identified and made accessible from permanent
surfaces. Working surfaces to be strong enough to take the largest piece of maintenance
mobile equipment.

16. Low point and high point vents and drains easy to cap or blind. Screw in plugs not
acceptable.

17. Exchangers to be designed to facilitate use of mechanical bundle pullers.

18. All process pumps to be back pull-out design.

SO PIAUN A WN—
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Our work environment: We want to minimize all routine and low skill
work when operating our plant. Our goal is to have our designers consider
this in the detail design of the plant. Here is our list of requirements
(Table 14-4). Each of these points will have, of course, an economic limit
and in most cases there will have to be good judgment applied. We shall
appoint sponsors and change agents* to help in the decision processes.

Our turnover and start-up procedures: The facility will be completed
and turned over for commissioning during a 4—6-month time frame.
The turnover will be sequential. There will be problems of lack of skilled
manpower resources and of interference with ongoing construction work.
These problems can be minimized by planning and designing during the
detailed engineering phase. We shall define all “systems” as early as
possible. Our goal is to engineer by systems in order to make construction
and commissioning easier.

* Change agents should be internal consultants promoting change in relationships between people
that have to interface to work successfully.
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Figure 14-5. Opportunity for availability improvement vs. life of plant.
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It can be costly not to begin project activities with well thought-out
operating philosophies. Remember, “For every one dollar it costs to fix
a problem. At the conceptual stage it will cost

$10 at the flowsheet stage

$100 at the detailed design stage

$1000 after the plant is built and

over $10,000 to clean up the mess after an accident”[1].

Conversely, the opportunities for reliability and maintainability input
will diminish with the advancement of the project as shown in
Figure 14-5.

Once operating standards have been issued and communicated they
need to be interpreted and constantly reinforced throughout the duration of
the project. This is done by daily interfacing with contract personnel, such
as designers, project engineers, construction planners, specialists, con-
struction superintendents, field engineers, vendors, and subcontractors.

Some Interface Problems and their Solutions
Some Problems

In spite of formally accomplished coordination procedures and legally
perfect contracts, the owner—contractor interface can often be less
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than satisfactory if not adversarial. There may be some problems. For
example:

e Basic personality differences
e Interpersonal difficulties caused by language and culture*
e Managerial errors.

Interpersonal problems can often be simply overcome by role state-
ments and role delineation. A good project coordination procedure ought
to help here. Frequently, this procedure is not “customized,” but a standard
format that does not take the specifics of owner and contractor organiza-
tions into account. If they have not been able to influence the selection of
effective owner—contractor team members before project begin, knowl-
edgeable project executives will see the signs of trouble and call on
“transactional analysis” specialists for help. In team building exercises —
they have to be timely — owner representatives and contractor personnel
are interacting in off-work situations such as in a weekend camp. The
outcome is that future interfacing will be on the basis of enhancing and
maintaining self-esteem of others, of listening to each other with empathy,
and of asking for help in solving the problem at hand.

Managerial errors are frequently more difficult to overcome as the type
of contractual arrangement will determine how a contractor is motivated.
For example, on a lump-sum project the contractor has a strong motivation
to sacrifice the project service factor goals to reduce cost and to improve
his schedule. On a reimbursable cost project the contractor has nothing to
gain financially. Here the contractor might have the tendency to overreact
to the specifications and overdesign resulting in unnecessary high costs
without any gain in ultimate plant availability.

Another obstacle to good owner—contractor relationships is the “cas-
cading” of contracts. Here, one contractor has a subcontractor working
for him, who in turn has another one working for him, and so forth.
The results of these arrangements are invariably communication prob-
lems. Whatever the conditions are, it is the responsibility of the owner’s
representatives such as field engineers, plant engineers, and specialists
to interface with the contractor in order to protect his or her company’s
investment, to get the best quality possible, and to assure project service
factor goals are met.

*One of the authors had the opportunity to work on a project in France where the engineering
contractor was from the UK, the construction company English and French, and many staff members
hailed from other countries.
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Some Solutions

The key to overcoming interface problems is the early assignment of
experienced technical and maintenance specialists to the project. They
are best suited to interpret project operating standards and specifica-
tions by dealing with contractor personnel. Further, large projects have
been successful by assigning a coordinator between the future operating
department, the owner project administration group, and the contractor
organization. This person could typically be the future start-up leader, the
senior equipment specialist or a former maintenance department head.

While this seems obvious, some of us have no doubt participated
in projects where these assignments were not made at all; where they
had been made they were either not timely or involved inexperienced
personnel. This is especially true for the assignment of maintenance
representatives. Frequently, project professionals fail to understand the
contribution maintenance specialists can make because of a widely shared
philosophy of first cost, not last cost plant facilities. Additionally, there is
an urgency to get facilities designed, constructed, and on stream without
finding the time to invite maintenance. As very few contractors are
concerned with maintenance, having a maintenance specialist on board
makes double sense.

Successful Interfacing Assures Uptime Goals are Met

In the plant equipment area, owner—contractor interfacing activities typi-
cally will occur during the following functional project steps:

e flow sheet and design specification review;
e vendor selection;

e pre-order review with vendors;

vendor drawing review;

inspection and test at vendor’s site;

review of spare parts and documentation;
equipment field handling and storage;

field installation and equipment turnover;
® pre-commissioning.

Two interface functions common to the steps just listed are of particular
interest in our context. They are review and inspection. Both have a
high potential for assuring project service factor goals are met. In the
following, we are going to discuss these functions as they relate to
contractor—owner interfacing regarding specifications, vendor selection,
documentation, quality assurance, equipment field installation, and finally
turnover.



292  Maximizing machinery uptime

Review functions are sometimes equated with audit activities. Reli-
ability audits are defined as any rigorous analysis of a contractor’s or
vendor’s overall design after purchase order issue and before equipment
fabrication begins. Reliability reviews are defined as a less formal, ongo-
ing assessment of component or sub-system selection, design, execution,
or testing. They are aimed at insuring compliance with all applicable
specifications. These reviews will also judge the acceptability of certain
deviations from applicable specifications. Moreover, an experienced reli-
ability review specialist will provide guidance on a host of items which
either could not or simply had not been specified in writing. He will draw
on his field of expertise and start-up experience when making recom-
mendations aimed at insuring a successful plant start-up and safe, reliable
operation of the equipment for years to come. Such a specialist must, by
definition, work the interfaces between owner and contractor.

Priorities of the review and inspection effort must always be kept in
mind as it is obvious that one cannot address all equipment items equally
well. The degree of intensity of owner—contractor technical interfacing is
determined by following the decision routine shown in Figure 14-6.

Flow Sheets and Specification

Flow sheets and specifications are the technical basis for our interfaces
with contractors’ representatives. What are technical specifications? They
are quite simply documents which define in writing, together with draw-
ings and flow sheets, plant and equipment which a purchaser wants a
vendor to supply or conversely that which a bidder is prepared to offer
to a buyer. It defines the technical conditions of a contract; it does not
concern itself with the commercial contract conditions which are usually
the subject of a separate covering letter or other documents between the
two parties. Writing specifications is a skill of technical communication
in print. The owner’s representative must write a clear, precise statement
of what he wants. The contractor or supplier must read, understand, and
make an offer in line with the owner’s requirements. It is also necessary
that the supplier takes exceptions to specific requirements. For instance,
an offer for a centrifugal pump might still be acceptable to a purchaser, if a
statement is included, that, while most of his items comply with API 610,
his bearing arrangement does not. His is a “face-to-face” design as shown
in Figure 14-7 with internal clearance control based on a large number
of successful installations. This purchaser, however, has the right to be
annoyed, because he had to find out during precautionary inspection of the
pump prior to start-up that he did not get what he asked for. How well was
the interface between owner, contractor, and vendor handled in this case?
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Confidence
in
Equipment?

NO
Is
Production
Affected?
YES NO YES
Are Critical Are Critical
Components Components
Accessible Accessible
on Line? on Line?
Yis\No YI!S\ NO,
No Low Moderate High
Effort Effort Effort Effort

Figure 14-6. Decision routine to determine review effort.

The use of a specification requires careful consideration of needs. For
example, simply specifying the maximum flow rate of a cooling water
pump may be inadequate if the pump is expected to operate over a range
of flow rates; obviously, cooling water system resistance changes and
where a pump may work adequately in laminar flow, it may vibrate in
turbulent flow and vice versa.

Specifications for single plant items such as a control valve, a motor, or
a pump are prepared using a data sheet for each piece of equipment. The
data sheet contains all necessary design information to specify the plant
item. It is usually split up in sections presenting operating conditions,
technical details, material requirements, and general information such
as design standards, inspection, and shipping details. A typical pump
seal data sheet is shown in Figure 14-8. A data sheet might also be
accompanied by a short two or three page owner’s standard equipment or
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.

Figure 14-7. Face-to-face thrust bearing arrangement — incorrectly installed preload
shim.

component specification describing special requirements, characteristics,
preferences, and other needs based on standardization objectives.

By far the most effective method of specifying equipment is the single
narrative document. Instead of using a series of disjointed individual
specifications and stapling them into a stack of reference leaflets, the
narrative document serves to blend all applicable references into a unified
whole. In developing this single narrative, the responsible project engineer
will use thought processes which tend to uncover oversights, weaknesses,
and deficiencies in the procurement and design efforts for equipment
installed in process plants. The single narrative pulls together only the
truly relevant information whereas the cross-referenced individual plant
specification approach tends to be extremely bulky. It puts the onus
on the vendor or contractor to find relevant specification clauses and
deprives the purchaser’s project engineer from detecting oversights or
other deficiencies. Experience confirms that additional cost incurred in
developing single narrative specifications is often recovered before the
plant starts to manufacture on-specification product at full capacity [5].
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Figure 14-8. Pump seal data sheet (page 1/2) — API 610.

Reviewing flowsheets and technical specification with the contractor
will involve reviewing together the formal side and the technical content
of the specifications as shown in Tables 14-5 and 14-6.
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Table 14-5
Checklist of formal completion of a specification

. Is the scope properly stated -

. Is the extent of supply defined -

Are terminating points clearly identified -

. Design basis and operating requirements clear -
Equipment description clear -

. Manufacture, inspection, testing covered -

. Packing, delivery, storage covered -

. Site erection, commissioning covered -

. General, i.e. hazards, quality assurance, painting, identification
. Documentation (timing) requirements clear -

. List of appendices -

. Are there omissions -

. Overstatements -

. Duplications -

. Vagueness -

. Ambiguity -

. Assumptions -

. Language and terminology understandable -

_
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Table 14-6

Checklist: Flow sheet and specification review (special purpose

steam turbine: Partial example)

General

1

2.

. Is there a warm-up vent (at least 1 1/2") on the inlet line?
Does the inlet block have a 1" bypass for line warm-up?
. Does the exhaust valve have a 1" bypass for warm-up?
(Back pressure turbines only)
. Is there a trap and bypass upstream of the trip and throttle valve?
. Is there a trap and bypass on the steam chest of single valve turbines?
. Is there a trap and bypass on the low point of the exhaust casing?

. Is there a low pressure seal vent line on both seals?

. a) What devices cause a trip of the turbine other than the built-in ones?
b) Have these been specified?

c) All special purpose turbines have a separate trip and throttle valve
which is a shutdown device and can be actuated by an electrical
signal. Do the process safety shutdowns utilize this device?

. and so forth]

(Yes or No)
(Yes or No)
(Yes or No)
(Yes or No)
(Yes or No)
(Yes or No)

(Yes or No)

(Yes or No)

(Yes or No)
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Maintainability input is accomplished during the mechanical layout
and flowsheet review by:

e Identifying special safety procedures and equipment necessary to
assure inspection and maintenance along the guidelines issued with
the project operating standards.

e Determining type and quantities of tools and equipment to maintain
the facility.

e Suggesting to the contractor additional valving, blinding, and
bypasses to allow for safe isolation of equipment during on-line and
off-line maintenance.

e Determining to what degree the new equipment is complying with the
plant’s standardization policies — especially determining preferred
mechanical seal vendor, reducing number of electric motor and valve
types and so forth.

e Providing guidance to the contractor as to the best orientation of
vessels, storage bins, and tower nozzles as well as external and
internal man ways for ease of maintenance and inspection.

Vendor Selection

Vendor selection is based on several prerequisite steps of a bid evaluation
process. The major equipment — high effort — bid evaluation has 11
distinct phases:

Pre-select vendors

Prepare inquiry document
Receive bids

Make preliminary evaluation
Make technical evaluation
Make commercial evaluation
Conduct pre-award meeting
Condition bids

Select vendor(s)

Conduct pre-commitment meeting
Award the order.

POV E WD =
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Depending on contractual arrangements, an owner—contractor team
will be involved together in all these steps.

Let us look, for example, at the bid evaluation step. It is at this
point where the owner—contractor interface must work harmoniously.
Figure 14-9 is a typical technical bid tabulation form. It provides a
checklist of general and common points to be considered during the
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Figure 14-9. Technical bid tabulation form.

technical evaluation. Once the owner—contractor team has agreed that the
equipment is technically acceptable and meets reliability and maintain-
ability goals as laid out in the specification, it has to look for additional
benefits.
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Examples are utility consumption, efficiency, superior quality of mate-
rials, spare capacity, uprateablilty, and other design benefits to the future
owner. The team has to also look for hidden additional costs or savings.
For instance, a well laid out modular piece of equipment may require
fewer piping connections and better access for maintenance.

If little is known about a particular vendor, his experience level has
to be evaluated. Table 14-7 shows a questionnaire that may be used. If
equipment is procured in the international market, i.e. purchased in one
country for installation in another, attention must be paid to whether or
not it will be serviced once it is operating. It can be a vexing maintain-
ability problem to see how the vendor’s representative in the country of
installation will not have anything to do with the equipment as it was
not purchased through him. How well was the owner—contractor—vendor
interface handled here?

Finally, in the pre-order review the owner—contractor team will inter-
face intimately with the vendor and typically they will try to answer
together the questions shown in Table 14-8. The team would certainly
need to agree that the vendor should be selected based on the following
criteria:

e Knowledge of the particular vendor’s capability

e Reliable performance on previous installations

e Experience with various sizes of his product line

e Good relationship of local or regional service personnel
e The ability to obtain spare parts with reasonable delivery.

Table 14-7
Equipment vendor experience checklist

. Start-up date (not ship date)

. Run lengths between overhauls/inspection
. Run lengths between failure

. Total operating hours to date

. Problems encountered during S/U

. Major outstanding problems

. Result of T/A inspections

. Maintenance contact and phone #

. Warehouse spare?

. Installed spare?

. What spare parts are stocked?

. Would you purchase this equipment again?
. With what changes?

—_
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Table 14-8
Checklist: Preorder review with vendor (special purpose gears:
Partial example)

1. Compare the gear service factor quoted with those in the latest version
of AGMA 421. Is the quoted SF at least equal to the specified value?

(Yes or No)
2. If the unit is a double reduction gear does it have a service factor of 2 or
more?
(Yes or No)
3. Check the rated HP
a) If motor driven, the gear rating must be equal to the motor rating
including any service factor. Is it? (Yes or No)
b) If steam turbine driven, the gear rating must be the capability of the
driver with maximum inlet steam pressure and normal exhaust. Is it? (Yes or No)
c) If gas turbine or engine driven, the gear rating must be the capability
of the driver with the lowest specified ambient temperature. Is it? (Yes or No)

4. Has the vendor adequate experience?
a) Location of similar machine

b) How closely does it conform to

¢) Have any similar machines experienced difficulty either on test or in
the shop? If so, what were the characteristics of the problem and what
steps were taken to correct it and to avoid a repetition?

[...and so forth]

Documentation Review

As mentioned earlier, reliability reviews are aimed at ensuring compli-
ance with all of the specifications. To assist in fulfilling this task, the
reviewing owner’s engineer generally instructs the contractor or equip-
ment manufacturer to submit drawings and other data for his review. For
example, many of the vendor data and drawing requirements are tabu-
lated in the appendices of applicable API standards and can be adapted
to serve as checklists for the task at hand. Other checklists may have to
be derived from the reviewer’s experience.

Keeping track of the status of documentation reviews is best accom-
plished by first listing the vendor drawing and data requirements for
a given equipment category. Figure 14-10 shows a typical listing
for a special-purpose turbine purchase. Whenever possible, the listing
should contain the data requirements of available industry standards. For
instance, Figure 14-10 is derived from API 612.

Each “tracking sheet” is supplemented by three columns in which the
reviewer can enter the review status (e.g., “Preliminary Review Com-
pleted”). Also, the “tracking sheet” shows seven columns which indicate
a particular project phase during which the vendor is expected to submit
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Project Title _
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Project No.

Purchase Order No
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Description e 00 0 00 0
1 Certified dimensiona! outline drawing and list of connec-
tions
2. Cross-sectional drawing and bill of materials.
3. Rotor assembly drawing and bill of maternals.
4. Thrust-bearing assembly drawing and bill of materials.
5. Journal-bearing assembly drawing and bill of materials
6. Packing and labyrinth drawings and bill of materials.
7. Coupnng assembly drawing and bill of materials.
8. Gland sealing and leakoff schematic and bill of
materials.
9. Gland sealing and leakoff arrangement drawing and
list of connections.
10. Gland sealing and leakoff component drawings and data.
11. Lube-oil schematic and bill of materiais
12. Lube-oil arrangement drawing and list of connections.
13. Lube-o0il component drawings and data.
14. Electrical and instrumentation schematics and bill of
materials.
15. Electrical and instrumentation arrangement drawing
and list of connections.
16. Control and trip system
17. Governor details
18. Steam flow versus horsepower
19. Steam tiow versus first-stage pressure
20. Steam flow versus speed and efficiency.
21. Steam flow versus thrust-bearing load.
22. Extraction performance curves.
23. Steam correction charts.
24. Vibration analysis data
25. Lateral critical analysis
26. Allowable flange loading
27. Alignment diagram.
28. Weid procedures
29. Hydrostatic test logs
30. Mechanical run test logs.
31. Rotor balance logs.
32. Rotor mechanical and electrical runout.
33. "As-built” data sheets.
34. "As-built” dimensions.
35. Operating and maintenance manuals.
1 36 Spare parts recommendation and price list

Figure 14-10. Example of a documentation control sheet (API 612).
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certain drawings or analytical data for the owner’s review. The decision
as to when — i.e. which project phase — data are to be submitted is best
made by mutual agreement and interfacing of all parties involved.

Problems in this area must always be anticipated. Since final docu-
mentation as built drawings and manual presentation by the contractor
are frequently late in the project, it may happen that not enough resources
are available to prepare the required documentation. Mediocre equip-
ment files are the result and especially machinery maintainability and
availability will suffer.

Supplier Quality Assurance

For those capital projects that cannot rely on a world-wide supplier quality
improvement process [2], old fashioned quality assurance by checking
and appraisal must prevail.

Contracting of quality assurance and inspection services makes for
flexibility in the owner’s or contractor’s organization but can be fraught
with problems. For example, the authors, in their role as owner’s engi-
neers, have seen contract inspectors come into a vendor’s facility, take
name-plate data of the equipment they were supposed to inspect and
disappear. Others have no doubt made the same more or less distressing
experience.

Successful interfaces with inspection service organizations should be
a three-step approach:

1. Successful suppliers to the capital project should be seen to have a
satisfactory in-house Quality Assurance organization. They should
have sufficient resources to man and support the project.

2. In those cases where the owner wants to use an inspection service,
he should himself interview the services personnel and not rely on
resumés. So often a resumé does not reflect the real experience and
education of a person.

3. An audit should be made that uses checklists agreed to by contrac-
tors’ and owners’ representatives as shown in Table 14-9.

Field Installation and Equipment Turnover

Field installation of the equipment must be followed on a day-to-day basis
by the owner’s representatives in close interfacing with the contractor’s
field supervisors. Some personnel considerations seem in order.
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Table 14-9
Inspection services audit

® Does the quality audit checklist produced by the QA engineer include all relevant project
requirements —

® Does the inspector carry a copy of the contract specification or the purchase order for the
material or the equipment being inspected —

® Does the inspector carry copies of the latest revised drawings —

® Does the inspector carry or have access to up-to-date issues of the client’s specifications
and relevant national specifications —

® s the inspector checking the client’s test procedures —

® [s the inspector ensuring that the supplier’s test equipment is properly calibrated —

® [s the inspector understanding and interpreting test results to ensure they comply with the
client’s requirements —

® [s the inspector ensuring that certification complies with the client’s requirements —

® Do inspection reports issued by the inspector show that he is making sure that all client’s
requirements are being complied with —

We envisioned previously the involvement of experienced maintenance
people in capital projects. At the stage of equipment field installation
this involvement of maintenance is to become a must. Not only is early
ownership of the equipment by the people who will operate the plant
guaranteed, but reliability and maintainability of the plant will get a
final boost. The authors found that the best person to interact with the
contractor’s personnel as mechanical field inspector is an experienced
first-line maintenance supervisor or an experienced lead hand mechanic.
While the owner’s specialist field engineers are capable of “pinch hitting,”
they are far too busy to spend all their time in the field. Mediocre results
may be achieved if field engineers are not supported by experienced
maintenance personnel. Also remember, contractors often know very little
about maintenance!

Tasks in the field installation phase are mainly to assure that:

e Equipment is protected during construction.
e Installations are executed in a reliable manner according to agreed-to
procedures and standards.

Equipment protection is accomplished by the personal effort of a ded-
icated individual, the owner’s mechanical field inspector. The basis for
equipment protection during field storage is defined as part of the project
coordination procedure.

Justified attention to detail — see Table 14-10 — by the owner’s field
inspectors will frequently lead to interface problems with the contractor’s
personnel. This should be anticipated and interface meetings should be
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Table 14-10
Owner’s field inspector interfacing with contractor

TO: Field Superintendant — Good Contracting Co.
SUBJECT: Pump installations

As you are getting into full stride on pump installations it seems necessary to draw to your
attention several eversights or shortcomings in your installation methods. Some of these
points have been discussed with the trades previously but the following poor practices still
persist.

Oil and dirt on concrete bases:

Before a machine is moved from the fab shop millwrights should be asked to remove any
preservative oil that may be in the machine. They may also remove any auxiliary parts that
are required before the machine is placed outdoors. Oil has spilled on several bases where
this has not been done. In these cases the concrete will have to be cleaned, because grout
will not adhere properly to dirty concrete . . .

Pump flange blinds:

Our standards require that pumps be blinded off with gaskets on each side of the blind. They
will then be filled with a preservative oil. In most installations so far this is not being done.
It cannot be emphasized too strongly that pump, turbine and compresser flanges must be
closed or covered at all times . . .

held during which contentious points are aired. Senior specialists will
usually chair these meetings.

Installation of plant equipment is being followed as part of the project’s
quality assurance effort. Ideally, the equipment is readied for turnover and
subsequent commissioning as a joint effort by both owner’s and contrac-
tor’s personnel. A typical quality tracking form is shown in Figure 14-11.
A smooth transition into the turnover and pre-commissioning phase is
achieved by following the steps described in Figure 14-12. This figure
might, at first sight, appear to be a duplication of the checklist shown
in Figure 14-11. However, since there is frequently a time lag between
installation completion and commissioning, it cannot hurt to have certain
steps of the previous phase repeated in the latter one. If owner—contractor
interfaces have been harmonious, commissioning will be successful and
project service factors goals will be most likely met.

Evaluation

As in all human endeavor, we would like to know how we did. “Feed-
back is the breakfast of champions,” someone once said. It starts with a
contracting firm worth its name being clearly interested in our topic. The
company would want to know how it fared. Table 14-11 will give us an
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[

THE OWNER§ .

w@:ﬁ

- p— e e e
Quality Control Plan MECHANICAL EQUIPMENT Qcp S
BLOWERS
[CONTRACT : PRCA690 | Client : [subcontractor: }
[EQUIPMENT Nr.: [DWG Nr. : JONIT : } ]
Page 172
i Subcoutr. | CONTRJOWNE
st QC| C|A[CJ[A
DESIGNATION Conrl
1-BASEPLATE LEVEL AND PROPERLY GROUTED. JACKSCREWS
REMOVED AND FOUNDATION BOLTS TIGHTENED. X |X|x
2-REMOVE SHIPPING PRESERVATIVES FOR BEARINGS AND
RELUBRICATE. (WHEN REQUIRED). _ LUBRICANT :. XX
3-EXCESS PIPING STRAIN ALLEVIATED. X | X
4-FINAL COLD ALIGNMENT TO MANUFACTURER'S TOLERANCE.
NOMINAL COUPLING GAP : ..ooccoucrsmsmsssisssssses X
5-CHECK BLOWER AND DRIVER FOR FREEDOM OF MOVEMENT. X | X | X
6-DRIVER CHECKED PER GEAR UNIT CHECK LIST. (WHEN.
APPLICABLE). x| x
7-GEAR UNIT CHECKED PER GEAR UNIT CHECK LIST. (WHEN
APPLICABLE). x| X
8-BEARING 1UBE SYSTEM CHEMICALLY CLEANED, FLUSHED
AND OPERABLE. LUBRICANT : ..o X | X
9-CHECK MOTOR BEARING LUBRICATION.
LUBRICANT : x| x
10-BELTS INSTALLED OR COUPLING LUBRICATED AND
CLOSED. LUBRICANT : X | X X
11-BELT OR COUPLING GUARD_IN PLACE AND SECURED. x| x
|12-BLOWER AND DRIVER DOWELLED. (WHEN SPECIFIED). X | X
13-CASING_DRAINED. X|x
14-VENTS AND DRAINS CORRECT. X | X
15-INLET GUIDE VANES SET CORRECTLY AND OPERABLE. x| x
16-AIR FILTRATION SYSTEM CORRECT. x| x|x
17-ALL CONTROLS, PROTECTIVE DEVICES AND AUXILIARY SYSTEMS
CORRECT.
18-PIPE SUPPORTS FITTED AND ADJUSTED. x| x
19-LOUVRES SET AND OPERATING.

'PROBATION DATE : APPROBATION DATE : APPROBATION DATE :
'SUBCONTRACTOR REPRESENTATIVE |° REPRESENTATIVE: REPRESENTATIVE:
NAME : NAME: NAME :

SIGNATURE : SIGNATURE : SIGNATURE :
SELF CONTROL © BY WORKER HIMSELF
oc

: GHECKING CARRIED DUI'BYS/COCMAN
c THE SCHAS TO CALL AND/OI
A

SUPERVISION - HE CAN CONTINUE TO WORK

: HOLD PT-THE S/C CANNOT meUB TO WORK WITHOUT FORMAL APPROVAL FN)M
AMEC/

PS2ENG.WK1

Figure 14-11. Example of an equipment installation quality tracking form.
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Maximizing machinery uptime

MANUFACTURER : TAGN°: ...
MODEL N°: e SERVICE :
SERIAL N°: s DATE : ...

BLOWER, PRE-COMMISSIONING

o

“00nwgmx

Flush bearing housings with a solvent (SRB
7), then with ECA 7259.

Fill oil reservoir to proper level with ECA
9105.

Rotate shafts to check freedom.

Motor checked for rotation and run-in
satisfactorily.

Check alignment of drive pulleys with
straight-edge or string.

Install V - belts. Check that they are all
matched and have equal tension. This
should be 16 mm deflection per meter of
center distance. See Op. / Mte.
Manual.

Install belt guards and insure clearance.

Instruments checked and simulated. Safety
valves operational tested and certified.

Obtain hearing protection for run-in.
Run the unit for 20 minutes and check
vibration, bearing temperature, hot spots,

noise, and oil leaks.

If a hot spot develops, shut down
immediately and investigate cause.

After 20 minutes run in, check belts and
retighten if necessary.

Restart machine and continue to run for 24
hrs.

Check belts for tightness

Restart machine and continue to run for
200 hrs.*

Inspect inlet filters. Clean or replace as
necessary.

Pre-Turnover

Post Turnover

CONTR.[ OWNER

CONTR.| OWNER
X w
X w
X w
X W/C,0
X I
X I
X
X I
X
X w/0,C
X I
X I

* this is a "shake-down" run during day shifls.

- Perform the work

- Review the work or review plans to perform the work

- Witness the work or sign-off that the work Is completed
- Supervise and direct the work of others

- Construction

- Operations

- Inspect the work on an auditing basis only.

Figure 14-12. Equipment turnover checklist.
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Table 14-11
Contractor rating questionnaire

to no to some to a