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Preface

THE NATURE OF THE BOOK

ORIENTATION

Conclusions, decisions, and actions that are data driven predominate in today's
world. Statistics—the subject of data analysis and data-based reasoning—is neces-
sarily playing a vital role in virtually all professions. Some familiarity with this sub-
ject is now an essential component of any college education. Yet, pressures to ac-
commodate a growing list of academic requirements often necessitate that this
exposure be brief. Keeping these conditions in mind, we have written this book to
provide students with a first exposure to the powerful ideas of modern statistics. It
presents the key statistical concepts and the most commonly applied methods of
statistical analysis. Moreover, to keep it accessible to freshmen and sophomores
from a wide range of disciplines, we have avoided mathematical derivations. They
usually pose a stumbling block to learning the essentials in a short period of time.

This book is intended for students who do not have a strong background in
mathematics but seek to learn the basic ideas of statistics and their application
in a variety of practical settings. The core material of this book is common to al-
most all first courses in statistics and is designed to be covered well within a
one-semester course in introductory statistics for freshmen—seniors. It is supple-
mented with some additional special-topics chapters.

The topics treated in this text are, by and large, the ones typically covered in an
introductory statistics course. They span three major areas: (i) descriptive statis-
tics, which deals with summarization and description of data; (ii) ideas of proba-
bility and an understanding of the manner in which sample-to-sample variation
influences our conclusions; and (iii) a collection of statistical methods for analyz-
ing the types of data that are of common occurrence. However, it is the treatment
of these topics that makes the text distinctive. Throughout, we have endeavored
to give clear and concise explanations of the concepts and important statistical
terminology and methods. By means of good motivation, sound explanations, and
an abundance of illustrations given in a real-world context, it emphasizes more
than just a superficial understanding.



vi

PREFACE

Each statistical concept or method is motivated by setting out its goal and then
focusing on an example to further elaborate important aspects and to illustrate its
application. The subsequent discussion is not only limited to showing how a
method works but includes an explanation of the why. Even without recourse to
mathematics, we are able to make the reader aware of possible pitfalls in the statis-
tical analysis. Students can gain a proper appreciation of statistics only when they
are provided with a careful explanation of the underlying logic. Without this un-
derstanding, a learning of elementary statistics is bound to be rote and transient.

When describing the various methods of statistical analysis, the reader is
continually reminded that the validity of a statistical inference is contingent
upon certain model assumptions. Misleading conclusions may result when these
assumptions are violated. We feel that the teaching of statistics, even at an intro-
ductory level, should not be limited to the prescription of methods. Students
should be encouraged to develop a critical attitude in applying the methods and
to be cautious when interpreting the results. This attitude is especially impor-
tant in the study of relationship among variables, which is perhaps the most
widely used (and also abused) area of statistics. In addition to discussing infer-
ence procedures in this context, we have particularly stressed critical examina-
tion of the model assumptions and careful interpretation of the conclusions.

SPECIAL FEATURES

1. Crucial elements are boxed to highlight important concepts and meth-
ods. These boxes provide an ongoing summary of the important items
essential for learning statistics. At the end of each chapter, all of its key
ideas and formulas are summarized.

2. A rich collection of examples and exercises is included. These are
drawn from a large variety of real-life settings. In fact, many data sets
stem from genuine experiments, surveys, or reports.

3. Exercises are provided at the end of each major section. These provide the
reader with the opportunity to practice the ideas just learned. Occasion-
ally, they supplement some points raised in the text. A larger collection of
exercises appears at the end of a chapter. The starred problems are rela-
tively difficult and suited to the more mathematically competent student.

4. Using Statistics Wisely, a feature at the end of each chapter, provides
important guidelines for the appropriate use of the statistical proce-
dures presented in the chapter.

5. Statistics in Context sections, in four of the beginning chapters, each
describe an important statistical application where a statistical approach
to understanding variation is vital. These extended examples reveal, early
on in the course, the value of understanding the subject of statistics.

6. P-values are emphasized in examples concerning tests of hypotheses.
Graphs giving the relevant normal or ¢t density curve, rejection region,
and P-value are presented.
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7. Regression analysis is a primary statistical technique so we provide a
more thorough coverage of the topic than is usual at this level. The ba-
sics of regression are introduced in Chapter 11, whereas Chapter 12
stretches the discussion to several issues of practical importance. These
include methods of model checking, handling nonlinear relations, and
multiple regression analysis. Complex formulas and calculations are ju-
diciously replaced by computer output so the main ideas can be learned
and appreciated with a minimum of stress.

8. Integrated Technology, at the end of most chapters, details the steps for us-
ing MINITAB, EXCEL,! and TI-84 calculator. With this presentation avail-
able, with few exceptions, only computer output is needed in the text.
Software packages remove much of the drudgery of hand calculation
and they allow students to work with larger data sets where patterns are
more pronounced. Some computer exercises are included in all chap-
ters where relevant.

9. Convenient Electronic Data Bank at the end of the book contains a sub-
stantial collection of data. These data sets, together with numerous oth-
ers throughout the book, allow for considerable flexibility in the choice
between concept-orientated and applications-orientated exercises. The
Data Bank and the other larger data sets are available for download on
the accompanying Web site located at www.wiley.com/college/johnson.

10. Technical Appendix A presents a few statistical facts of a mathematical
nature. These are separated from the main text so that they can be left
out if the instructor so desires.

ABOUT THE SIXTH EDITION

The sixth edition of STATISTICS— Principles and Methods maintains the objec-
tives and level of presentation of the earlier editions. The goals are the develop-
ing (i) of an understanding of the reasonings by which findings from sample
data can be extended to general conclusions and (ii) a familiarity with some
basic statistical methods. There are numerous data sets and computer outputs
which give an appreciation of the role of the computer in modern data analysis.

Clear and concise explanations introduce the concepts and important sta-
tistical terminology and methods. Real-life settings are used to motivate the
statistical ideas and well organized discussions proceed to cover statistical
methods with heavy emphasis on examples. The sixth edition enhances these
special features. The major improvements are:

Bayes’ Theorem. A new section is added to Chapter 4 to highlight the rea-
soning underlying Bayes’s theorem and to present applications.

Approximate . A new subsection is added to Chapter 7, which describes
the approximate two sample ¢ statistic that is now pervasive in statistical soft-
ware programs. For normal distributions, with unequal variances, this has be-
come the preferred approach.

1 Commands and the worksheets with data sets pertain to EXCEL 2003.
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ORGANIZATION

New Examples. A substantial number of new examples are included, espe-
cially in the core chapters, Chapter 11 on regression, and Chapter 13 on contin-
gency tables.

More Data-Based Exercises. Most of the new exercises are keyed to new
data-based examples in the text. New data are also presented in the exercises.
Other new exercises are based on the credit card use and opinion data that are

added to the data bank.

New Exercises. Numerous new exercises provide practice on understanding
the concepts and others address computations. These new exercises, which aug-
ment the already rich collection, are placed in real-life settings to help promote
a greater appreciation of the wide span of applicability of statistical methods.

SUPPLEMENTS

This book is organized into fifteen chapters, an optional technical appendix
(Appendix A), and a collection of tables (Appendix B). Although designed for a
one-semester or a two-quarter course, it is enriched with ample additional mate-
rial to allow the instructor some choices of topics. Beyond Chapter 1, which sets
the theme of statistics and distinguishes population and sample, the subject
matter could be classified as follows:

Topic Chapter
Descriptive study of data 2,3
Probability and distributions 4, 5, 6
Sampling variability 7

Core ideas and methods

of statistical inference 8,9,10

Special topics of
statistical inference 11,12,13,14,15

We regard Chapters 1 to 10 as constituting the core material of an introduc-
tory statistics course, with the exception of the starred sections in Chapter 6. Al-
though this material is just about enough for a one-semester course, many
instructors may wish to eliminate some sections in order to cover the basics of re-
gression analysis in Chapter 11. This is most conveniently done by initially skipping
Chapter 3 and then taking up only those portions that are linked to Chapter 11.
Also, instead of a thorough coverage of probability that is provided in Chapter 4,
the later sections of that chapter may receive a lighter coverage.

Instructor’s Solution Manual. (ISBN 978-0-470-53519-6) This manual con-
tains complete solutions to all exercises.
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Test Bank. (Available on the accompanying website: www.wiley.com/
college/johnson) Contains a large number of additional questions for each
chapter.

Student Solutions Manual. (ISBN 978-0-470-53521-9) This manual con-
tains complete solutions to all odd-numbered exercises.

Electronic Data Bank. (Available on the accompanying website: www.
wiley.com/college/johnson) Contains interesting data sets used in the text but that
can be used to perform additional analyses with statistical software packages.

WileyPLUS. This powerful online tool provides a completely integrated suite
of teaching and learning resources in one easy-to-use website. WileyPLUS offers
an online assessment system with full gradebook capabilities and algorithmically
generated skill building questions. This online teaching and learning environment
also integrates the entire digital textbook. To view a demo of WileyPLUS, contact
your local Wiley Sales Representative or visit: www.wiley.com/college/wileyplus.
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Surveys Provide Information
About the Population

What is your favorite spectator sport?

Football 36.4%
Baseball 12.7%
Basketball  12.5%
Other 38.4%

College and professional sports are combined in our summary.! Clearly, football
is the most popular spectator sport. Actually, the National Football League by
itself is more popular than baseball.

Until the mid 1960s, baseball was most popular according to similar surveys.
Surveys, repeated at different times, can detect trends in opinion.

Hometown fans attending today’s game are but a sample of the population of all local
football fans. A self-selected sample may not be entirely representative of the population
on issues such as ticket price increases. Kiichiro Sato/ © AP/Wide World Photos

"These percentages are similar to those obtained by the ESPN Sports Poll, a service of TNS, in a
2007 poll of over 27,000 fans.
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1. WHAT IS STATISTICS?

The word statistics originated from the Latin word “status,” meaning “state.” For a
long time, it was identified solely with the displays of data and charts pertaining
to the economic, demographic, and political situations prevailing in a country.
Even today, a major segment of the general public thinks of statistics as synony-
mous with forbidding arrays of numbers and myriad graphs. This image is en-
hanced by numerous government reports that contain a massive compilation of
numbers and carry the word statistics in their titles: “Statistics of Farm Produc-
tion,” “Statistics of Trade and Shipping,” “Labor Statistics,” to name a few. How-
ever, gigantic advances during the twentieth century have enabled statistics to
grow and assume its present importance as a discipline of data-based reasoning.
Passive display of numbers and charts is now a minor aspect of statistics, and
few, if any, of today’s statisticians are engaged in the routine activities of tabula-
tion and charting.

What, then, are the role and principal objectives of statistics as a scientific
discipline? Stretching well beyond the confines of data display, statistics deals
with collecting informative data, interpreting these data, and drawing conclusions
about a phenomenon under study. The scope of this subject naturally extends to
all processes of acquiring knowledge that involve fact finding through collection
and examination of data. Opinion polls (surveys of households to study sociolog-
ical, economic, or health-related issues), agricultural field experiments (with new
seeds, pesticides, or farming equipment), clinical studies of vaccines, and cloud
seeding for artificial rain production are just a few examples. The principles and
methodology of statistics are useful in answering questions such as, What kind
and how much data need to be collected? How should we organize and interpret
the data? How can we analyze the data and draw conclusions? How do we assess
the strength of the conclusions and gauge their uncertainty?

Statistics as a subject provides a body of principles and methodology for
designing the process of data collection, summarizing and interpreting
the data, and drawing conclusions or generalities.

2. STATISTICS IN OUR EVERYDAY LIFE

Fact finding through the collection and interpretation of data is not confined to pro-
fessional researchers. In our attempts to understand issues of environmental protec-
tion, the state of unemployment, or the performance of competing football teams,
numerical facts and figures need to be reviewed and interpreted. In our day-to-day
life, learning takes place through an often implicit analysis of factual information.

We are all familiar to some extent with reports in the news media on im-
portant statistics.



4

CHAPTER 1/INTRODUCTION

Employment. Monthly, as part of the Current Population Survey, the
Bureau of Census collects information about employment status from a sample of
about 65,000 households. Households are contacted on a rotating basis with three-
fourths of the sample remaining the same for any two consecutive months.

The survey data are analyzed by the Bureau of Labor Statistics, which re-
ports monthly unemployment rates. a

Cost of Living. The consumer price index (CPI) measures the cost of a
fixed market basket of over 400 goods and services. Each month, prices are ob-
tained from a sample of over 18,000 retail stores that are distributed over 85
metropolitan areas. These prices are then combined taking into account the rela-
tive quantity of goods and services required by a hypothetical “1967 urban wage
earner.” Let us not be concerned with the details of the sampling method and
calculations as these are quite intricate. They are, however, under close scrutiny
because of the importance to the hundreds of thousands of Americans whose
earnings or retirement benefits are tied to the CPI. a

Election time brings the pollsters into the limelight.

Gallup Poll. This, the best known of the national polls, produces esti-
mates of the percentage of popular vote for each candidate based on interviews
with a minimum of 1500 adults. Beginning several months before the presiden-
tial election, results are regularly published. These reports help predict winners
and track changes in voter preferences. a

Our sources of factual information range from individual experience to reports
in news media, government records, and articles in professional journals. As con-
sumers of these reports, citizens need some idea of statistical reasoning to properly
interpret the data and evaluate the conclusions. Statistical reasoning provides crite-
ria for determining which conclusions are supported by the data and which are not.
The credibility of conclusions also depends greatly on the use of statistical methods
at the data collection stage. Statistics provides a key ingredient for any systematic
approach to improve any type of process from manufacturing to service.

Quality and Productivity Improvement. In the past 30 years, the
United States has faced increasing competition in the world marketplace. An in-
ternational revolution in quality and productivity improvement has heightened
the pressure on the U.S. economy. The ideas and teaching of W. Edwards Dem-
ing helped rejuvenate Japan’s industry in the late 1940s and 1950s. In the 1980s
and 1990s, Deming stressed to American executives that, in order to survive,
they must mobilize their work force to make a continuing commitment to qual-
ity improvement. His ideas have also been applied to government. The city of
Madison, WI, has implemented quality improvement projects in the police de-
partment and in bus repair and scheduling. In each case, the project goal was
better service at less cost. Treating citizens as the customers of government ser-
vices, the first step was to collect information from them in order to identify sit-
uations that needed improvement. One end result was the strategic placement
of a new police substation and a subsequent increase in the number of foot pa-
trol persons to interact with the community.
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Statistical reasoning can guide the purposeful collection and analysis of data toward the
continuous improvement of any process. © Andrew Sacks/Stone/Getty Images

Once a candidate project is selected for improvement, data must be col-
lected to assess the current status and then more data collected on the effects of
possible changes. At this stage, statistical skills in the collection and presentation
of summaries are not only valuable but necessary for all participants.

In an industrial setting, statistical training for all employees— production
line and office workers, supervisors, and managers—is vital to the quality trans-
formation of American industry. O

3. STATISTICS IN AID OF SCIENTIFIC INQUIRY

The phrase scientific inquiry refers to a systematic process of learning. A scien-
tist sets the goal of an investigation, collects relevant factual information (or
data), analyzes the data, draws conclusions, and decides further courses of ac-
tion. We briefly outline a few illustrative scenarios.

Training Programs. Training or teaching programs in many fields designed
for a specific type of clientele (college students, industrial workers, minority groups,
physically handicapped people, retarded children, etc.) are continually monitored,
evaluated, and modified to improve their usefulness to society. To learn about the
comparative effectiveness of different programs, it is essential to collect data on the
achievement or growth of skill of the trainees at the completion of each program. [J

Monitoring Advertising Claims. The public is constantly bombarded
with commercials that claim the superiority of one product brand in comparison to
others. When such comparisons are founded on sound experimental evidence, they
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serve to educate the consumer. Not infrequently, however, misleading advertising
claims are made due to insufficient experimentation, faulty analysis of data, or even
blatant manipulation of experimental results. Government agencies and consumer
groups must be prepared to verify the comparative quality of products by using ad-
equate data collection procedures and proper methods of statistical analysis. O

Plant Breeding. To increase food production, agricultural scientists
develop new hybrids by cross-fertilizing different plant species. Promising new
strains need to be compared with the current best ones. Their relative produc-
tivity is assessed by planting some of each variety at a number of sites. Yields are
recorded and then analyzed for apparent differences. The strains may also be
compared on the basis of disease resistance or fertilizer requirements. a

Genomics. This century’s most exciting scientific advances are occurring
in biology and genetics. Scientists can now study the genome, or sum total of all
of a living organism’s genes. The human DNA sequence is now known along
with the DNA sequences of hundreds of other organisms.

A primary goal of many studies is to identify the specific genes and related ge-
netic states that give rise to complex traits (e.g., diabetes, heart disease, cancer).
New instruments for measuring genes and their products are continually being
developed. One popular technology is the microarray, a rectangular array of tens of
thousands of genes. The power of microarray technologies derives from the ability
to compare, for instance, healthy and diseased tissue. Two-color microarrays have
two kinds of DNA material deposited at each site in the array. Due to the impact

Statistically designed experiments are needed to document the advantages of the new
hybrid versus the old species. © Mitch Wojnarowicz/The Image Works
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of the disease and the availability of human tumor specimens, many early microarray
studies focused on human cancer. Significant advances have been made in cancer
classification, knowledge of cancer biology, and prognostic prediction. A hallmark ex-
ample of the power of microarrays used in prognostic prediction is Mammaprint
approved by the FDA in 2007. This, the first approved microarray based test, clas-
sifies a breast cancer patient as low or high risk for recurrence.

This is clearly only the beginning, as numerous groups are employing mi-
croarrays and other high-throughput technologies in their research studies. Typi-
cally, genomics experiments feature the simultaneous measurement of a great
number of responses. As more and more data are collected, there is a growing
need for novel statistical methods for analyzing data and thereby addressing crit-
ical scientific questions. Statisticians and other computational scientists are play-
ing a major role in these efforts to better human health. O

Factual information is crucial to any investigation. The branch of statistics
called experimental design can guide the investigator in planning the manner
and extent of data collection.

The Conjecture-Experiment-Analysis Learning Cycle
Invention of the Sandwich by the Earl of Sandwich
(According to Woody Allen, Humorist) *

Experiment Analysis
First completed a slice of bread, a
work: slice of bread and a fails miserabl
slice of turkey on top i

of both

Conjecture
two slices of turkey
with a slice of bread = rejected

in the middle

C
three consecutive / some interest,
slices of ham stacked ——— mostly in intellec-
on one another tual circles

three slices of bread —>/ improved reputation
€

several strips of ham;
enclosed top and bot-
tom by two slices of

bread

—> immediate success

*Copyright © 1966 by Woody Allen. Adapted by permission of Random House, Inc. from Getting Even, by Woody Allen.
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After the data are collected, statistical methods are available that summa-
rize and describe the prominent features of data. These are commonly known as
descriptive statistics. Today, a major thrust of the subject is the evaluation of in-
formation present in data and the assessment of the new learning gained from
this information. This is the area of inferential statistics and its associated meth-
ods are known as the methods of statistical inference.

It must be realized that a scientific investigation is typically a process of trial
and error. Rarely, if ever, can a phenomenon be completely understood or a the-
ory perfected by means of a single, definitive experiment. It is too much to ex-
pect to get it all right in one shot. Even after his first success with the electric
light bulb, Thomas Edison had to continue to experiment with numerous mate-
rials for the filament before it was perfected. Data obtained from an experiment
provide new knowledge. This knowledge often suggests a revision of an existing
theory, and this itself may require further investigation through more experi-
ments and analysis of data. Humorous as it may appear, the excerpt boxed
above from a Woody Allen writing captures the vital point that a scientific
process of learning is essentially iterative in nature.

4. TWO BASIC CONCEPTS —POPULATION AND SAMPLE

In the preceding sections, we cited a few examples of situations where evalua-
tion of factual information is essential for acquiring new knowledge. Although
these examples are drawn from widely differing fields and only sketchy descrip-
tions of the scope and objectives of the studies are provided, a few common
characteristics are readily discernible.

First, in order to acquire new knowledge, relevant data must be collected.
Second, some amount of variability in the data is unavoidable even though ob-
servations are made under the same or closely similar conditions. For instance,
the treatment for an allergy may provide long-lasting relief for some individuals
whereas it may bring only transient relief or even none at all to others. Like-
wise, it is unrealistic to expect that college freshmen whose high school records
were alike would perform equally well in college. Nature does not follow such
a rigid law.

A third notable feature is that access to a complete set of data is either
physically impossible or from a practical standpoint not feasible. When data are
obtained from laboratory experiments or field trials, no matter how much ex-
perimentation has been performed, more can always be done. In public opinion
or consumer expenditure studies, a complete body of information would
emerge only if data were gathered from every individual in the nation—un-
doubtedly a monumental if not an impossible task. To collect an exhaustive set
of data related to the damage sustained by all cars of a particular model under
collision at a specified speed, every car of that model coming off the production
lines would have to be subjected to a collision! Thus, the limitations of time, re-
sources, and facilities, and sometimes the destructive nature of the testing, mean
that we must work with incomplete information—the data that are actually
collected in the course of an experimental study.
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The preceding discussions highlight a distinction between the data set that
is actually acquired through the process of observation and the vast collection of
all potential observations that can be conceived in a given context. The statisti-
cal name for the former is sample; for the latter, it is population, or statistical
population. To further elucidate these concepts, we observe that each measure-
ment in a data set originates from a distinct source which may be a patient, tree,
farm, household, or some other entity depending on the object of a study. The
source of each measurement is called a sampling unit, or simply, a unit.

To emphasize population as the entire collection of units, we term it the
population of units.

A unit is a single entity, usually a person or an object, whose charac-
teristics are of interest.

The population of units is the complete collection of units about
which information is sought.

There is another aspect to any population and that is the value, for each unit, of
a characteristic or variable of interest. There can be several characteristics of in-
terest for a given population of units, as indicated in Table 1.

TABLE 1 Populations, Units, and Variables

Population Unit Variables/Characteristics

Registered voters in your state Voter Political party
Voted or not in last election
Age
Sex
Conservative/liberal

All rental apartments near Apartment  Rent

campus Size in square feet
Number of bedrooms
Number of bathrooms
TV and Internet connections

All campus fast food restaurants ~ Restaurant ~ Number of employees
Seating capacity

Hiring/not hiring
All computers owned by Computer Speed of processor
students at your school Size of hard disk

Speed of Internet connection
Screen size

For a given variable or characteristic of interest, we call the collection of val-
ues, evaluated for every unit in the population, the statistical population or just
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Example 1

SOLUTION

the population. We refer to the collection of units as the population of units
when there is a need to differentiate it from the collection of values.

A statistical population is the set of measurements (or record of some
qualitative trait) corresponding to the entire collection of units about
which information is sought.

The population represents the target of an investigation. We learn about the
population by taking a sample from the population. A sample or sample data
set then consists of measurements recorded for those units that are actually ob-
served. It constitutes a part of a far larger collection about which we wish to
make inferences—the set of measurements that would result if all the units in
the population could be observed.

A sample from a statistical population is the subset of measurements that
are actually collected in the course of an investigation.

Identifying the Population and Sample

Questions concerning the effect on health of two or fewer cups of coffee a
day are still largely unresolved. Current studies seek to find physiological
changes that could prove harmful. An article carried the headline CAFFEINE
DECREASES CEREBRAL BLOOD FLOW. It describes a study? which es-
tablishes a physiological side effect—a substantial decrease in cerebral blood
flow for persons drinking two to three cups of coffee daily.

The cerebral blood flow was measured twice on each of 20 subjects. It was
measured once after taking an oral dose of caffeine equivalent to two to three
cups of coffee and then, on another day, after taking a look-alike dose but with-
out caffeine. The order of the two tests was random and subjects were not told
which dose they received. The measured decrease in cerebral blood flow was
significant.

Identify the population and sample.

As the article implies, the conclusion should apply to you and me. The popu-
lation could well be the potential decreases in cerebral blood flow for all
adults living in the United States. It might even apply to all the decrease in
blood flow for all caffeine users in the world, although the cultural customs

2A. Field et al. “Dietary Caffeine Consumption and Withdrawal: Confounding Variables in Quantita-
tive Cerebral Perfusion Studies?” Radiology 227 (2003), pp. 129-135.
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may vary the type of caffeine consumption from coffee breaks to tea time to
kola nut chewing.

The sample consists of the decreases in blood flow for the 20 subjects who
agreed to participate in the study.

A Misleading Sample

A host of a radio music show announced that she wants to know which
singer is the favorite among city residents. Listeners were then asked to call in
and name their favorite singer.

Identify the population and sample. Comment on how to get a sample
that is more representative of the city’s population.

The population is the collection of singer preferences of all city residents and
the purported goal was to learn who was the favorite singer. Because it would
be nearly impossible to question all the residents in a large city, one must
necessarily settle for taking a sample.

Having residents make a local call is certainly a low-cost method of get-
ting a sample. The sample would then consist of the singers named by each
person who calls the radio station. Unfortunately, with this selection procedure,
the sample is not very representative of the responses from all city residents.
Those who listen to the particular radio station are already a special subgroup
with similar listening tastes. Furthermore, those listeners who take the time
and effort to call are usually those who feel strongest about their opinions.
The resulting responses could well be much stronger in favor of a particular
country western or rock singer than is the case for preference among the total
population of city residents or even those who listen to the station.

If the purpose of asking the question is really to determine the favorite
singer of the city’s residents, we have to proceed otherwise. One procedure
commonly employed is a phone survey where the phone numbers are chosen
at random. For instance, one can imagine that the numbers 0, 1, 2, 3, 4, 5, 6,
7,8, and 9 are written on separate pieces of paper and placed in a hat. Slips
are then drawn one at a time and replaced between drawings. Later, we will
see that computers can mimic this selection quickly and easily. Four draws
will produce a random telephone number within a three-digit exchange.
Telephone numbers chosen in this manner will certainly produce a much
more representative sample than the self-selected sample of persons who call
the station.

Self-selected samples consisting of responses to call-in or write-in requests
will, in general, not be representative of the population. They arise primarily
from subjects who feel strongly about the issue in question. To their credit,
many TV news and entertainment programs now state that their call-in polls are
nonscientific and merely reflect the opinions of those persons who responded.
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USING A RANDOM NUMBER TABLE TO SELECT A SAMPLE

The choice of which population units to include in a sample must be impartial
and objective. When the total number of units is finite, the name or number of
each population unit could be written on a separate slip of paper and the slips
placed in a box. Slips could be drawn one at a time without replacement and
the corresponding units selected as the sample of units. Unfortunately, this sim-
ple and intuitive procedure is cumbersome to implement. Also, it is difficult to
mix the slips well enough to ensure impartiality.

Alternatively, a better method is to take 10 identical marbles, number them
0 through 9, and place them in an urn. After shuffling, select 1 marble. After re-
placing the marble, shuffle and draw again. Continuing in this way, we create a
sequence of random digits. Each digit has an equal chance of appearing in any
given position, all pairs have the same chance of appearing in any two given po-
sitions, and so on. Further, any digit or collection of digits is unrelated to any
other disjoint subset of digits. For convenience of use, these digits can be placed
in a table called a random number table.

The digits in Table 1 of Appendix B were actually generated using computer
software that closely mimics the drawing of marbles. A portion of this table is
shown here as Table 2.

To obtain a random sample of units from a population of size N, we first
number the units from 1 to N. Then numbers are read from the table of random
digits until enough different numbers in the appropriate range are selected.

TABLE 2 Random Digits: A Portion of Table 1, Appendix B

Row

1 | 0695 7741 8254 4297 0000 5277 6563 9265 1023 5925
2 | 0437 5434 8503 3928 6979 9393 8936 9088 5744 4790
3 | 6242 2998 0205 5469 3365 7950 7256 3716 8385 0253
4 | 7090 4074 1257 7175 3310 0712 4748 4226 0604 3804
5 | 0683 6999 4828 7888 0087 9288 7855 2678 3315 6718

6 | 7013 4300 3768 2572 6473 2411 6285 0069 5422 6175
7 | 8808 2786 5369 9571 3412 2465 6419 3990 0294 0896
8 | 9876 3602 5812 0124 1997 6445 3176 2682 1259 1728
9 | 1873 1065 8976 1295 9434 3178 0602 0732 6616 7972
0 | 2581 3075 4622 2974 7069 5605 0420 2949 4387 7679

11 | 3785 6401 0540 5077 7132 4135 4646 3834 6753 1593
12 | 8626 4017 1544 4202 8986 1432 2810 2418 8052 2710
13 | 6253 0726 9483 6753 4732 2284 0421 3010 7885 8436
14 | 0113 4546 2212 9829 2351 1370 2707 3329 6574 7002
15 | 4646 6474 9983 8738 1603 8671 0489 9588 3309 5860
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Using the Table of Random Digits to Select Items for a Price Check

One week, the advertisement for a large grocery store contains 72 special sale
items. Five items will be selected with the intention of comparing the sales
price with the scan price at the checkout counter. Select the five items at ran-
dom to avoid partiality.

The 72 sale items are first numbered from 1 to 72. Since the population size
N = 72 has two digits, we will select random digits two at a time from
Table 2. Arbitrarily, we decide to start in row 7 and columns 19 and 20. Start-
ing with the two digits in columns 19 and 20 and reading down, we obtain

12 97 34 69 32 86 32 51

We ignore 97 and 86 because they are larger than the population size 72. We
also ignore any number when it appears a second time as 32 does here. Con-
sequently, the sale items numbered

12 34 69 32 51

are selected for the price check.

For large sample size situations or frequent applications, it is often more
convenient to use computer software to choose the random numbers.

Selecting a Sample by Random Digit Dialing

A major Internet service provider wants to learn about the proportion of
people in one target area who are aware of its latest product. Suppose there
is a single three-digit telephone exchange that covers the target area. Use
Table 1, in Appendix B, to select six telephone numbers for a phone survey.

We arbitrarily decide to start at row 31 and columns 25 to 28. Proceeding
upward, we obtain

7566 0766 1619 9320 1307 6435

Together with the three-digit exchange, these six numbers form the phone
numbers called in the survey. Every phone number, listed or unlisted, has the
same chance of being selected. The same holds for every pair, every triplet,
and so on. Commercial phones may have to be discarded and another four
digits selected. If there are two exchanges in the area, separate selections
could be done for each exchange.

For large sample sizes, it is better to use computer-generated random dig-
its or even computer-dialed random phone numbers.

Data collected with a clear-cut purpose in mind are very different from anec-
dotal data. Most of us have heard people say they won money at a casino, but
certainly most people cannot win most of the time as casinos are not in the busi-
ness of giving away money. People tend to tell good things about themselves. In a
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similar vein, some drivers’ lives are saved when they are thrown free of car
wrecks because they were not wearing seat belts. Although such stories are told
and retold, you must remember that there is really no opportunity to hear from
those who would have lived if they had worn their seat belts. Anecdotal informa-
tion is usually repeated because it has some striking feature that may not be rep-
resentative of the mass of cases in the population. Consequently, it is not apt to
provide reliable answers to questions.

5. THE PURPOSEFUL COLLECTION OF DATA

Example 5

SOLUTION

Many poor decisions are made, in both business and everyday activities, because
of the failure to understand and account for variability. Certainly, the purchasing
habits of one person may not represent those of the population, or the reaction
of one mouse, on exposure to a potentially toxic chemical compound, may not
represent that of a large population of mice. However, despite diversity among
the purchasing habits of individuals, we can obtain accurate information about
the purchasing habits of the population by collecting data on a large number of
persons. By the same token, much can be learned about the toxicity of a chemi-
cal if many mice are exposed.

Just making the decision to collect data to answer a question, to provide the
basis for taking action, or to improve a process is a key step. Once that decision
has been made, an important next step is to develop a statement of purpose that
is both specific and unambiguous. If the subject of the study is public trans-
portation being behind schedule, you must carefully specify what is meant by
late. Is it 1 minute, 5 minutes, or more than 10 minutes behind scheduled times
that should result in calling a bus or commuter train late? Words like soft or un-
comfortable in a statement are even harder to quantify. One common approach,
for a quality like comfort, is to ask passengers to rate the ride on public trans-
portation on the five-point scale

L+ [ 2 | 3 [ & [ 5 |
Very uncomfortable Neutral Very comfortable

where the numbers 1 through 5 are attached to the scale, with 1 for very un-
comfortable and so on through 5 for very comfortable.

We might conclude that the ride is comfortable if the majority of persons in
the sample check either of the top two boxes.

A Clear Statement of Purpose Concerning Water Quality

Each day, a city must sample the lake water in and around a swimming beach to
determine if the water is safe for swimming. During late summer, the primary
difficulty is algae growth and the safe limit has been set in terms of water clarity.

The problem is already well defined so the statement of purpose is straight-
forward.
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PURPOSE: Determine whether or not the water clarity at the beach is
below the safe limit.

The city has already decided to take measurements of clarity at three sepa-
rated locations. In Chapter 8, we will learn how to decide if the water is safe
despite the variation in the three sample values.

The overall purpose can be quite general but a specific statement of purpose is
required at each step to guide the collection of data. For instance:

GENERAL PURPOSE: Design a data collection and monitoring program
at a completely automated plant that handles radioactive materials.

One issue is to ensure that the production plant will shut down quickly if mate-
rials start accumulating anywhere along the production line. More specifically,
the weight of materials could be measured at critical positions. A quick shut-
down will be implemented if any of these exceed a safe limit. For this step, a
statement of purpose could be:

PURPOSE: Implement a fast shutdown if the weight at any critical posi-
tion exceeds 1.2 kilograms.

The safe limit 1.2 kilograms should be obtained from experts; preferrably it
would be a consensus of expert opinion.

There still remain statistical issues of how many critical positions to choose
and how often to measure the weight. These are followed with questions on
how to analyze data and specify a rule for implementing a fast shutdown.

A clearly specified statement of purpose will guide the choice of what data
to collect and help ensure that it will be relevant to the purpose. Without a
clearly specified purpose, or terms unambiguously defined, much effort can be
wasted in collecting data that will not answer the question of interest.

6. STATISTICS IN CONTEXT

A primary health facility became aware that sometimes it was taking too long to
return patients’ phone calls. That is, patients would phone in with requests for
information. These requests, in turn, had to be turned over to doctors or nurses
who would collect the information and return the call. The overall objective was
to understand the current procedure and then improve on it. As a good first
step, it was decided to find how long it was taking to return calls under the cur-
rent procedure. Variation in times from call to call is expected, so the purpose of
the initial investigation is to benchmark the variability with the current proce-
dure by collecting a sample of times.

PURPOSE: Obtain a reference or benchmark for the current procedure
by collecting a sample of times to return a patient’s call under the current
procedure.
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For a sample of incoming calls collected during the week, the time received was
noted along with the request. When the return call was completed, the elapsed
time, in minutes, was recorded. Each of these times is represented as a dot in
Figure 1. Notice that over one-third of the calls took over 120 minutes, or over
two hours, to return. This could be a long time to wait for information if it con-
cerns a child with a high fever or an adult with acute symptoms. If the purpose
was to determine what proportion of calls took too long to return, we would
need to agree on a more precise definition of “too long” in terms of number of
minutes. Instead, these data clearly indicate that the process needs improvement
and the next step is to proceed in that direction.
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Figure 1 Time in minutes to return call.

In any context, to pursue potential improvements of a process, one needs to
focus more closely on particulars. Three questions

When Where Who

should always be asked before gathering further data. More specifically, data
should be sought that will answer the following questions.

When do the difficulties arise? Is it during certain hours, certain days of the
week or month, or in coincidence with some other activities?

Where do the difficulties arise? Try to identify the locations of bottlenecks
and unnecessary delays.

Who was performing the activity and who was supervising? The idea is not
to pin blame, but to understand the roles of participants with the goal of mak-
ing improvements.

It is often helpful to construct a cause-and-effect diagram or fishbone dia-
gram. The main centerline represents the problem or the effect. A somewhat
simplified fishbone chart is shown in Figure 2 for the where question regarding
the location of delays when returning patients’ phone calls. The main centerline
represents the problem: Where are delays occurring? Calls come to the recep-
tion desk, but when these lines are busy, the calls go directly to nurses on the
third or fourth floor. The main diagonal arms in Figure 2 represent the floors
and the smaller horizontal lines more specific locations on the floor where the
delay could occur. For instance, the horizontal line representing a delay in re-
trieving a patient’s medical record connects to the second floor diagonal line.
The resulting figure resembles the skeleton of a fish. Consideration of the dia-
gram can help guide the choice of what new data to collect.

Fortunately, the quality team conducting this study had already given pre-
liminary consideration to the When, Where, and Who questions and recorded not
only the time of day but also the day and person receiving the call. That is, their
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current data gave them a start on determining if the time to return calls de-
pends on when or where the call is received.

Although we go no further with this application here, the quality team next
developed more detailed diagrams to study the flow of paper between the time
the call is received and when it is returned. They then identified bottlenecks in
the flow of information that were removed and the process was improved. In
later chapters, you will learn how to compare and display data from two loca-
tions or old and new processes, but the key idea emphasized here is the pur-
poseful collection of relevant data.

1st Floor 3rd Floor

Lab
Receptionist

X-ray
WHERE
» ARE THE

DELAYS?

Records

2nd Floor 4th Floor

Figure 2 A cause-and-effect diagram for the location of delays.

7. OBJECTIVES OF STATISTICS

The subject of statistics provides the methodology to make inferences about the
population from the collection and analysis of sample data. These methods en-
able one to derive plausible generalizations and then assess the extent of uncer-
tainty underlying these generalizations. Statistical concepts are also essential
during the planning stage of an investigation when decisions must be made as to
the mode and extent of the sampling process.

The major objectives of statistics are:

1. To make inferences about a population from an analysis of informa-
tion contained in sample data. This includes assessments of the extent
of uncertainty involved in these inferences.

2. To design the process and the extent of sampling so that the observa-
tions form a basis for drawing valid inferences.

The design of the sampling process is an important step. A good design for
the process of data collection permits efficient inferences to be made, often with
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a straightforward analysis. Unfortunately, even the most sophisticated methods
of data analysis cannot, in themselves, salvage much information from data that
are produced by a poorly planned experiment or survey.

The early use of statistics in the compilation and passive presentation of
data has been largely superseded by the modern role of providing analytical
tools with which data can be efficiently gathered, understood, and interpreted.
Statistical concepts and methods make it possible to draw valid conclusions
about the population on the basis of a sample. Given its extended goal, the sub-
ject of statistics has penetrated all fields of human endeavor in which the evalu-
ation of information must be grounded in data-based evidence.

The basic statistical concepts and methods described in this book form the
core in all areas of application. We present examples drawn from a wide range
of applications to help develop an appreciation of various statistical methods,
their potential uses, and their vulnerabilities to misuse.

1. Compose a clear statement of purpose and use it to help decide upon which
variables to observe.

2. Carefully define the population of interest.

3. Whenever possible, select samples using a random device or random num-

ber table.
4. Do not unquestionably accept conclusions based on self-selected samples.

5. Remember that conclusions reached in TV, magazine, or newspaper reports
might not be as obvious as reported. When reading or listening to reports,
you must be aware that the advocate, often a politician or advertiser, may
only be presenting statistics that emphasize positive features.

KEY IDEAS

Before gathering data, on a characteristic of interest, identify a unit or sampling
unit. This is usually a person or object. The population of units is the complete
collection of units. In statistics we concentrate on the collection of values of the
characteristic, or record of a qualitative trait, evaluated for each unit in the popu-
lation. We call this the statistical population or just the population.

A sample or sample data set from the population is the subset of measure-
ments that are actually collected.

Statistics is a body of principles that helps to first design the process and ex-
tent of sampling and then guides the making of inferences about the popula-
tion (inferential statistics). Descriptive statistics help summarize the sample.
Procedures for statistical inference allow us to make generalizations about the
population from the information in the sample.

A statement of purpose is a key step in designing the data collection process.
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1.1

1.2

1.3

1.4

1.5

1.6

A newspaper headline reads,
U.S. TEENS TRUST, FEAR THEIR PEERS

and the article explains that a telephone poll was
conducted of 1055 persons 13 to 17 years old.
Identify a statistical population and the sample.

Consider the population of all students at your
college. You want to learn about total monthly
entertainment expenses for a student.

(a) Specify the population unit.

(b) Specify the variable of interest.

(c) Specify the statistical population.

Consider the population of persons living in

Chicago. You want to learn about the proportion
which are illegal aliens.

(a) Specify the population unit.

(b) Specify the variable of interest.

(c) Specify the statistical population.

A student is asked to estimate the mean height
of all male students on campus. She decides to
use the heights of members of the basketball

team because they are conveniently printed in
the game program.

(a) Identify the statistical population and the
sample.

(b) Comment on the selection of the sample.

() How should a sample of males be selected?
Psychologists® asked 46 golfers, after they played
a round, to estimate the diameter of the hole on

the green by visually selecting one of nine holes
cut in a board.

(a) Specify the population unit.

(b) Specify the statistical population and sample.
A phone survey in 2008* of 1010 adults included
a response to the number of leisure hours per

week. Identify the population unit, statistical
population, and sample.

3] Witt et al. “Putting to a bigger hole: Golf performance relates
to perceived size,” Psychonomic Bulletin and Review 15(3)
(2008), pp. 581-586.

*Harris Interactive telephone survey (October 16-19, 2008).

1.7

1.8

1.9

It is often easy to put off doing an unpleasant task.
At a Web site,® persons can take a test and receive
a score that determines if they have a serious
problem with procrastination. Should the scores
from people who take this test on-line be consid-
ered a random sample? Explain your reasoning.

A magazine that features the latest electronics
and computer software for homes enclosed a
short questionnaire on a postcard. Readers were
asked to answer questions concerning their use
and ownership of various software and hardware
products, and to then send the card to the pub-
lisher. A summary of the results appeared in a
later issue of the magazine that used the data to
make statements such as 40% of readers have pur-
chased program X. Identify a population and sam-
ple and comment on the representativeness of the
sample. Are readers who have not purchased any
new products mentioned in the questionnaire as
likely to respond as those who have purchased?

Each year a local weekly newspaper gives out
“Best of the City” awards in categories such as
restaurant, deli, pastry shop, and so on. Readers
are asked to fill in their favorites on a form en-
closed in this free weekly paper and then send it
to the publisher. The establishment receiving the
most votes is declared the winner in its category.
Identify the population and sample and com-
ment on the representativeness of the sample.

1.10 Which of the following are anecdotal and which

are based on sample?
(a) Out of 200 students questioned, 40 admit-
ted they lied regularly.

(b) Bobbie says the produce at Market W is the
freshest in the city.

() Out of 50 persons interviewed at a shop-
ping mall, 18 had made a purchase that day.

1.11 Which of the following are anecdotal and which

are based on a sample?

(a) Tom says he gets the best prices on electron-
ics at the www.bestelc.com Internet site.

*http://psychologytoday.psychtests.com/tests/
procrastination_access.html
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(b) Out of 22 students, 6 had multiple credit
cards.

Among 55 people checking in at the air-
port, 12 were going to destinations outside
of the continental United States.

©

What is wrong with this statement of purpose?

PURPOSE: Determine if a newly designed roller-
ball pen is comfortable to hold when writing.

Give an improved statement of purpose.
What is wrong with this statement of purpose?

PURPOSE: Determine if it takes too long to get
cash from the automated teller machine during the
lunch hour.

Give an improved statement of purpose.

Give a statement of purpose for determining the
amount of time it takes to make hotel reserva-
tions in San Francisco using the Internet.

Thirty-five classrooms on campus are equiped
for multimedia instruction. Use Table 1, Appen-
dix B, to select 4 of these classrooms to visit and
check whether or not the instructor is using the
equipment during that day’s first hour lecture.

Fifty band members would like to ride the band
bus to an out-of-town game. However, there is
room for only 44. Use Table 1, Appendix B, to
select the 44 persons who will go. Determine
how to make your selection by taking only a few
two-digit selections.

Eight young students need mentors. Of these,
there are three whom you enjoy being with while
you are indifferent about the others. Two of the
students will be randomly assigned to you. Label
the students you like by 0, 1, and 2 and the oth-
ers by 3,4, 5, 6, and 7. Then, the process of as-
signing two students at random is equivalent to
choosing two different digits from the table of
random digits and ignoring any 8 or 9. Repeat
the experiment of assigning two students 20
times by using the table of random digits. Record
the pairs of digits you draw for each experiment.

(a) What is the proportion of the 20 exper-
iments that give two students that you

like?

1.20

1.21

(b) What is the proportion of the 20 experi-
ments that give one of the students you like
and one other?

What is the proportion of the 20 experi-
ments that give none of the students you

like?

(c)

According to the cause-and-effect diagram on
page 17, where are the possible delays on the
first floor?

Refer to the cause-and-effect diagram on page
17. The workers have now noticed that a delay
could occur:

(i) On the fourth floor at the pharmacy

(ii) On the third floor at the practitioners’ sta-
tion

Redraw the diagram and include this added in-
formation.

The United States Environmental Protection
Agency® reports that in 2006, each American
generated 4.6 pounds of solid waste a day.

(a) Does this mean every single American pro-
duces the same amount of garbage? What

do you think this statement means?

Was the number 4.6 obtained from a sam-
ple? Explain.

(b)

(¢) How would you select a sample?

As a very extreme case of self-selection, imagine
a five-foot-high solid wood fence surrounding a
collection of Great Danes and Miniature Poo-
dles. You want to estimate the proportion of
Great Danes inside and decide to collect your
sample by observing the first seven dogs to jump
high enough to be seen above the fence.

(a) Explain how this is a self-selected sample
that is, of course, very misleading.

(b)

How is this sample selection procedure like
a call-in election poll?

Shttp://www.epa.gov/epawaste/nonhaz/index.htm
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Acid Rain Is Killing Our Lakes

© SuperStock, Inc.

Acid precipitation is linked to the disappearance of sport fish and other organ-
isms from lakes. Sources of air pollution, including automobile emissions and
the burning of fossil fuels, add to the natural acidity of precipitation. The Wis-
consin Department of Natural Resources initiated a precipitation monitoring
program with the goal of developing appropriate air pollution controls to re-
duce the problem. The acidity of the first 50 rains monitored, measured on a pH
scale from 1 (very acidic) to 7 (basic), are summarized by the histogram.
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3.0 3.5 4.0 4.5 5.0 5.5 6.0 pH
Histogram of acid rain data

Notice that all the rains are more acidic than normal rain, which has a pH of
5.6. (As a comparison, apples are about pH 3 and milk is about pH 6.)

Researchers in Canada have established that lake water with a pH below
5.6 may severely affect the reproduction of game fish. More research will un-
doubtedly improve our understanding of the acid rain problem and lead, it is
hoped, to an improved environment.
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INTRODUCTION

In Chapter 1, we cited several examples of situations where the collection of
data by appropriate processes of experimentation or observation is essential to
acquire new knowledge. A data set may range in complexity from a few entries
to hundreds or even thousands of them. Each entry corresponds to the observa-
tion of a specified characteristic of a sampling unit. For example, a nutritionist
may provide an experimental diet to 30 undernourished children and record
their weight gains after two months. Here, children are the sampling units, and
the data set would consist of 30 measurements of weight gains. Once the data
are collected, a primary step is to organize the information and extract a de-
scriptive summary that highlights its salient features. In this chapter, we learn
how to organize and describe a set of data by means of tables, graphs, and calcu-
lation of some numerical summary measures.

MAIN TYPES OF DATA

In discussing the methods for providing summary descriptions of data, it helps
to distinguish between the two basic types:

1. Qualitative or categorical data

2. Numerical or measurement data

When the characteristic under study concerns a qualitative trait that is only
classified in categories and not numerically measured, the resulting data are
called categorical data. Hair color (blond, brown, red, black), employment sta-
tus (employed, unemployed), and blood type (O, A, B, AB) are but some exam-
ples. If on the other hand, the characteristic is measured on a numerical scale,
the resulting data consist of a set of numbers and are called measurement data.
We will use the term numerical-valued variable or just variable to refer to a
characteristic that is measured on a numerical scale. The word “variable” signifies
that the measurements vary over different sampling units. In this terminology,
observations of a numerical-valued variable yield measurement data. A few ex-
amples of numerical-valued variables are the shoe size of an adult male, daily
number of traffic fatalities in a state, intensity of an earthquake, height of a 1-
year-old pine seedling, the time in line at an automated teller, and the number
of offspring in an animal litter.

Although in all these examples the stated characteristic can be numeri-
cally measured, a close scrutiny reveals two distinct types of underlying scale
of measurement. Shoe sizes are numbers such as 6, 63, 7, 73, . . . , which
proceed in steps of . The count of traffic fatalities can only be an integer and
so is the number of offspring in an animal litter. These are examples of dis-
crete variables. The name discrete draws from the fact that the scale is made
up of distinct numbers with gaps in between. On the other hand, some vari-
ables such as height, weight, and survival time can ideally take any value in an
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interval. Since the measurement scale does not have gaps, such variables are
called continuous.

We must admit that a truly continuous scale of measurement is an idealiza-
tion. Measurements actually recorded in a data set are always rounded either for
the sake of simplicity or because the measuring device has a limited accuracy.
Still, even though weights may be recorded in the nearest pounds or time
recorded in the whole hours, their actual values occur on a continuous scale so
the data are referred to as continuous. Counts are inherently discrete and
treated as such, provided that they take relatively few distinct values (e.g., the
number of children in a family or the number of traffic violations of a driver).
But when a count spans a wide range of values, it is often treated as a continu-
ous variable. For example, the count of white blood cells, number of insects in a
colony, and number of shares of stock traded per day are strictly discrete, but for
practical purposes, they are viewed as continuous.

A summary description of categorical data is discussed in Section 3.1. The
remainder of this chapter is devoted to a descriptive study of measurement
data, both discrete and continuous. As in the case of summarization and com-
mentary on a long, wordy document, it is difficult to prescribe concrete steps for
summary descriptions that work well for all types of measurement data. How-
ever, a few important aspects that deserve special attention are outlined here to
provide general guidelines for this process.

Describing a Data Set of Measurements

1. Summarization and description of the overall pattern.
(a) Presentation of tables and graphs.
(b) Noting important features of the graphed data including symme-
try or departures from it.
(c) Scanning the graphed data to detect any observations that seem
to stick far out from the major mass of the data—the outliers.

2. Computation of numerical measures.
(a) A typical or representative value that indicates the center of the
data.
(b) The amount of spread or variation present in the data.

3. DESCRIBING DATA BY TABLES AND GRAPHS

3.1 CATEGORICAL DATA

When a qualitative trait is observed for a sample of units, each observation is
recorded as a member of one of several categories. Such data are readily orga-
nized in the form of a frequency table that shows the counts (frequencies) of
the individual categories. Our understanding of the data is further enhanced by
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calculation of the proportion (also called relative frequency) of observations in
each category.

Relative frequency _ Frequency in the category

of a category Total number of observations

Calculating Relative Frequencies to Summarize an Opinion Poll

A campus press polled a sample of 280 undergraduate students in order to
study student attitude toward a proposed change in the dormitory regula-
tions. Each student was to respond as support, oppose, or neutral in regard to
the issue. The numbers were 152 support, 77 neutral, and 51 opposed. Tabu-
late the results and calculate the relative frequencies for the three response
categories.

Table 1 records the frequencies in the second column, and the relative fre-
quencies are calculated in the third column. The relative frequencies show
that about 54% of the polled students supported the change, 18% opposed,
and 28% were neutral.

TABLE 1 Summary Results
of an Opinion Poll

Relative
Responses | Frequency Frequency
152
t 152 —— = .543
Suppor >80
77
| 77 — = .27
Neutra 530 5
@) 51 L 182
ppose >80
Total 280 1.000

Remark: The relative frequencies provide the most relevant information
as to the pattern of the data. One should also state the sample size, which
serves as an indicator of the credibility of the relative frequencies. (More on
this in Chapter 8.)

Categorical data are often presented graphically as a pie chart in which the
segments of a circle exhibit the relative frequencies of the categories. To obtain
the angle for any category, we multiply the relative frequency by 360 degrees,
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which corresponds to the complete circle. Although laying out the angles by
hand can be tedious, many software packages generate the chart with a single
command. Figure 1 presents a pie chart for the data in Example 1.

Support

54%

Figure 1  Pie chart of student
opinion on change in dormitory
regulations.

When questions arise that need answering but the decision makers lack pre-
cise knowledge of the state of nature or the full ramifications of their decisions,
the best procedure is often to collect more data. In the context of quality im-
provement, if a problem is recognized, the first step is to collect data on the
magnitude and possible causes. This information is most effectively communi-
cated through graphical presentations.

A Pareto diagram is a powerful graphical technique for displaying events
according to their frequency. According to Pareto’s empirical law, any collection
of events consists of only a few that are major in that they are the ones that oc-
cur most of the time.

Figure 2 gives a Pareto diagram for the type of defects found in a day’s pro-
duction of facial tissues. The cumulative frequency is 22 for the first cause and

20 —
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Tears Holes Folds Other

Figure 2 Pareto diagram of facial tissue defects.
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22 + 15 = 37 for the first and second causes combined. This illustrates
Pareto’s rule, with two of the causes being responsible for 37 out of 50, or 74%,
of the defects.

A Pareto Diagram Clarifies Circumstances Needing Improvement

Graduate students in a counseling course were asked to choose one of their
personal habits that needed improvement. In order to reduce the effect of
this habit, they were asked to first gather data on the frequency of the occur-
rence and the circumstances. One student collected the following frequency
data on fingernail biting over a two-week period.

Frequency Activity
58 Watching television
21 Reading newspaper
14 Talking on phone
7 Driving a car
3 Grocery shopping
12 Other

Make a Pareto diagram showing the relationship between nail biting and
type of activity.
The cumulative frequencies are 58, 58 + 21 = 79, and so on, out of 115.
The Pareto diagram is shown in Figure 3, where watching TV accounts for
50.4% of the instances.
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Figure 3 Pareto diagram for nail biting example.

The next step for this person would be to try and find a substitute for
nail biting while watching television.
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Example 3

SOLUTION

3.2 DISCRETE DATA

We next consider summary descriptions of measurement data and begin our dis-
cussion with discrete measurement scales. As explained in Section 2, a data set
is identified as discrete when the underlying scale is discrete and the distinct val-
ues observed are not too numerous.

Similar to our description of categorical data, the information in a discrete
data set can be summarized in a frequency table, or frequency distribution
that includes a calculation of the relative frequencies. In place of the qualitative
categories, we now list the distinct numerical measurements that appear in the
data set and then count their frequencies.

Creating a Frequency Distribution

Retail stores experience their heaviest returns on December 26 and December
27 each year. Most are gifts that, for some reason, did not please the recipient.
The number of items returned, by a sample of 30 persons at a large discount de-
partment store, are observed and the data of Table 2 are obtained. Determine
the frequency distribution.

TABLE 2 Number of items returned

1 4 3 2 3 4 5 1 2
2 5 1 4 2 1 3 2 4 1
2 3 2 3 2 1 4 3 2

The frequency distribution of these data is presented in Table 3. The values
are paired with the frequency and the calculated relative frequency.

TABLE 3 Frequency Distribution for
Number (x) of Items Returned

Value x Frequency Relative Frequency
1 7 233
2 9 .300
3 6 .200
4 5 167
5 3 .100
Total 30 1.000
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The frequency distribution of a discrete variable can be presented pictori-
ally by drawing either lines or rectangles to represent the relative frequencies.
First, the distinct values of the variable are located on the horizontal axis. For a
line diagram, we draw a vertical line at each value and make the height of the
line equal to the relative frequency. A histogram employs vertical rectangles
instead of lines. These rectangles are centered at the values and their areas rep-
resent relative frequencies. Typically, the values proceed in equal steps so the
rectangles are all of the same width and their heights are proportional to the rel-
ative frequencies as well as frequencies. Figure 4(a) shows the line diagram and
4(b) the histogram of the frequency distribution of Table 3.
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(a) Line diagram (b) Histogram

Figure 4 Graphic display of the frequency distribution of data in Table 3.

3.3 DATA ON A CONTINUOUS VARIABLE

We now consider tabular and graphical presentations of data sets that contain
numerical measurements on a virtually continuous scale. Of course, the
recorded measurements are always rounded. In contrast with the discrete case, a
data set of measurements on a continuous variable may contain many distinct
values. Then, a table or plot of all distinct values and their frequencies will not
provide a condensed or informative summary of the data.

The two main graphical methods used to display a data set of measure-
ments are the dot diagram and the histogram. Dot diagrams are employed
when there are relatively few observations (say, less than 20 or 25); histograms
are used with a larger number of observations.

Dot Diagram

When the data consist of a small set of numbers, they can be graphically repre-
sented by drawing a line with a scale covering the range of values of the mea-
surements. Individual measurements are plotted above this line as prominent
dots. The resulting diagram is called a dot diagram.
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Example 4 A Dot Diagram Reveals an Unusual Observation

The number of days the first six heart transplant patients at Stanford sur-
vived after their operations were 15, 3, 46, 623, 126, 64. Make a dot diagram.

SOLUTION  These survival times extended from 3 to 623 days. Drawing a line segment
from O to 700, we can plot the data as shown in Figure 5. This dot diagram
shows a cluster of small survival times and a single, rather large value.

0 100 200 300 400 500 600 700
Survival time (days)

Figure 5 Dot diagram for the heart transplant data.

Frequency Distribution on Intervals

When the data consist of a large number of measurements, a dot diagram may
be quite tedious to construct. More seriously, overcrowding of the dots will
cause them to smear and mar the clarity of the diagram. In such cases, it is con-
venient to condense the data by grouping the observations according to intervals
and recording the frequencies of the intervals. Unlike a discrete frequency distri-
bution, where grouping naturally takes place on points, here we use intervals of
values. The main steps in this process are outlined as follows.

Constructing a Frequency Distribution
for a Continuous Variable

Find the minimum and the maximum values in the data set.

2. Choose intervals or cells of equal length that cover the range between
the minimum and the maximum without overlapping. These are
called class intervals, and their endpoints class boundaries.

3. Count the number of observations in the data that belong to each
class interval. The count in each class is the class frequency or cell fre-
quency.

4. Calculate the relative frequency of each class by dividing the class fre-
quency by the total number of observations in the data:

Class frequency

Relative frequency =
d Y Total number of observations

The choice of the number and position of the class intervals is primarily a
matter of judgment guided by the following considerations. The number of
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Paying Attention

© Britt Erlanson/The Image Bank/Getty Images
Paying attention in class. Observations on 24 first-grade students.

° °
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Minutes

Figure 6 Time not concentrating on the mathe-
matics assignment (out of 20 minutes).

First-grade teachers allot a portion of each day to mathematics. An ed-
ucator, concerned about how students utilize this time, selected 24 stu-
dents and observed them for a total of 20 minutes spread over several
days. The number of minutes, out of 20, that the student was not on task
was recorded (courtesy of T. Romberg). These lack-of-attention times are
graphically portrayed in the dot diagram in Figure 6. The student with 13
out of 20 minutes off-task stands out enough to merit further considera-
tion. Is this a student who finds the subject too difficult or might it be a
very bright child who is bored?

classes usually ranges from 5 to 15, depending on the number of observations in
the data. Grouping the observations sacrifices information concerning how the
observations are distributed within each cell. With too few cells, the loss of in-
formation is serious. On the other hand, if one chooses too many cells and the
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Example 5

SOLUTION

data set is relatively small, the frequencies from one cell to the next would
jump up and down in a chaotic manner and no overall pattern would emerge.
As an initial step, frequencies may be determined with a large number of inter-
vals that can later be combined as desired in order to obtain a smooth pattern of
the distribution.

Computers conveniently order data from smallest to largest so that the ob-
servations in any cell can easily be counted. The construction of a frequency dis-
tribution is illustrated in Example 5.

Creating a Frequency Distribution for Hours of Sleep

Students require different amounts of sleep. A sample of 59 students at a large
midwest university reported the following hours of sleep the previous night.

TABLE 4 Hours of Sleep for Fifty-nine Students

45 47 50 50 53 55 55 57 57 57
60 60 60 60 63 63 63 65 65 65
6.7 67 67 67 70 70 70 70 73 73
7.3 73 75 75 75 75 7.7 7.7 7.7 7.7
80 80 80 80 83 83 83 85 85 85
8.5 87 87 90 90 90 93 93 100

Construct a frequency distribution of the sleep data.

To construct a frequency distribution, we first notice that the minimum
hours of sleep is 4.5 and the maximum is 10.0. We choose class intervals of
length 1.2 hours as a matter of convenience.

The selection of class boundaries is a bit of fussy work. Because the data
have one decimal place, we could add a second decimal to avoid the possibil-
ity of any observation falling exactly on the boundary. For example, we could
end the first class interval at 5.45. Alternatively, and more neatly, we could
write 4.3-5.5 and make the endpoint convention that the left-hand end
point is included but not the right.

The first interval contains 5 observations so its frequency is 5 and its rel-
ative frequency is 55 = .085. Table 5 gives the frequency distribution. The
relative frequencies add to 1, as they should (up to rounding error) for any
frequency distribution. We see, for instance, that just about one-third of the
students .271 + .051 = .322 got 7.9 hours or more of sleep.

Remark: The rule requiring equal class intervals is inconvenient when
the data are spread over a wide range but are highly concentrated in a
small part of the range with relatively few numbers elsewhere. Using
smaller intervals where the data are highly concentrated and larger inter-
vals where the data are sparse helps to reduce the loss of information due
to grouping.
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TABLE 5 Frequency Distribution for Hours of Sleep Data (left
endpoints included but right endpoints excluded)

Class Interval Frequency Relative Frequency
4.3-5.5 5 S 085
.3-5. 55 :

15
5.5-6.7 15 — = .254
59
20
6.7-7.9 20 — = .339
59
16
7.9-9.1 16 — = 271
59
9.1-10.3 3 S 051
: : =5 :
Total 59 1.000

In every application involving an endpoint convention, it is important that you
clearly state which endpoint is included and which is excluded. This information
should be presented in the title or in a footnote of any frequency distribution.

Histogram

A frequency distribution can be graphically presented as a histogram. To draw a
histogram, we first mark the class intervals on the horizontal axis. On each interval,
we then draw a vertical rectangle whose area represents the relative frequency—
that is, the proportion of the observations occurring in that class interval.

To create rectangles whose area is equal to relative frequency, use the rule

Relative frequency

Width of interval

Height =

The total area of all rectangles equals 1, the sum of the relative frequencies.

The total area of a histogram is 1.

The histogram for Table 5 is shown in Figure 7. For example, the rectangle
drawn on the class interval 4.3-5.5 has area = .071 X 1.2 = .085, which is
the relative frequency of this class. Actually, we determined the height .071 as

Relative frequency .085

Height = Width of interval 1.2 071

The units on the vertical axis can be viewed as relative frequencies per unit
of the horizontal scale. For instance, .071 is the relative frequency per hour for
the interval 4.3-5.5.
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Figure 7 Histogram of the sleep data of Tables 4 and 5.
Sample size = 509.

Visually, we note that the rectangle having largest area, or most frequent class
interval, is 6.7-7.9. Also, proportion .085 + .254 = .339 of the students slept
less than 6.7 hours.

Remark: When all class intervals have equal widths, the heights of the rectan-
gles are proportional to the relative frequencies that the areas represent. The
formal calculation of height, as area divided by the width, is then redundant. In-
stead, one can mark the vertical scale according to the relative frequencies—
that is, make the heights of the rectangles equal to the relative frequencies. The
resulting picture also makes the areas represent the relative frequencies if we
read the vertical scale as if it is in units of the class interval. This leeway when
plotting the histogram is not permitted in the case of unequal class intervals.

Figure 8 shows one ingenious way of displaying two histograms for comparison.
In spite of their complicated shapes, their back-to-back plot as a “tree” allows for
easy visual comparison. Females are the clear majority in the last age groups of
the male and female age distributions.

Stem-and-Leaf Display

A stem-and-leaf display provides a more efficient variant of the histogram for
displaying data, especially when the observations are two-digit numbers. This
plot is obtained by sorting the observations into rows according to their leading
digit. The stem-and-leaf display for the data of Table 6 is shown in Table 7. To
make this display:

1. List the digits O through 9 in a column and draw a vertical line. These
correspond to the leading digit.

2. For each observation, record its second digit to the right of this vertical
line in the row where the first digit appears.

3. Finally, arrange the second digits in each row so they are in increasing order.
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100 100 and over

Figure 8 Population tree (histograms) of the male and female age distribu-

tions in the United States in 2007. (Source: U.S. Bureau of the Census.)

TABLE 6 Examination Scores of 50 Students

35

75
86
68
49
93
84

98
78
57
92
85
64

42
37
95
83
70
73

84 87
66 90
79 88
78 53
80 74
72

65
79
76
81
69

59
80
60
77
90

63
89
77
58
62

TABLE 7 Stem-and-Leaf Display for
the Examination Scores

OO~ U WN —O

7

289

35789
022345689

01234556778899

00134456789
0023589
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In the stem-and-leaf display, the column of first digits to the left of the ver-
tical line is viewed as the stem, and the second digits as the leaves. Viewed side-
wise, it looks like a histogram with a cell width equal to 10. However, it is more
informative than a histogram because the actual data points are retained. In fact,
every observation can be recovered exactly from this stem-and-leaf display.

A stem-and-leaf display retains all the information in the leading digits of
the data. When the leaf unit = .01, 3.5|0 2 3 7 8 presents the data 3.50, 3.52,
3.53,3.57, and 3.58. Leaves may also be two-digit at times. When the first leaf digit
= .01, 4|07 13 82 90 presents the data 0.407,0.413, 0.482, and 0.490.

Further variants of the stem-and-leaf display are described in Exercises 2.25
and 2.26. This versatile display is one of the most applicable techniques of ex-

ploratory data analysis.

When the sample size is small or moderate, no information is lost with the
stem-and-leaf diagram because you can see every data point. The major disad-
vantage is that, when the sample size is large, diagrams with hundreds of num-
bers in a row cannot be constructed in a legible manner.

Exercises

2.1 Cities must find better ways to dispose of OO A BAOAAADO
solid waste. According to the Environmental B O B O OAOOA A
Protection Agency, the composition of the 254 A A AB A B A A OO A
million tons of solid municipal waste created O O A A A OA OO AB

2.2

in 2007 was

Paper and paperboard 32.7%
Yard waste 12.8%
Food waste 12.5%
Plastics 12.1%
Metals 8.2%

Other materials

(a) Determine the percentage of other mate-
rials in the solid waste. This category in-
cludes glass, wood, rubber, and so on.

(b) Create a Pareto chart.

(c) What percentage of the total solid waste
is paper or paperboard? What percentage
is from the top two categories? What per-
centage is from the top five categories?

Recorded here are the blood types of 40 per-
sons who have volunteered to donate blood at
a plasma center. Summarize the data in a fre-
quency table. Include calculations of the rela-
tive frequencies.

23

2.4

A student at the University of Wisconsin surveyed
40 students in her dorm concerning their partic-
ipation in extracurricular activities during the
past week. The data on number of activities are

15014302161 1O00
20031212222210
223427223311
Present these data in a frequency table and in a
relative frequency bar chart.

The number of automobile accidents reported
per month helps to identify intersections that re-
quire improvement. Beginning January 2004 and
ending November 2008, the number of crashes
per month reported at an intersection near a uni-
versity campus in Madison, Wisconsin, are

1 332 3 2 4

N &~ Ul W W
— WO ON
— 1NN~
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1
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2.5

2.6

2.7

2.8

29

2.10

Present these data in a frequency table and in a
relative frequency bar chart.

The following table shows how workers in one
department get to work.

Mode of

Transportation Frequency

Drive alone 2
Car pool

Ride bus

Other

U~ W U

Calculate the relative frequency of each
mode of transportation.

(b) Construct a pie chart.

(a)

Of the $207 million raised by a major uni-
versity’s fund drive, $117 million came from
individuals and bequests, $24 million from in-
dustry and business, and $66 million from
foundations and associations. Present this in-
formation in the form of a pie chart.

Data from one campus dorm on the number of
burglaries are collected each week of the se-
mester. These data are to be grouped into the
classes 0—1, 2—3, 3-5, 6 or more. Both end-
points included. Explain where a difficulty
might arise.

Data from one campus dorm, on the number
of complaints about the dorm food are col-
lected each week of the semester. These weekly
counts are to be grouped into the classes 0—1,
2-3, 4-5, 7 or more. Both endpoints are in-
cluded. Explain where a difficulty might arise.

A sample of persons will each be asked to give
the number of their close friends. The re-
sponses are to be grouped into the following
classes: 0, 1-3, 3-5, 6 or more. Left endpoint is
included. Explain where difficulties might arise.

The weights of the players on the university
football team (to the nearest pound) are to be
grouped into the following classes: 160—175,
175-190, 190-205, 205-220, 220-235, 235
or more. The left endpoint is included but not
the right endpoint. Explain where difficulties
might arise.
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2.13
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37

On flights from San Francisco to Chicago, the
number of empty seats are to be grouped into
the following classes: 0—4, 5-9, 10-14, 15-19,
more than 19.

Is it possible to determine from this frequency
distribution the exact number of flights on
which there were:

(a)
(b)
(c)
(d)
(e)

A major West Coast power company sur-
veyed 50 customers who were asked to re-
spond to the statement, “People should rely
mainly on themselves to solve problems
caused by power outages” with one of the fol-
lowing responses.

Fewer than 10 empty seats?
More than 14 empty seats?
At least 5 empty seats?
Exactly 9 empty seats?

Between 5 and 15 empty seats inclusively?

1. Definitely agree.
2. Somewhat agree.
3. Somewhat disagree.

4. Definitely disagree.

The responses are as follows:

A=W
AW W
— NN
N A
N o= N
—

1
4
2

AW o=
AW N
A= N
—— N
W o— N
AN =
N — W

Construct a frequency table.

A sample of 50 departing airline passengers at
the main check-in counter produced the fol-
lowing number of bags checked through to fi-
nal destinations.

012212123 0T10QO0
1101 3 012111 2
122120022111
111 1201301 21
1 3

(a) Make a relative frequency line diagram.

(b)
©

Comment on the pattern.

What proportion of passengers who
check in at the main counter fail to check
any bags?
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2.14

2.15

2.16

2.17
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A person with asthma took measurements by
blowing into a peak-flow meter on seven con-
secutive days.

429 425 471 422 432 444 454

Display the data in a dot diagram.

Before microwave ovens are sold, the manu-
facturer must check to ensure that the radia-
tion coming through the door is below a speci-
fied safe limit. The amounts of radiation
leakage (mW/cm?) with the door closed from
25 ovens are as follows (courtesy of John
Cryer):

15 9 18 10 5 12 8
58 10 7 2 1
5 3 5 15 10 15
9 8 18 1 2 11

Display the data in a dot diagram.

A campus area merchant recorded the number
of bad checks received per month, for five
months

4 5 4 7 6
Display the data in a dot diagram.

The city of Madison regularly checks the
water quality at swimming beaches located
on area lakes. The concentration of fecal
coliforms, in number of colony forming
units (CFU) per 100 ml of water, was mea-
sured on fifteen days during the summer at
one beach.

180
380

1600 90 140 50 260 400 90
110 10 60 20 340 80

(a) Make a dot diagram.

(b) Comment on the pattern and any unusual
features.

The city closes any swimming beach if a
count is over 1350. What proportion of
days, among the fifteen, was this beach
closed?

()

2.18

2.19

1.28
1.56
2.57
1.04

Tornadoes kill many people every year in the
United States. The yearly number of lives lost
during the 59 years 1950 through 2008 are
summarized in the following table.

Number of Deaths ~ Frequency
24 or less 2
25-49 20
50-74 18
75-99 7
100-149 6
150-199 2
200-249 1
250 or more 3
Total 59

Calculate the relative frequency for the
intervals [0, 25), [25, 50) and so on
where the right-hand endpoint is ex-
cluded. Take the last interval to be
[250, 550).

Plot the relative frequency histogram.
(Hint: Since the intervals have unequal
widths, make the height of each rectangle
equal to the relative frequency divided by
the width of the interval.)

(a)

(b)

What proportion of the years had 49 or
fewer deaths due to tornadoes?

(d) Comment on the shape of the distribution.

©

A zoologist collected wild lizards in the
Southwestern United States. Thirty lizards
from the genus Phrynosoma were placed on
a treadmill and their speed measured. The
recorded speed (meters/second) is the
fastest time to run a half meter. (Courtesy of
K. Bonine.)

136 1.24 247 194 252 267 1.29
266 217 157 210 254 163 211
1.72 076 1.02 1.78 050 149 1.57
1.92 155 1.78 1.70 1.20



2.20

6.1
6.3
6.5
6.8
7.2

2.21

2.22

162
167
184
194

2.23

6.1
6.4
6.5
6.8
7.2

171

9

166
147

(a) Construct a frequency distribution using
the class intervals 0.45-0.90, 0.90-1.35,
and so on, with the endpoint convention
that the left endpoint is included and the
right endpoint is excluded. Calculate the
relative frequencies.

(b) Make a histogram.

The United States Geological Survey main-
tains data on large earthquakes including those
of magnitude greater than 6.0 in California.
Through 2008, the ordered magnitudes of the
55 quakes are

6.1
6.4
6.6
6.9
7.2

6.1
6.4
6.6
6.9
7.3

6.1
6.4
6.6
7.0
7.3

6.2
6.4
6.7
7.0
7.3

6.2
6.4
6.7
7.0
7.3

6.2
6.4
6.7
7.1
7.4

6.2
6.5
6.8
7.1
7.8

6.3
6.5
6.8
7.1
7.8

6.3
6.5
6.8
7.2
7.9

Construct a histogram using equal-length in-
tervals starting with (6.0, 6.3] where the
right-hand endpoint is included but not the
left-hand endpoint.

Referring to Exercise 2.20, construct a density
histogram using the intervals (6.0, 6.3], (6.3,
6.6], (6.6, 6.9], (6.9, 7.2], and (7.2, 7.9].

The following data represent the scores of 40
students on a college qualification test (cour-
tesy of R. W. Johnson).

144
182

95
178

174
133
176
157

138
8 161
115
160

145
152
115
158

126
136
190
162

145
165
119
131

162
137
144
106

178
143
135
154

Make a stem-and-leaf display.

A federal government study of the oil reserves
in Elk Hills, CA, included a study of the

amount of iron present in the oil.

3. DESCRIBING DATA BY TABLES AND GRAPHS

2.24

2.25

39

Amount of Iron (percent ash)

20 18 25 26 17
14 20 14 18 15
22 15 17 25 22
12 52 27 24 41
34 20 17 20 19
20 16 20 15 34
22 29 29 34 27
13 6 24 47 32
12 17 36 35 41
36 32 46 30 51

Make a stem-and-leaf display.
The following is a stem-and-leaf display with

two-digit leaves. (The leading leaf digit = 10.0.)
1
2 46 68 93
3 19 44 71 82 97
4 05 26 43 90
5 04 68
6 13

List the corresponding measurements.

If there are too many leaves on some stems in
a stem-and-leaf display, we might double the
number of stems. The leaves 0-4 could hang
on one stem and 5-9 on the repeated stem. For
the observations

193 198 200 202 203 203 205 205 206 207
207 208 212 213 214 217 219 220 222 226 237

we would get the double-stem display

19 3

19 8

20 0233
20 556778
21 234

21 79

22 02

22 6

23

23 7
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2.27
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Construct a double-stem display with one-

digit leaves for the data of Exercise 2.22. 2007 2001
If the double—ste@ display still has too few j:giigage igé }?Z
stems, we may wish to construct a stem-and- Boston 277 101
leaf display with a separate stem to hold leaves Chicago 108 178
Oand 1,2 and 3,4 and 5, 6 and 7, and a stem Cincir%nati 188 168
to hold 8 and 9. The resulting stem-and-leaf Cleveland 136 173
display is called a five-stem display. The fol- Dallas 105 170
lowing is a five-digit stem-and-leaf display. Denver 104 181
(Leaf unit = 1.0) Detroit 195 174
1 8 Honolulu 219 178

2 001 Houston 182 159

2 2233 Kansas City 186 172

2 444555 Lo.sAggeles 210 177

2 667 Miami 210 173

Milwaukee 198 172

2 J Minneapolis 195 177

3 1o New York 221 187

List the corresponding measurements. Philadelphia 216 181
Pittsburgh 194 173

The following table lists values of the Con- Portland 203 182
sumer Price Index for 24 selected areas both St. Louis 192 167
for 2007 and 2001. Construct a five-stem dis- San Diego 218 191
play for the consumer price index in 2007. San Francisco 211 190
Seattle 210 186

4. MEASURES OF CENTER

The graphic procedures described in Section 3 help us to visualize the pattern of
a data set of measurements. To obtain a more objective summary description and
a comparison of data sets, we must go one step further and obtain numerical val-
ues for the location or center of the data and the amount of variability present.
Because data are normally obtained by sampling from a large population, our dis-
cussion of numerical measures is restricted to data arising in this context. More-
over, when the population is finite and completely sampled, the same arithmetic
operations can be carried out to obtain numerical measures for the population.

To effectively present the ideas and associated calculations, it is convenient
to represent a data set by symbols to prevent the discussion from becoming an-
chored to a specific set of numbers. A data set consists of a number of measure-
ments which are symbolically represented by x;, x5, . . ., x,,. The last sub-
script n denotes the number of measurements in the data, and xj, x5, . . .
represent the first observation, the second observation, and so on. For instance, a
data set consisting of the five measurements 2.1, 3.2, 4.1, 5.6, and 3.7 is repre-
sented in symbols by x1, x>, x3, x4, x5, where x; = 2.1,x, = 3.2,x3 = 4.1,
x4 = 5.6,andxs = 3.7.
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The most important aspect of studying the distribution of a sample of mea-
surements is locating the position of a central value about which the measure-
ments are distributed. The two most commonly used indicators of center are the
mean and the median.

The mean, or average, of a set of measurements is the sum of the measure-
ments divided by their number. For instance, the mean of the five measurements

2.1,3.2,4.1,5.6,and 3.7 is
21 + 32 + 41 + 56 + 3.7 18.7

= = 3.74
5 5
To state this idea in general terms, we use symbols. If a sample consists of n
measurements xq, X7, . . . , X, , the mean of the sample is
xy; + xp + -+ + x,  sum of the n measurements
n n

The notation x will be used to represent a sample mean. To further simplify the
writing of a sum, the Greek capital letter . (sigma) is used as a statistical short-
hand. With this symbol:

n
Thesumx; + x; + - - - + x,is denoted as , x;.
i=1
Read this as “the sum of all x; with i ranging from 1 to n.”

5
For example, D, x; represents the sum x; + x; + x3 + x4 + Xs.
i=1

Remark: When the number of terms being summed is understood from

n
the context, we often simplify to Y x;, instead of Y, x;. Some further oper-
i=1

ations with the Y notation are discussed in Appendix Al.

We are now ready to formally define the sample mean.

The sample mean of a set of n measurements x1, x, . . . , X, is the sum
of these measurements divided by n. The sample mean is denoted by x.

n
x.
— igl t Exi
x —_— —

n n
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According to the concept of “average,” the mean represents a center of a
data set. If we picture the dot diagram of a data set as a thin weightless horizon-
tal bar on which balls of equal size and weight are placed at the positions of the
data points, then the mean X represents the point on which the bar will balance.
The computation of the sample mean and its physical interpretation are illus-
trated in Example 6.

Example 6 Calculating and Interpreting the Sample Mean

The birth weights in pounds of five babies born in a hospital on a certain day are
9.2,6.4,10.5,8.1, and 7.8. Obtain the sample mean and create a dot diagram.

SOLUTION The mean birth weight for these data is

_ 92 + 64 + 105 + 81 + 7.8 42.0
X = 3 =— = 8.4 pounds

The dot diagram of the data appears in Figure 9, where the sample mean
(marked by A) is the balancing point or center of the picture.

hllid L ® L ®
6 7 8 A 9 10 11 Pounds
X

Figure 9 Dot diagram and the sample mean for the birth-
weight data.

Another measure of center is the middle value.

The sample median of a set of n measurements x;, . . . , x, is the mid-
dle value when the measurements are arranged from smallest to largest.

Roughly speaking, the median is the value that divides the data into two equal
halves. In other words, 50% of the data lie below the median and 50% above it.
If n is an odd number, there is a unique middle value and it is the median. If n is
an even number, there are two middle values and the median is defined as their
average. For instance, the ordered data 3, 5, 7, 8 have two middle values 5 and 7,
so the median = (5 + 7)/2 = 6.

Example 7 Calculating the Sample Median
Find the median of the birth-weight data given in Example 6.



SOLUTION

Example 8

SOLUTION
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The measurements, ordered from smallest to largest, are
6.4 7.8 9.2 105

The middle value is 8.1, and the median is therefore 8.1 pounds.

Choosing between the Mean and Median

Calculate the median of the survival times given in Example 4. Also calculate
the mean and compare.

To find the median, first we order the data. The ordered values are
3 15 46 64 126 623

There are two middle values, so

+
Median = u = 55 days
The sample mean is
+ 15 + 46 + 64 + 126 + 62 77
_— 3 15 6 66 126 623 _ 86 — 146.2 days

Note that one large survival time greatly inflates the mean. Only 1 out of the
6 patients survived longer than X = 146.2 days. Here the median of 55 days
appears to be a better indicator of the center than the mean.

Example 8 demonstrates that the median is not affected by a few very small
or very large observations, whereas the presence of such extremes can have a
considerable effect on the mean. For extremely asymmetrical distributions, the
median is likely to be a more sensible measure of center than the mean. That is
why government reports on income distribution quote the median income as a
summary, rather than the mean. A relatively small number of very highly paid
persons can have a great effect on the mean salary.

If the number of observations is quite large (greater than, say, 25 or 30), it is
sometimes useful to extend the notion of the median and divide the ordered
data set into quarters. Just as the point for division into halves is called the me-
dian, the points for division into quarters are called quartiles. The points of divi-
sion into more general fractions are called percentiles.

The sample 100 p-th percentile is a value such that after the data are
ordered from smallest to largest, at least 100 p % of the observa-
tions are at or below this value and at least 100 (1 — p) % are at
or above this value.

If we take p = .5, the above conceptual description of the sample 100(.5) =
50th percentile specifies that at least half the observations are equal or smaller
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Example 9

and at least half are equal or larger. If we take p = .25, the sample 100(.25) =
25th percentile has proportion one-fourth of the observations that are the same
or smaller and proportion three-fourths that are the same or larger.

We adopt the convention of taking an observed value for the sample per-
centile except when two adjacent values satisfy the definition, in which case
their average is taken as the percentile. This coincides with the way the median
is defined when the sample size is even. When all values in an interval satisfy the
definition of a percentile, the particular convention used to locate a point in the
interval does not appreciably alter the results in large data sets, except perhaps
for the determination of extreme percentiles (those before the 5th or after the
95th percentile).

The following operating rule will simplify the calculation of the sample per-
centile.

Calculating the Sample 100p-th Percentile

1. Order the data from smallest to largest.

2. Determine the product (sample size) X (proportion) = np.

If np is not an integer, round it up to the next integer and find the corre-
sponding ordered value.

If np is an integer, say k, calculate the average of the kth and (k + 1)st
ordered values.

The quartiles are simply the 25th, 50th, and 75th percentiles.

Sample Quartiles

Lower (first) quartile Q = 25th percentile
Second quartile (or median) Q, = 50th percentile
Upper (third) quartile Q3 = 75th percentile

Calculating Quartiles to Summarize Length of Phone Calls

An administrator wanted to study the utilization of long-distance telephone
service by a department. One variable of interest is the length, in minutes, of
long-distance calls made during one month. There were 38 calls that resulted
in a connection. The lengths of calls, already ordered from smallest to largest,
are presented in Table 8. Locate the quartiles and also determine the 90th
percentile.
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Table 8 The Lengths of Long-Distance Phone Calls in Minutes

1.6 1.7 1.8 1.8 1.9 2.1 2.5 3.0 3.0 4.4
4.5 4.5 5.9 7.1 7.4 7.5 7.7 8.6 9.3 9.5

12.7 175 19.0

19.4

15.3
22.5

15.5
23.5

15.9
24.0

15.9
31.7

16.1
32.8

16.5
43.5

17.3
53.3

.25 and calculate the product
38 X .25 = 9.5.Because 9.5 is not an integer, we take the next largest inte-
ger, 10. In Table 8, we see that the 10th ordered observation is 4.4 so the first

We confirm that this observation has 10 values at or below it and 29 val-
ues at or above so that it does satisfy the conceptual definition of the first

.5 and calculate 38 X .5 = 19. Because
this is an integer, we average the 19th and 20th smallest observations to ob-
9.4 minutes.

.75 and calculate
38 X .75 = 28.5.The next largest integer is 29, so the 29th ordered obser-
17.5 minutes. More simply, we could
mimic the calculation of the first quartile but now count down 10 observa-

34.2, which we in-
crease to 35. The 90th percentile is 31.7 minutes. Only 10% of calls last 31.7

modifying her existing recipe, a student cook
measured the raise height (cm) on eight occa-

63 69 57 54 56 55 6.6 6.5
Find the mean and median of the raised heights.

With reference to the water quality in Exercise

(a) Find the sample mean.

(b) Does the sample mean or the median

SOLUTION  To determine the first quartile, we take p =
quartile is Q7 = 4.4 minutes.
quartile.
For the median, we take p =
tain the median, (9.3 + 9.5)/2 =
Next, to determine the third quartile, we take p =
vation is the third quartile Q3 =
tions starting with the largest value.
For the 90th percentile, we determine 38 X .90 =
minutes or longer.
Exercises
2.28  Calculate the mean and median for each of the
following data sets.
(@) 3 7 4 11 5 sions:
) 3 17 31
2.29  Calculate the mean and median for each of the
following data sets.
@ 25 1 4 3 2:31
2 2.17:
(b) 26 30 38 32 26 31
© -1 201 4 -1 2
2.30  The height that bread rises may be one indica-

tor of how light it will be. As a first step, before

give a better indication of the water qual-
ity of a “typical” day? Why?
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2.32

2450

2.33

56 62

2.34

2.35

2.36

2.37
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The monthly income in dollars for seven sales
persons at a car dealership are

2275 2425 4700 2650 2350 2475

Calculate the mean and median salary.

(a)
(b)

Which of the two is preferable as a mea-
sure of center and why?

Records show that in Las Vegas, NV, the nor-
mal daily maximum temperature (°F) for each
month starting in January is

68 77 87 99 105 102 95 82 66 57

Verify that the mean of these figures is 79.67.
Comment on the claim that the daily maxi-
mum temperature in Las Vegas averages a
pleasant 79.67.

A major wine producer reported sales (in hun-
dreds of cases) for two-week periods during
one summer:

85 82 77 83 80 77 94

Obtain the sample mean and median.

With reference to the radiation leakage data
given in Exercise 2.15:

(a)
(b)

Calculate the sample mean.

Which gives a better indication of the
amount of radiation leakage, the sample
mean or the median?

Recent crime reports on the number of aggra-
vated assaults at each of the 27 largest univer-
sities reporting for the year are summarized in
the computer output

Descriptive Statistics:

Variable N Mean Median
AggAslt 27 10.30 10. 00

AggAsl t
St Dev
7.61

Locate two measures of center tendency, or lo-
cation, and interpret the values.

The weights (0z) of nineteen babies born in
Madison, Wisconsin, are summarized in the
computer output

Descriptive Statistics: Wight

Variable N Mean Medi an St Dev
Wi ght 19 118.05 117.00 15.47

2.38

2.39

2.40

241

2.42

Locate two measures of center tendency, or lo-
cation, and interpret the values.

With reference to the extracurricular activities
data in Exercise 2.3, obtain the

(a)

(b) sample median.

sample mean.

() Comment on the effect of a large obser-
vation.

With reference to the number of returns in
Example 3, obtain the sample (a) mean and

(b) median.

Old Faithful, the most famous geyser in Yellow-
stone Park, had the following durations (mea-
sured in seconds) in six consecutive eruptions:

240 248 113 268 117 253

(a) Find the sample median.
(b) Find the sample mean.

Loss of calcium is a serious problem for older
women. To investigate the amount of loss, a re-
searcher measured the initial amount of bone
mineral content in the radius bone of the dom-
inant hand of elderly women and then the
amount remaining after one year. The differ-
ences, representing the loss of bone mineral
content, are given in the following table (cour-
tesy of E. Smith).

13

11
12

—

16

—_
0 U1 — — O) — 00 I

~N O N OO A~
—

U WIN W WWw
—

UTooN©O—h~OD

— —

Find the sample mean.

~
o
Nt}

Does the sample mean or the median
give a better indication of the amount of
mineral loss?

=

Physical education researchers interested in
the development of the overarm throw mea-
sured the horizontal velocity of a thrown ball



at the time of release. The results for first-grade
children (in feet/second) (courtesy of L.
Halverson and M. Roberton) are

Males
54.2 39.6 523 484 359 304 252 454 489 489
458 44.0 525 483 599 51.7 38.6 39.1 499 383
Females
303 43.0 25.7 26.7 27.3 31.9 53.7 329 194 23.7
23.3 23.3 37.8 39.5 33.5 304 285
(a) Find the sample median for males.
(b) Find the sample median for females.
(c) Find the sample median for the combined
set of males and females.
2.43  On opening day one season, 10 major league

baseball games were played and they lasted the
following numbers of minutes.

167 211 187 176 170 158 198 218 145 232

2.44

2.45

22 24

2.46

Find the sample median.

If you were to use the data on the length of
major league baseball games in Exercise 2.43
to estimate the total amount of digital mem-
ory needed to film another 10 major league
baseball games, which is the more meaningful
description, the sample mean or the sample
median? Explain.

The following measurements of the diame-
ters (in feet) of Indian mounds in southern
Wisconsin were gathered by examining reports
in the Wisconsin Archeologist (courtesy of
J. Williams).

24 30 22 20 28 30 24 34 36 15 37

(a)
(b)

Create a dot diagram.

Calculate the mean and median and then
mark these on the dot diagram.

Calculate the quartiles.

©

With reference to Exercise 2.3, calculate the
quartiles.

2.47

2.48

2.49

2.50

2.51

4. MEASURES OF CENTER 47

Refer to the data of college qualification test
scores given in Exercise 2.22.

(a) Find the median.
(b) Find Q; and Q5.

A large mail-order firm employs numerous
persons to take phone orders. Computers on
which orders are entered also automatically
collect data on phone activity. One variable
useful for planning staffing levels is the num-
ber of calls per shift handled by each em-
ployee. From the data collected on 25 work-
ers, calls per shift were (courtesy of Land’s

End)

118 118 57 92 127 109 96 68 73
69 106 91 93 94 102 105 100 104
80 50 96 82 72 108 73

Calculate the sample mean.

With reference to Exercise 2.48, calculate the
quartiles.

The speedy lizard data, from Exercise 2.19,
are

1.28 1.36 1.24 247 194 252 267 1.29
1.56 2.66 2.17 1.57 2.10 2.54 1.63 2.11
2,57 1.72 0.76 1.02 1.78 0.50 1.49 1.57
1.04 192 155 1.78 1.70 1.20

(a) Find the sample median, first quartile, and
third quartile.

(b) Find the sample 90th percentile.

With reference to the water quality data in Ex-
ercise 2.17:

(a) Find the sample median, first quartile, and
third quartile.

(b) Find the sample 90th percentile.

2.52 Some properties of the mean and median.

1. If a fixed number ¢ is added to all mea-
surements in a data set, then the mean of
the new measurements is

¢ + (the original mean).

2. If all measurements in a data set are multi-
plied by a fixed number d, then the mean
of the new measurements is

d X (the original mean).
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(a) Verify these properties for the data set
4 8 8 7 9 6

taking ¢ = 4 in property (1) and
d = 2in(2).

(b) The same properties also hold for the me-
dian. Verify these for the data set and the
numbers ¢ and d given in part (a).

2.53  On a day, the noon temperature measurements
(in °F) reported by five weather stations in a
state were

74 80 76 76 73

(a) Find the mean and median temperature
in °F.

(b) The Celsius (°C) scale is related to the
Farenheit (°F) scale by C = 3(F — 32).
What are the mean and median tempera-
tures in °C? (Answer without converting
each temperature measurement to °C.

Use the properties stated in Exercise
2.52)

2.54 Given here are the mean and median salaries of

machinists employed by two competing compa-
nies A and B.

Company

A B

Mean salary $70,000 $65,500
Median salary $56,000 $59,000

5. MEASURES OF VARIATION

2.55

2.56

Assume that the salaries are set in accordance
with job competence and the overall quality of
workers is about the same in the two companies.

(a) Which company offers a better prospect
to a machinist having superior ability?
Explain your answer.

(b) Where can a medium-quality machinist
expect to earn more? Explain your answer.

Refer to the alligator data in Table D.11 of the
Data Bank. Using the data on testosterone x4
for male alligators:

(a) Make separate dot plots for the Lake
Apopka and Lake Woodruff alligators.

(b) Calculate the sample means for each
group.

(c) Do the concentrations of testosterone ap-
pear to differ between the two groups?
What does this suggest the contamination
has done to male alligators in the Lake
Apopka habitat?

Refer to the alligator data in Table D.11 of the
Data Bank. Using the data on testosterone x4
from Lake Apopka:

(a) Make separate dot plots for the male and
female alligators.

(b) Calculate the sample means for each
group.

(c¢) Do the concentrations of testosterone ap-
pear to differ between the two groups?
We would expect differences. What does
your graph suggest the contamination has
done to alligators in the Lake Apopka
habitat?

Besides locating the center of the data, any descriptive study of data must nu-
merically measure the extent of variation around the center. Two data sets may
exhibit similar positions of center but may be remarkably different with respect
to variability. For example, the dots in Figure 10b are more scattered than those

in Figure 10a.
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Figure 10 Dot diagrams with similar center values
but different amounts of variation.

Because the sample mean X is a measure of center, the variation of the indi-
vidual data points about this center is reflected in their deviation from the mean

Deviation = Observation — (Sample mean)
=x — X

For instance, the data set 3,5, 7,7, 8 hasmeanx = 3 + 5 + 7 + 7 +
8)/5 = 30/5 = 6, so the deviations are calculated by subtracting 6 from each

observation. See Table 9.

TABLE 9 Calculation of Deviations

Observation Deviation
X X — X
3 -3
5 -1
7 1
7 1
8 2

One might feel that the average of the deviations would provide a numeri-
cal measure of spread. However, some deviations are positive and some nega-
tive, and the total of the positive deviations exactly cancels the total of the nega-
tive ones. In the foregoing example, we see that the positive deviations add to 4
and the negative ones add to —4, so the total deviation is 0. With a little reflec-
tion on the definition of the sample mean, the reader will realize that this was
not just an accident. For any data set, the total deviation is O (for a formal proof
of this fact, see Appendix Al).

>, (Deviations) = 3, (x; — x) = 0
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Example 10

SOLUTION

To obtain a measure of spread, we must eliminate the signs of the devia-
tions before averaging. One way of removing the interference of signs is to
square the numbers. A measure of spread, called the sample variance, is con-

structed by adding the squared deviations and dividing the total by the number
of observations minus one.

Sample variance of n observations:
5 sum of squared deviations
S =
n — 1
- 2
2 (x — %)
_ =1
n — 1

Calculating Sample Variance
Calculate the sample variance of thedata 3 5 7 7 8.

For this data set, n = 5. To find the variance, we first calculate the mean,
then the deviations and the squared deviations. See Table 10.

TABLE 10 Calculation of Variance

Observation Deviation (Devialtion)2
X X — X (x — x)?
3 -3 9
5 -1 1
7 1 1
7 1 1
8 2 4
Total 30 0 16
Sx  Z(x-x)3 (x - 1)
30
7 - 30 _ ¢
TS
16
Sample variance s = ——— = 4




Example 11

SOLUTION

Example 12

SOLUTION
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Remark: Although the sample variance is conceptualized as the average
squared deviation, notice that the divisor is n — 1 rather than n. The divi-
sor,n — 1, is called the degrees of freedom! associated with s?.

Because the variance involves a sum of squares, its unit is the square of the
unit in which the measurements are expressed. For example, if the data pertain
to measurements of weight in pounds, the variance is expressed in (pounds)?. To
obtain a measure of variability in the same unit as the data, we take the positive
square root of the variance, called the sample standard deviation. The standard
deviation rather than the variance serves as a basic measure of variability.

Sample Standard Deviation

n
2 (x — %)?
s = \Variance = izl

n — 1

Calculating the Sample Standard Deviation
Calculate the standard deviation for the data of Example 10.

We aijgady calculated the variance s2 = 4 so the standard deviation is
s = V4 = 2.

To show that a larger spread of the data does indeed result in a larger numer-
ical value of the standard deviation, we consider another data set in Example 12.

Using Standard Deviations to Compare Variation in Two Data Sets

Calculate the standard deviation for the data 1, 4, 5,9, 11. Plot the dot dia-
gram of this data set and also the data set of Example 10.

The standard deviation is calculated in Table 11. The dot diagrams, given in
Figure 11, show that the data points of Example 10 have less spread than
those of Example 12. This visual comparison is confirmed by a smaller value
of s for the first data set.

"The deviations add to O so a specification of any n — 1 deviations allows us to recover the
one that is left out. For instance, the first four deviations in Example 10 add to —2, so to make the
total 0, the last one must be +2, as it really is. In the definition of s?, the divisor n — 1 represents
the number of deviations that can be viewed as free quantities.
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TABLE 11 Calculation of s

x | (x - %) | (x - %)?
1 -5 25
4 -2 4
5 -1 1
9 3 9
11 5 25
Total 30 0 64
X =6 s2 = = 16

0O 2 4 6 8 10 12 14 16 18 20 «
(a)

\.\ ?.\ \..\ | | | |

\
0 2 4 6 8 10 12 14 16 18 20 «
(b)

Figure 11 Dot diagrams of two data sets.

An alternative formula for the sample variance is

(2’%)2]

n

1
2 _ 2
s = ——— | 2 xf —
bk
It does not require the calculation of the individual deviations. In hand calcu-
lation, the use of this alternative formula often reduces the arithmetic work,
especially when X turns out to be a number with many decimal places. The
equivalence of the two formulas is shown in Appendix A1.2.

Example 13 Calculating Sample Variance Using the Alternative Formula

In a psychological experiment a stimulating signal of fixed intensity was used
on six experimental subjects. Their reaction times, recorded in seconds, were
4,2,3,3,6, 3. Calculate the standard deviation for the data by using the al-
ternative formula.

SOLUTION  These calculations can be conveniently carried out in tabular form:
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®
®

36
9

WO WwN
©

Total 21 83
, = xx =23«
> 1 [Exz - (3x) } .83 - (21)%6 83 — 735

5 5

S:n—l n B
9.5
— =19

V1.9 = 1.38 seconds

[}
Il

the same result is obtained.

The reader may do the calculations with the first formula and verify that \

In Example 12, we have seen that one data set with a visibly greater amount of
variation yields a larger numerical value of s. The issue there surrounds a compari-
son between different data sets. In the context of a single data set, can we relate
the numerical value of s to the physical closeness of the data points to the center
x? To this end, we view one standard deviation as a benchmark distance from the
mean X. For bell-shaped distributions, an empirical rule relates the standard devia-
tion to the proportion of the data that lie in an interval around X.

Empirical Guidelines for Symmetric Bell-Shaped Distributions

Approximately  68% of the data lie within x * s
95% of the data lie within x * 2s
99.7%  of the data lie within x * 3s

Example 14 Comparing the Sleep Data with the Empirical Guidelines
Examine the 59 hours of sleep in Table 4 in the context of the empirical
guideline.
SOLUTION  Using a computer (see, for instance, Exercise 2.124), we obtain

X = 7.18
s =128 25 = 2(1.28) = 256
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Example 15

SOLUTION

Going two standard deviations either side of X results in the interval
7.18 — 2.56 = 4.62 to 9.74 = 7.18 + 2.56

By actual count, all the observations except 4.5 and 10.0 fall in this
interval. We find that 57/59 = .966, or 96.6% of the observations lie
within two standard deviations of x. The empirical guidelines suggest 95%
so they are close.

Other Measures of Variation

Another measure of variation that is sometimes employed is

Sample range = Largest observation — Smallest observation

The range gives the length of the interval spanned by the observations.

Calculating the Sample Range
Calculate the range for the hours of sleep data given in Example 5.
The data given in Table 4 contained

Smallest observation = 4.5
Largest observation = 10.0

Therefore, the length of the interval covered by these observations is

Sample range = 10.0 — 4.5 = 5.5 hours

As a measure of spread, the range has two attractive features: It is extremely
simple to compute and interpret. However, it suffers from the serious disadvan-
tage that it is much too sensitive to the existence of a very large or very small
observation in the data set. Also, it ignores the information present in the scatter
of the intermediate points.

To circumvent the problem of using a measure that may be thrown far off
the mark by one or two wild or unusual observations, a compromise is made by
measuring the interval between the first and third quartiles.

Sample interquartile range = Third quartile — First quartile




Example 16

SOLUTION
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The sample interquartile range represents the length of the interval covered
by the center half of the observations. This measure of the amount of variation
is not disturbed if a small fraction of the observations are very large or very
small. The sample interquartile range is usually quoted in government reports
on income and other distributions that have long tails in one direction, in pref-
erence to standard deviation as the measure of spread.

Calculating the Interquartile Range
Calculate the sample interquartile range for the length of long distance phone
calls data given in Table 8.

In Example 9, the quartiles were found to be Q; = 4.4 and Q3 = 17.5.
Therefore,

Sample interquartile range = Q3 — Q
175 — 44

= 13.1 minutes

Boxplots

A recently created graphic display, called a boxplot, highlights the summary in-
formation in the quartiles. Begin with the

Five-number summary: minimum, Q, Q;, Q3, maximum.

The center half of the data, from the first to the third quartile, is represented by
a rectangle (box) with the median indicated by a bar. A line extends from Q3 to
the maximum value and another from Q; to the minimum. Figure 12 gives the
boxplot for the length of phone calls data in Table 8. The long line to the right is
a consequence of the largest value, 53.3 minutes, and, to some extent, the sec-
ond largest value, 43.5 minutes.

Boxplots are particularly effective for displaying several samples alongside
each other for the purpose of visual comparison.

\ \ \ \ \ \
0 10 20 30 40 50

call(min)

Figure 12 Boxplot of the length of phone call data in
Table 8.
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Figure 13 displays the amount of reflected light in the near-infrared band as
recorded by satellite when flying over forest areas and urban areas, respectively.
Because high readings tend to correspond to forest and low readings to urban
areas, the readings have proven useful in classifying unknown areas.

120
110

100

90

Infrared light

80

70

60

Forest Urban

Figure 13 Boxplots of near-infrared light re-
flected from forest and urban areas.

Example 17 Comparing Boxplots for the Reflected Light Data

Refer to the boxplots for the amount of reflected near-infrared light in Figure 13.
() Do forests or urban areas produce the largest median reflected light?
(b) Which has the largest interquartile range, IQR?

SOLUTION (a) Itis clear that forests have the largest median. Its median is over 10 units
higher than that of urban areas.

(b) The height of the box is the IQR. The IQR of the forest data is over
twice that of the IQR for urban areas.

Exercises
2.57  For the data set (b) Calculate the sample variance and the
standard deviation.
7 2 3
2.58 Repeat (a) and (b) of Exercise 2.57 for the
(a) Calculate the deviations (x — X) and data set

check to see that they add up to 0. 4 9 2



2.59

2.60

2.61

2.62

2.63

2.64

2.65

2.66

2.67

For the dataset 8 6 14 4:

(a) Calculate the deviations (x — X) and
check to see that they add up to 0.

(b) Calculate the variance and the standard
deviation.

Repeat (a) and (b) of Exercise 2.59 for the
data set

25 1.7 21 15 1.7

For the data of Exercise 2.57, calculate s2 by
using the alternative formula.

For the data of Exercise 2.59, calculate s by
using the alternative formula.

For each data set, calculate s2.
@ 1 43 2 2
B -2 1 -1 -3 0 -2

() 9 889 8 89

The monthly rents for 7 one-bedroom apart-
ments located in one area of the city, are

625 740 805 670 705 740 870

(a) Give two possible factors that may con-
tribute to variation in the monthly rents.

Calculate

(b) The sample variance.

(¢) The sample standard deviation.

Find the standard deviation of the measure-
ments of diameters given in Exercise 2.45.

A campus area merchant recorded the number of
bad checks received per month, for five months

4 5 4 7 6

Calculate:
(a) The sample variance.
(b) The sample standard deviation.

The city of Madison regularly checks the qual-
ity of water at swimming beaches located on
area lakes. Fifteen times the concentration of
fecal coliforms, in number of colony forming
units (CFU) per 100 ml of water, was mea-
sured during the summer at one beach.

180 1600 90 140 50 260 400 90
380 110 10 60 20 340 80

2.68

2.69

2.70

2.71

2.72
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(a) Calculate the sample variance.
(b) Calculate the sample standard deviation.

() One day, the water quality was bad—the
reading was 1600 CFU—and the beach
was closed. Drop this value and calculate
the sample standard deviation for the
days where the water quality was suitable
for swimming. Comment on the change.

With reference to the radiation leakage data
given in Exercise 2.15, calculate:

(a) The sample variance.

(b) The sample standard deviation.

With reference to the data on the length of 10
major league baseball games in Exercise 2.43:
(a) Find the sample mean.

(b) Find the sample variance.

(c) Find the sample standard deviation.

With reference to checked bags in Exercise 2.13,
(a) Find the sample mean.

(b) Find the sample standard deviation.

A sample of seven compact discs at the music
store stated the performance times as lasting

the following numbers of minutes for
Beethoven’s Ninth Symphony.

66.9 66.2 71.0 68.6 654 684 719

(a) Find the sample median.

(b) Find the sample mean.

(c) Find the sample standard deviation.
Recent crime reports on the number of aggra-
vated assaults at each of the 27 largest univer-

sities reporting for the year are summarized in
the computer output.

Descriptive Statistics: AggAslt
Variable N Mean Medi an St Dev
AggAslt 27 10.30  10.00 7.61

Variabl e M ni nrum Maxi num QL @3
AggAsl t 0.00 29.005.0014.00

(a) Locate a measure of variation and also
calculate the sample variance.
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(b) Calculate the interquartile range and in-
terpret this value.

Give a value for a standard deviation that
would correspond to greater variation in
the numbers of aggravated assaults.

()

The weights (0z) of nineteen babies born in
Madison, Wisconsin, are summarized in the
computer output.
Descriptive Statistics: Wight
Vari abl e N Mean Median St Dev
Wei ght 19 118.05 117.00 15.47
Vari abl e M ni num Maxi mum QA @3

Wi ght 89. 00 144.00 106.00 131.00

(a) Locate a measure of variation and also
calculate the sample variance.

(b) Calculate the interquartile range and in-

terpret this value.

Give a value for a standard deviation that

would correspond to smaller variation in
the weights.

(c)

2.74 Some properties of the standard deviation.

1. If a fixed number ¢ is added to all mea-
surements in a data set, the deviations
(x — x) remain unchanged (see Exercise
2.52). Consequently, s? and s remain un-
changed.

2. If all measurements in a data set are multi-
plied by a fixed number d, the deviations
(x — x) get multiplied by d. Conse-
quently, s2 gets multiplied by d?, and s by
| d|. (Note: The standard deviation is never
negative.)

Verify these properties for the data set

59 9 8 10 7

taking ¢ = 4 in property (1) and d = 2 in
2.

2.75  For the data set of Exercise 2.22, calculate the
interquartile range.

2.76  For the extracurricular data of Exercise 2.3,
calculate the interquartile range.

2.77  Should you be surprised if the range is larger

than twice the interquartile range? Explain.

2.78

2.79

2.80

2.81

2.82

Calculations with the test scores data of Exercise

222 givex = 150.125ands = 24.677.

(a) Find the proportion of the observations in
the intervals X = 2sand X * 3s.

(b) Compare your findings in part (a) with
those suggested by the empirical guide-
lines for bell-shaped distributions.

Refer to the data on bone mineral content in
Exercise 2.41.

(a) Calculate X and s.

(b) Find the proportion of the observations
that are in the intervals X = s, ¥ * 2s,
andx * 3s.

(c) Compare the results of part (b) with the

empirical guidelines.

Refer to the data on lizards in Exercise 2.19.

(a) Calculate X and s.

(b) Find the proportion of the observations
that are in the intervals X = s, ¥ * 2s,
andx *= 3s.

(c) Compare the results of part (b) with the

empirical guidelines.

Refer to the data on number of returns in
Example 3.

(a) Calculate X and s.

(b) Find the proportions of the observations
that are in the intervals x * s, x * 2s,
andx * 3s.

(c) Compare the results of part (b) with the

empirical guidelines.

Sample z score. The z scale (or standard scale)
measures the position of a data point relative
to the mean and in units of the standard devia-
tion. Specifically,

Measurement — X

z value of a measurement =
s

When two measurements originate from dif-
ferent sources, converting them to the z scale
helps to draw a sensible interpretation of their
relative magnitudes. For instance, suppose a
student scored 65 in a math course and 72 in a
history course. These (raw) scores tell little
about the student’s performance. If the class
averages and standard deviations were
X = 60, s = 20 in math and x = 78, s =
10 in history, this student’s



65 — 60
20

72 — 78
10

Thus, the student was .25 standard deviations

above the average in math and .6 standard de-
viations below the average in history.

() If x = 490 and s = 120, find the z
scores of 350 and 620.

(b) For a z score of 2.4, what is the raw score

z score in math = .25

= —.60

z score in history

ifx = 210 ands = 50?

2.83  The weights (0z) of nineteen babies born in
Madison, Wisconsin, are summarized in the
computer output.

Descriptive Statistics: Wight
Variable N Mean Median  StDev
Wei ght 19 118.05 117.00 15.47
Referring to Exercise 2.82 obtain the z score
for a baby weighing

(a) 102 oz

(b) 144 oz

2.84  Two cities provided the following information
on public school teachers’ salaries.

Minimum Q, Median Q;  Maximum

City A 38,400 44,000 48300 50,400 56,300

City B 39,600 46,500 51,200 55,700 61,800

2.85

2.86

(a) Construct a boxplot for the salaries in
City A.

(b) Construct a boxplot, on the same graph,
for the salaries in City B.

(c) Are there larger differences at the lower
or the higher salary levels? Explain.

Refer to the data on throwing speed in Exer-
cise 2.42. Make separate boxplots to compare
males and females.

Refer to Exercise 2.27 and the data on the
consumer price index for various cities. Find

the increase, for each city, by subtracting the
2001 value from the 2007 value.

2.87

2.88

2.89

2.90
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(a) Obtain the five-number summary: mini-
mum, Q1, Q,, Q3, and maximum. Which
city had the largest increase? Were there
any decreases?

(b) Make a boxplot of the increases.

Refer to Exercise 2.27 and the data on the
consumer price index for various cities. Find

the increase, for each city, by subtracting the
2001 value from the 2007 value.

(a) Find the sample mean and standard devi-
ation of these differences.

(b) What proportion of the increases lie be-
tween X * 27

Refer to Example 5 and the data on hours of
sleep

(a) Obtain the five-number summary: mini-
mum, Q1, Q5, Q3, and maximum.

(b) Make a boxplot of the hours of sleep.

Refer to Exercise 2.3 and the data on extracur-
ricular activities. Find the sample mean and
standard deviation.

Presidents also take midterms! After two years
of the President’s term, members of Congress
are up for election. The following table gives
the number of net seats lost, by the party of
the President, in the House of Representatives
since the end of World War II.

Net House Seats Lost in Midterm Elections

1950 Truman (D) 55
1954 Eisenhower (R) 16
1962 Kennedy (D) 4
1966 Johnson (D) 47
1970 Nixon (R) 12
1974 Nixon/Ford (R) 43
1978 Carter (D) 11
1982 Reagan (R) 26
1986 Reagan (R) 5
1990 Bush (R) 8
1994 Clinton (D) 52
1998 Clinton (D) —5 (gain)
2002 Bush (R) -8
2006 Bush (R) 30
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For the data on the number of House seats lost:  2.91
(a) Calculate the sample mean.

(b) Calculate the standard deviation.

() Make a dot plot.

(d) What is one striking feature of these data
that could be useful in predicting future
midterm election results? (Hint: Would
you have expected more elections to re-
sult in net gains?)

With reference to Exercise 2.90:

(a)
(b)
()

Calculate the median number of lost
House seats.

Find the maximum and minimum losses
and identify these with a President.

Determine the range for the number of
House seats lost.

6. CHECKING THE STABILITY OF THE OBSERVATIONS OVER TIME

The calculations for the sample mean and sample variance treat all the obser-

vations alike. The presumption is that there are no apparent trends in data
over time and there are no unusual observations. Another way of saying this is
that the process producing the observations is in statistical control. The con-
cept of statistical control allows for variability in the observations but requires
that the pattern of variability be the same over time. Variability should not in-
crease or decrease with time and the center of the pattern should not change.

To check on the stability of the observations over time, observations should
be plotted versus time, or at least the order in which they were taken. The re-
sulting plot is called a time plot or sometimes a time series plot.

Example 18 A Time Plot of Overtime Hours

The Madison Police Department charts several important variables, one of
which is the number of overtime hours due to extraordinary events. These
events would include murders, major robberies, and so forth. Although any
one event is not very predictable, there is some constancy when data are

grouped into six-month periods.

The values of overtime hours for extraordinary events for eight recent
years, beginning with 2200, 875, . . ., through 1223, are

2200 875 957
2034 1136 5326

1758
1658

868 398 1603 523

1945 344 807 1223

Is the extraordinary event overtime hours process in control? Construct a

time plot and comment.

SOLUTION  The time plot is shown in Figure 14. There does not appear to be any trend,

but there is one large value of 5326 hours.

Example 19 A Time Plot of the Yen/Dollar Exchange Rate

The exchange rate between the United States and Japan can be stated as the
number of yen that can be purchased with $1. Although this rate changes
daily, we quote the official value for the year:
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Figure 14 Time plot of extraordinary event hours versus

time order.
Year | 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996
Exchange rate | 238.5 168.4 144.6 128.2 138.1 145.0 134.6 126.8 111.1 102.2 94.0 108.8
1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008
121.1 1309 113.7 107.8 121.6 125.2 1159 108.2 110.1 1163 117.8 103.4

SOLUTION

Is this exchange rate in statistical control? Make a time plot and comment.

The time plot is shown in Figure 15 on page 62. There is a rather strong
downhill trend over most of the time period so the exchange rate is definitely
not in statistical control. A dollar has purchased fewer and fewer yen over the
years. It is the downward trend that is the primary feature and a cause for se-
rious concern with regard to trade deficits. There is somewhat of a leveling
off in the last half suggesting a change in trend.

Manufacturers need to monitor critical dimensions, temperatures, and other
variables so that, although they vary, the variation is kept small enough so that
the quality of the final product is maintained. A graphical approach, called a
control chart, is recommended for this purpose because it allows for the visual
inspection of outliers and trends. It adds a centerline and control limits to the
time plot to help identify unusual observations.

To construct a control chart:

1. Plot the observations versus time order.
2. Add a solid centerline at the level of the sample mean .
3. Add dashed lines for the control limits at X — 2sandx + 2s.
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Example 20
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Figure 15 Time plot of the exchange rate.

According to the empirical rule, if the process is in statistical control so the ob-
servations are stable over time, only about 5% of the observations will fall out-
side of the control limits. In many applications, manufacturers use x — 3s and
X + 3s as the control limits.

The upper and lower control limits on the control charts help to identify
unusually low or unusually high observations. It allows us to distinguish be-
tween typical variation and variation that is especially large and could be due to
special or assignable causes. Any time an observation falls outside of the control
limits, an effort should be made to search for the reason.

A Control Chart for Overtime Hours

Manufacturing processes are not the only ones that can benefit from control
charting. Refer to the data in Example 18 on the number of overtime hours
for police due to extraordinary events. Is the extraordinary event overtime
hours process in control? Construct a control chart and comment.

A computer calculation gives x = 1478 and s = 1183 so the centerline is
drawn at the sample mean 1478 and the upper control limit is x + 2s =
1478 + 2 X 1183 = 3844. The lower control limit is negative; we re-
place it by 0. Figure 16 gives the resulting control chart for extraordinary
event overtime hours.

There is no discernible trend, but one point does exceed the upper con-
trol limit. By checking more detailed records, it was learned that the point
outside of the control limits occurred when protests took place on campus in
response to the bombing of a foreign capital. These events required city po-
lice to serve 1773 extraordinary overtime hours in just one 2-week period
and 683 in the next period. That is, there was really one exceptional event, or
special cause, that could be identified with the unusual point.

The one large value, 5326 hours, not only affects the centerline by inflat-
ing the mean, but it also increases the variance and that raises the upper con-
trol limit. In Exercise 2.98, you are asked to remove this outlier and redo the
control chart.
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Figure 16 Control chart for extraordinary event overtime hours.

Exercises
2.92  Make a time plot of the phone call data in 2.96  The exchange rate between the United States
Exercise 2.48 and comment on the statistical and Canada can be stated as the number of
control. Canadian dollars that can be purchased with
$1. The official values for the year are
2.93 A city department has introduced a quality
improvement program and has allowed em- Year |1992 1993 1994 1995 1996 1997
ployees to get credit for overtime hours when |
attending meetings of their quality groups. Exchangerate |1.21 1.29 137 137 136 138
The total number of overt.ime @eeting hours 1998 1999 2000 2001 2002 2003
for each of the 26 pay periods in one year by
row were 148 149 148 155 157 1.40
30 215 162 97 194 163 60 41 100 2004 2005 2006 2007 2008
43 96 69 80 42 162 75 95 65
57 131 54 114 64 114 38 140 1.30 1.21 1.13 1.07 1.07
Is this exchange rate in statistical control?
Make a time plot of the overtime meeting Make a time plot and comment.
hours data. 2.97  Make a control chart of the data in Exercise
2.94  Make a control chart for the data referred to in 2.96 and comment.
Exercise 2.92 and comment. 2.98  Make a control chart for the extraordinary event
overtime data in Example 18 after removing the
2.95 Make a control chart for the data in Exercise outlier identified in that example. You need to

2.93 and comment.

recalculate the mean and standard deviation.
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7. MORE ON GRAPHICS

The importance of graphing your data cannot be overemphasized. If a feature
you expect to see is not present in the plots, statistical analyses will be of no
avail. Moreover, creative graphics can often highlight features in the data and
even give new insights.

The devastation of Napoleon’s Grand Army during his ill-fated attempt
to capture Russia was vividly depicted by Charles Minard. The 422,000
troops that entered Russia near Kaunas are shown as a wide (shaded) river
flowing toward Moscow and the retreating army as a small (black) stream.
The width of the band indicates the size of the army at each location on the
map. Even the simplified version of the original graphic, appearing in Figure 17,
dramatically conveys the losses that reduced the army of 422,000 men to
10,000 returning members. The temperature scale at the bottom, pertaining
to the retreat, helps to explain the loss of life, including the incident where
thousands died trying to cross the Berezina River in subzero temperatures.
(For a copy of Minard’s more detailed map and additional discussion, see
E. R. Tufte, The Visual Display of Quantitative Information, Cheshire, CT:
Graphics Press, 1983.)

Moscow
100,000

422,000\ Kaunas

!10,000

Smolensk

™

Niemen . Berezina R.
0°C
° -15°
-11° -9 j
30° -20° _21° _30°
D_ec. 6 Nov. 28 Nov. 14~ Oct. 9 Temperature

Figure 17 The demise of Napoleon’s army in Russia, 1812-1813,
based on Charles Minard.

Another informative graphic, made possible with modern software, is the
display of ozone by city in Figure 18. This figure illustrates improved air qual-
ity relative to the previous year and the ten year average.
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Figure 18 Ozone Season for 2008 compared to 2007 and ten year average.
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Graphs can give a vivid overall picture.
Dave Carpenter/Cartoon Stock
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8. STATISTICS IN CONTEXT

The importance of visually inspecting data cannot be overemphasized. We
present a mini-case study” that shows the importance of first appropriately
plotting and then monitoring manufacturing data. This statistical application con-
cerns a ceramic part used in a popular brand of coffee makers. To make this ce-
ramic part, a mixture of clay, water, and oil is poured into the cavity between two
dies of a pressing machine. After pressing but before the part is dried to a hard-
ened state, critical dimensions are measured. The depth of a slot is of interest here.

Sources of variation in the slot depth abound: the natural uncontrolled variation
in the clay—water—oil mixture, the condition of the press, differences in operators,
and so on. Some variation in the depth of the slot is inevitable. Even so, for the part
to fit when assembled, the slot depth needs to be controlled within certain limits.

Every half hour during the first shift, slot depth is measured on three ce-
ramic parts selected from production. Table 12 gives the data obtained on a Fri-
day. The sample mean for the first sample of 218, 217, and 219 (thousandths of
inch) is (218 + 217 + 219)/3 = 654/3 = 218, and so on.

TABLE 12 Slot Depth (thousandths of an inch)

Time 7:00 7:30 800 830 9:00 9:30 10:00

1 218 218 216 217 218 218 219
217 218 218 220 219 217 219
3 219 217 219 221 216 217 218

SUM 654 653 653 658 653 652 656
x 2180 217.7 217.7 2193 217.7 2173 218.7

Time 10:30 11:00 11:30 12:30 1:00 1:30 2:00 2:30

1 216 216 218 219 217 219 217 215
219 218 219 220 220 219 220 215
3 218 217 220 221 216 220 218 214

SUM 653 651 657 660 653 658 655 644
217.7 217.0 219.0 220.0 217.7 2193 2183 214.7

Rl

An x-bar chart will indicate when changes have occurred and there is a
need for corrective actions. Because there are 3 slot measurements at each time,
it is the 15 sample means that are plotted versus time order. We will take the
centerline to be the mean of the 15 sample means, or

2180 + --- + 214.7

Centerline: x = = 218.0
enteriine: xX 15

2Courtesy of Don Ermer.
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When each plotted mean is based on several observations, the variance can be
estimated by combining the variances from each sample. The first sample has vari-
ances§ = [(218 — 218)% + (217 — 218)% + (219 — 218)%]/ (3 - 1)
= 1.000 and so on. The details are not important, but a computer calculation of the
variance used to set control limits first determines the average of the 15 individual
sample variances,

1.000 + 0333 + --- + 0.333
15

= 1.58

and, for reasons given in Chapter 7, divides by 3 to give the variance of a single
sample mean. That is, 1.58/3 = .527 is the appropriate s°. The control limits
are set at three times the estimated standard deviation s = V.527 = .726, or
3 X .726 = 2.2 units from the centerline.

Lower control limit: LCL = 218.0 — 2.2 = 215.8
Upper control limit: UCL = 218.0 + 2.2 = 220.2

The x-bar chart is shown in Figure 19. What does the chart tell us?

221 —

290 — UCL = 220.2

2 AN
SN

218 — Mean = 218

217 —

Sample mean

216 —

LCL = 215.8
215 — \

214 —

T T T
0 5 10 15

Sample number

Figure 19 X-bar chart for depth.

The x-bar chart shows that the process was stable throughout the day and
no points were out of control except the last sample. It was then that an unfor-
tunate oversight occurred. Because it was near the end of her shift and the start
of the weekend, the operator did not report the out-of-control value to either
the setup person or the foreman. She knew the setup person was already clean-
ing up for the end of the shift and that the foreman was likely thinking about
going across the street to the Legion Bar for some refreshments as soon as the
shift ended. The operator did not want to ruin anyone’s weekend plans so she
kept quiet.
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When the pressing machine was started up on Monday morning, one of the
dies broke. The cost of the die was over a thousand dollars. But, when a cus-
tomer was called and told there would be a delay in delivering the ceramic
parts, he canceled the order. Certainly the loss of a customer is an even more ex-
pensive item.

Later, it was concluded that the clay had likely dried and stuck to the die
leading to the break. A problem was predicted by the chart on Friday. Although
the chart correctly indicated a problem at that time, someone had to act for the
monitoring procedure to work.

W USINGSTATISTICSWISEIY

1. As a first step, always graph the data as a dot diagram or histogram to as-
sess the overall pattern of data.

2. When comparing histograms based on different class intervals, be sure to
create histograms whose height is relative frequency divided by width
of interval.

3. Calculate summary statistics to describe the data set. Always determine
the sample mean and standard deviation. The five-number summary

minimum first quartile median third quartile maximum

provides an additional summary when the sample sizes are moderately
large. It helps describe cases where the dot diagram or histogram has a
single long tail.

4. Use the median to describe the center when a small sample contains an
extreme observation. The sample median is not influenced by a few very
large or very small observations that may even be incorrectly recorded.

5. Do not routinely calculate summary statistics without identifying un-
usual observations (outliers) which may have undue influence on the
value of a summary statistic.

KEY IDEAS AND FORMULAS

Qualitative data refer to frequency counts in categories. These are summa-
rized by calculating the

Frequency

Relative frequency =
4 Y Total number of observations
for the individual categories.

The term numerical-valued variable or just variable refers to a characteristic
that varies over units and is measured on a numerical scale. Discrete variables
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are usually counts and all discrete variables have gaps in their scale of measure-
ment. Continuous variables, like height or weight, can conceptually take any
value in an interval. Data resulting from measurements of a variable are either
discrete or continuous data.

For a discrete data set, the frequency is the count of the number of observa-
tions having a distinct value. The relative frequency is the proportion of sample
units having this property.

Frequency

Relative frequency =
4 Y Total number of observations

The discrete data set is summarized by a frequency distribution that lists the
distinct data points and their corresponding relative frequencies. Either a line di-
agram or a histogram can be used for a graphical display.

Continuous measurement data should be graphed as a dot diagram when
the data set is small, say, fewer than 20 or 25 observations. Larger data sets are
first summarized in a frequency table. This is constructed by grouping the ob-
servations in class intervals, preferably of equal lengths. The class intervals are
non-overlapping and cover the range of the data set from smallest to largest.
We recommend specifying an endpoint convention that tells which of the
class boundaries, or endpoints of the class intervals, to include and which to
exclude from each class interval. A list of the class intervals along with the
corresponding relative frequencies provides a frequency distribution which
can graphically be displayed as a histogram. The histogram is constructed to
have total area 1, equal to total relative frequency. That is, for each class inter-
val, we draw a rectangle whose area represents the relative frequency of the
class interval.

A stem-and-leaf display is another effective means of display when the data
set is not too large. It is more informative than a histogram because it retains the
individual observations in each class interval instead of lumping them into a fre-
quency count. Two variants are the double-stem display and five-stem display.

Pareto diagrams display events according to their frequency in order to
highlight the most important few that occur most of the time.

A summary of measurement data (discrete or continuous) should also in-
clude numerical measures of center and spread.

Two important measures of center are

2 x

n

Sample mean X =

Sample median = middle most value of the ordered data set

The quartiles and, more generally, percentiles are other useful locators
of the distribution of a data set. The second quartile is the same as the median.
The sample quartiles divide the ordered data into nearly four equal parts. The
100p-th percentile has least proportion p at or below and proportion
1 — p at or above.
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The amount of variation, or spread, of a data set is measured by the sample
standard deviation s. The sample variance s2 is given by

2 = E (x — 9_5)2
n — 1 ,
x
Also, s = n+l [E x> — @} (convenient for hand calculation)

Sample standard deviation s = +1s?

The standard deviation indicates the amount of spread of the data points
around the mean x. If the histogram appears symmetric and bell-shaped, then
the interval

X * s  includes approximately 68% of the data
X = 2s includes approximately 95% of the data
X = 3s includes approximately 99.7% of the data

Two other measures of variation are
Sample range = Largest observation — Smallest observation
and
Sample interquartile range = Third quartile — First quartile

The five-number summary, namely, the median, the first and third quartiles,
the smallest observation, and the largest observation, together serve as useful in-
dicators of the distribution of a data set. These are displayed in a boxplot.

TECHNOLOGY

Creating graphs and computing statistical summaries have become considerably
easier because of recent developments in software. In all our professional appli-
cations of statistics, we begin by entering the data in a worksheet. We then read
from the worksheet while another person checks against the original. This pro-
cedure has eliminated many errors in data entry and allowed us to proceed
knowing that the computer software is using the correct data.

In the technology sections of this text, we give the essential details for using
MINITAB, EXCEL, and the TI-84/83 Plus graphing calculator. The first two use
the worksheet format.

MINITAB

The MINITAB screen is split with the bottom part being the worksheet. In the
example here, we have typed sleep in the top entry and then in row 1 of the first
column we have typed the first number of hours of sleep in Table 4. The rest of
the hours of sleep are typed in the other cells in column 1.
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Alternatively, the data sets in the book are stored as MINITAB worksheets
on the book’s Web site. Go to www.wiley.com/college/johnson and click on this
book. For instance, the hours of sleep are in C2T4.mtw, indicating Table 4 of
Chapter 2. To open this worksheet:

Under File choose Open Worksheet and go to the drive that contains the
downloaded files.

Click on the MINITAB folder and then click on the file name C2T4. Click OK.

This will activate the worksheet in MINITAB and you do not have to manu-
ally enter the numbers.

[ 2 Minitab - Untitled
File Edit Data Calc Stat Graph Editor Tools Window Help
sH/stme-= Bl 1agC2E [CRECHERTB|EEDRE| |4t her s

Il BT =Ixa] [x TooN = b
=

Welcome to Minitab, press F1 for help. =

2T4 *** E=E
1 c2 c3 c4 c5 c6 c7 c8 co c10 c1 -
Sleep | | | \ \ | \ \
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The summary statistics can be obtained by pulling down the menu in the
top bar under Stat, then choosing Basic Statistics and then Graphic Summary.
More specifically,

Data in C1

Dialog box:
Stat > Basic Statistics > Graphical Summary.
Type CI in Variables. Click OK.


http://www.wiley.com/college/johnson
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MINITAB uses a slightly different definition of the quartiles and their values
may slightly differ from those calculated by the method in this book.
MINITAB will also create a histogram. With the data in C1I,

Dialog box:

Graph > Histogram.
Select Simple in Variables. Click OK.
Type CI in X. Click OK.

MINITAB will also create boxplots, dot plots, and stem-and-leaf displays.
With the datain CI,

Dialog box:

Graph > Dotplot.
Select Simple. Click OK.
Type CI in Graph variables. Click OK.

produces a dot plot. To obtain a boxplot, replace the first step by
Graph > Boxplot.

and to obtain a stem-and-leaf display, replace the first two steps by the single step
Graph > Stem-and-Leaf.

Clicking on Labels before the last OK will allow you to put titles on your
graph.

EXCEL

Begin with the data in column A. For the hours of sleep from Table 4, the
spread sheet is given on page 73.

Alternatively, the data sets in the book are stored in EXCEL workbooks on
the book’s Web site. Go to www.wiley.com/college/johnson and click on this
book. For instance, the hours of sleep are in C2T4 xls, indicating Table 4 of
Chapter 2. Go to the drive containing the downloaded files and click on the
EXCEL folder and then on the file name C2T4. The workbook having the data
from Table 4 will then open.

Most of the statistical procedures we will use start with

Select Tools and then Data Analysis.
If Data Analysis is not listed, then it must be added once. To do so, select
Tools then Add-Ins. Check Analysis Toolpak and click OK.

To obtain the summary statistics,

Select Tools, then Data Analysis, and then Descriptive Statistics.
Click OK. Place cursor in the Input Range window and use the mouse to
highlight the data in column A. Check Summary Statistics and click OK.
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3 Microsoft Excel
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Press STAT, select 1:Edit, and then enter the data in L1.

Press STAT, highlight Calc, and select 1:1-Var Stats.

With 1:1-Var Stats in the Home screen, press 2nd 1:1-Var Stats 1 to
insert L1 on the Home screen.

Then press ENTER.

9. REVIEW EXERCISES

Recorded here are the numbers of civilians em-
ployed in the United States by major occupation

Number of Workers

in Millions
2007 2000
Goods producing 22.2 24.6
Service (private) 115.4 107.1
Government 22.2 20.8
Total 159.8 152.5

2.100

groups for the years 2000 and 2007. (Source:
Statistical Abstract of the United States, 2009.)

(a) For each year, calculate the relative fre-
quencies of the occupation groups.

(b) Comment on changes in the occupation
pattern between 2000 and 2007.

Table 13 gives data collected from the students
attending an elementary statistics course at the
University of Wisconsin. These data include
sex, height, number of years in college, and the
general area of intended major [Humanities
(H); Social Science (S); Biological Science (B);
Physical Science (P)].
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Student Height Year in Intended | Student Height Year in Intended
No. Sex  in Inches College Major No. Sex  in Inches College Major
1 F 67 3 S 26 M 67 1 B
2 M 72 3 P 27 M 68 3 P
3 M 70 4 S 28 M 72 4 B
4 M 70 1 B 29 F 68 3 P
5 F 61 4 P 30 F 66 2 B
6 F 66 3 B 31 F 65 2 B
7 M 71 3 H 32 M 64 4 B
8 M 67 4 B 33 M 72 1 H
9 M 65 3 S 34 M 67 4 B
10 F 67 3 B 35 M 73 3 S
11 M 74 3 H 36 F 71 4 B
12 M 68 3 S 37 M 71 3 B
13 M 74 2 p 38 M 69 2 S
14 F 64 4 P 39 F 69 4 P
15 M 69 3 S 40 M 74 4 S
16 M 64 3 B 41 M 73 3 B
17 M 72 4 P 42 M 68 3 B
18 M 71 3 B 43 F 66 2 S
19 F 67 2 S 44 M 73 2 P
20 M 70 4 S 45 M 73 2 S
21 M 66 4 S 46 M 67 4 S
22 F 67 2 B 47 F 62 3 S
23 M 68 4 S 48 M 68 2 B
24 M 71 3 H 49 M 71 3 S
25 M 75 1 S
(a) Summarize the data of “intended major” distribution the exact number of lunches for
in a frequency table. which the amount claimed was:
(b) Summarize the data of “year in college” in (a) Lessthan 15?
a frequency table and draw either a line (b) 10 or more?
diagram or a histogram. (&) 30 or more?
2.101 Referring to Exercise 2.100, plot the dot dia-

2.102

2.103

grams of heights separately for the male and
female students and compare.

Refer to the data on power outages in Table
D.1 in the Data Bank. Make a Pareto chart for
the cause of the outage.

The dollar amounts claimed by businessmen
for their lunches are to be grouped into the
following classes: 0-5, 5-10, 10-15, 15-20,
20 or more. The left endpoint is included. Is
it possible to determine from this frequency

2.104

Mung bean sprouts are more widely used in
Asian cooking than the beans themselves. To
study their growth, an experimenter presoaked
some beans until they sprouted about 1 mil-
limeter. Five were randomly selected and
placed in individual petri dishes. After 96
hours, their lengths (mm)

143 131 101 143 111

were obtained. Find the mean and standard
deviation.
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2.107

The weights of twenty adult grizzly bears cap-
tured and released are summarized in the com-
puter output

Descriptive Statistics: bearwt

Median StDev
232.5 82.7

Variable N Mean
Bearwt 20 227.4

(a) Locate two measures of center tendency,
or location, and interpret the values.

(b) Locate the standard deviation.
(c) Calculate the z score for a grizzly bear that
weighs 320 pounds. See Exercise 2.82.

The stem-and-leaf display given here shows
the final examination scores of students in a
sociology course. (Leaf unit = 1.0)

Stem-and-Leaf
Display of Scores

57

244

1179
03368
012447
223556899
00457
0036

© 00O Ul & WIN

(a) Find the median score.

(b) Find the quartiles Q7 and Q3.

(¢) What proportion of the students scored
below 70? 80 and over?

The following are the numbers of passengers
on the minibus tour of Hollywood.

9121011 11 712 6 11 4 10 10 11 9 10

7 10

2.108

8§ 8 98 911 98 610 6 811

(a) Find the sample median.

(b) Find the sample mean.

(c) Find the sample variance.

The following table shows the age at inaugura-
tion of each U.S. president.

(a) Make a stem-and-leaf display with a dou-
ble stem.

(b) Find the median, Qq and Qs.

9. REVIEW EXERCISES

Age at
Name Inauguration

1. Washington 57
2. J. Adams 61
3. Jefferson 57
4. Madison 57
5. Monroe 58
6. J. Q. Adams 57
7. Jackson 61
8. Van Buren 54
9. W. H. Harrison 68
10. Tyler 51
11. Polk 49
12. Taylor 64
13. Fillmore 50
14. Pierce 48
15. Buchanan 65
16. Lincoln 52
17. A.Johnson 56
18. Grant 46
19. Hayes 54
20. Garfield 49
21. Arthur 50
22. Cleveland 47
23. B. Harrison 55
24. Cleveland 55
25. McKinley 54
26. T. Roosevelt 42
27. Taft 51
28. Wilson 56
29. Harding 55
30. Coolidge 51
31. Hoover 54
32. F. D. Roosevelt 51
33. Truman 60
34. Eisenhower 62
35. Kennedy 43
36. L. Johnson 55
37. Nixon 56
38. Ford 61
39. Carter 52
40. Reagan 69
41. G. Bush 64
42. Clinton 46
43. G.W. Bush 54
44. Obama 47

75
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(a)
(b)

Calculate x and s for the data 6, 8, 4,9, 8.

Consider the data set 106, 108, 104, 109,
108, which is obtained by adding 100 to
each number given in part (a). Use your
results of part (a) and the properties
stated in Exercises 2.52 and 2.74 to ob-
tain the X and s for this modified data set.
Verify your results by direct calculations
with this new data set.

Consider the data set —18, —24, —12,
—27, —24, which is obtained by multiply-
ing each number of part (a) by —3. Re-
peat the problem given in part (b) for this
new data set.

()

Refer to the class data in Exercise 2.100. Cal-
culate the following.

(a)
(b) x and s for the heights of females.
()

X and s for the heights of males.

Median and the quartiles for the heights
of males.

(d) Median and the quartiles for the heights
of females.

In a genetic study, a regular food was placed in
each of 20 vials and the number of flies of a
particular genotype feeding on each vial
recorded. The counts of flies were also recorded
for another set of 20 vials that contained grape
juice. The following data sets were obtained
(courtesy of C. Denniston and J. Mitchell).

No. of Flies (Regular Food)
31 16 22 22 23 33 38 28
21 23 29 26 40 20 19 31

15 20
25 20

No. of Flies (Grape Juice)

6 19 0 2 11 12 13 12 5 16
2 7 13 20 18 19 19 9 9 9

(a) Plot separate dot diagrams for the two
data sets.

(b) Make a visual comparison of the two dis-
tributions with respect to their centers
and spreads.

(¢) Calculate X and s for each data set.

The data below were obtained from a detailed
record of purchases of toothpaste over several
years (courtesy of A. Banerjee). The usage

times (in weeks) per ounce of toothpaste for a
household taken from a consumer panel were

.74 45 80 95 .84 82 .78 .82 .89 .75 .76 .81
.85 .75 89 .76 .89 99 .71 .77 .55 .85 .77 .87

2.113

2.114

(a) Plot a dot diagram of the data.

(b) Find the relative frequency of the usage
times that do not exceed .80.

(c) Calculate the mean and the standard de-
viation.

(d) Calculate the median and the quartiles.

To study how first-grade students utilize their
time when assigned to a math task, a researcher
observes 24 students and records their times
off-task out of 20 minutes. The dotplot appears
on page 3. (courtesy of T. Romberg).

Times Off-Task (minutes)

4 0 2 2 4 1
4 6 9 7 2

5 4 13 7 7 10
10 O 5 3 9 8

For this data set, find:

(a) Mean and standard deviation.
(b) Median.

() Range.

The following summary statistics were ob-
tained from a data set.

x = 80.5 Median = 84.0
s = 10.5 Q; = 755
Qs = 96.0

Approximately what proportion of the obser-
vations are:

(a) Below 96.0?

(b) Above 84.0?

(c) In the interval 59.5 to 101.5?
(d) In the interval 75.5 to 96.0?
(e) In the interval 49.0 to 112.0?

State which of your answers are based on the
assumption of a bell-shaped distribution.
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The 50 measurements of acid rain in Wiscon-
sin, whose histogram is given on the cover
page of the chapter, are

3.58 3.80 4.01 4.01 4.05 4.05
412 418 420 421 4.27 4.28
430 432 433 435 435 4.41
442 445 445 450 450 4.50
450 451 452 452 452 457
458 4.60 461 461 4.62 462
4.65 470 470 4.70 4.70 4.72
478 4.78 480 5.07 520 5.26
541 5.48

(a) Calculate the median and quartiles.
(b) Find the 90th percentile.

() Determine the mean and standard devia-
tion.

()
Refer to Exercise 2.115.

(a) Determine the intervals x = s, x =
andx * 3s.

What proportions of the measurements
lie in those intervals?

Display the data in the form of a boxplot.

2s,

(b)

(¢) Compare your findings with the empirical
guidelines for bell-shaped distributions.

Refer to the earthquake size data in Exercise
2.20.

(a) Calculate the median and quartiles.

(b) Calculate the mean and standard devia-
tion.

(c) Display the data in the form of a boxplot.

The Dow Jones average provides an indication
of overall market level. The changes in this av-
erage, from year end, from 1969 to 1970
through 2007 to 2008 are summarized in the
following frequency table, where the left-hand
endpoint is excluded.

Yearly Changes in the Dow Jones Average

Change in DJ Average Frequency

(—4500, —1600] 1
(—1600, —850] 1
(-850, —250] 2
(-250, 0] 8

(0, 250] 13

2.119
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(250, 850] 6
(850, 1650] 5
(1650, 2450] 3
Total 39

(a) Calculate the relative frequency for the
intervals.

(b) Plot the relative frequency histogram.

(Hint: Since the intervals have unequal

widths, make the height of each rectangle

equal to the relative frequency divided by

the width of the interval.)
(c) What proportion of the changes were
negative?
Comment on the location and shape of
the distribution.

(d)

The winning times of the men’s 400-meter
freestyle swimming in the Olympics (1964 to
2008) appear in the following table.

Winning Times in Minutes and Seconds

Year Time
1964 4:12.2
1968 4:09.0
1972 4:00.27
1976 3:51.93
1980 3:51.31
1984 3:51.23
1988 3:46.95
1992 3:45.00
1996 3:47.97
2000 3:40.59
2004 3:43.10
2008 3:41.86

(a) Draw a dot diagram and label the points
according to time order.

(b) Explain why it is not reasonable to group

the data into a frequency distribution.

The mode of a collection of observations is de-
fined as the observed value with largest relative
frequency. The mode is sometimes used as a
center value. There can be more than one
mode in a data set. Find the mode for the data
given in Exercise 2.13.
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2.121 Lightning causes many deaths each year in the
United States. The yearly number of deaths for

50 years, 1959 through 2008 are, by rows,

183129 149 153 165 129 149 110 88129 131 122 122

94124102 91 74 98 88 63 74 66 77 77 67
74 68 88 68 67 74 73 41 43 69 85 53 42
44 46 51 44 51 43 32 38 47 45 27

Obtain the mean and standard deviation.

2.122  With reference to the lightning data in Exercise

2121,
(a) Make a time plot of the data.

(b) Comment on the appropriateness of pre-
senting the mean and standard deviation
as summaries.

The Following Exercises Require a Computer.

Calculations of the descriptive statistics such as X and s
are increasingly tedious with larger data sets. Current
computer software programs alleviate the drudgery of
hand calculations. Use MINITAB or some other pack-
age program.

2.123 Find x and s for:

(a) The lizard data in Exercise 2.19.
(b) The acid rain data in Exercise 2.115.

2.124 Lumber intended for building houses and other
structures must be monitored for strength. The
measurement of strength (pounds per square
inch) for 61 specimens of Southern Pine (Source:

U.S. Forest Products Laboratory) yielded

4001 3927 3048 4298 4000 3445
4949 3530 3075 4012 3797 3550
4027 3571 3738 5157 3598 4749
4263 3894 4262 4232 3852 4256
3271 4315 3078 3607 3889 3147
3421 3531 3987 4120 4349 4071
3686 3332 3285 3739 3544
4103 3401 3601 3717 4846
5005 3991 2866 3561 4003
4387 3510 2884 3819 3173
3470 3340 3214 3670 3694

Using MINITAB, the sequence of choices

Data(in 2.126.txt):

Strength

Dialog box:

Stat > Basic Statistics > Graphical Summary.
Type Strength in Variables. Click OK.

produces a rather complete summary of the
data. It includes the output on page 79.

(a) Use this output to identify a departure
from a bell-shaped pattern.

(b) MINITAB wuses a slightly different scheme
to determine the first and third quartiles,
but the difference is not of practical impor-
tance with large samples. Calculate the first
quartile using the definition in this book
and compare with the value in the output.

2.125 Find X and s for the data set in Table 4.

2.126 Find X and s for the final times to run 1.5 miles

in Table D.5 in the Data Bank.

2.127 The SAS computer software package produced
the output on page 79. Compare the mean and
standard deviation with that of the MINITAB
output in Exercise 2.124. Which output gives

more digits?

2.128 The salmon fisheries support a primary indus-
try in Alaska and their management is of high
priority. Salmon are born in freshwater rivers
and streams but then swim out into the ocean
for a few years before returning to spawn and
die. In order to identify the origins of mature
fish, researchers studied growth rings on their
scales. The growth the first year in freshwater
is measured by the width of the growth rings
for that period of life. The growth ring for the
first year in the ocean environment will give an
indication of growth for that period. A set of
these measurements are given in Table D.7 in
the Data Bank.

(a) Describe the freshwater growth for males
by making a histogram and calculating the
mean, standard deviation, and quartiles.
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V=~
/1 e

// \

Mean
StDev

Variance 263724.4
Skewness  0.577366
Kurtosis 0.265812

N

3801.0
513.5

61

Minimum 2866.0
1
| | | |\:|_ lst Quartile  3457.5
3000 3600 4200 4800 Median 3738.0
3rd Quartile 4087.0
_|:|: . Maximum 5157.0
Figure 20 MINITAB output for Exercise 2.124.
UNIVARIATE PROCEDURE
VARIABLE = X1
MOMENTS
N 61 VARIANCE 263724 .4
MEAN 3800.951
STD DEV 513.5411
QUANTILES (DEF = 5)
100% MAX 5157 99% 5157
75% Q3 4071 95% 4846
50% MED 3738 90% 4349
25% Q1 3470 10% 3173
0% MIN 2866 5% 3075
1% 2866
RANGE 2291
Q3-01 601
EXTREMES
LOWEST 0OBS HIGHEST OBS
2866( 3D) 4749( 28)
2884( 42) 4846( 22)
3048( 3) 4949( 12)
3075( 14) 5005( 29)
3078( a7) 5157( 26)

Figure 21 SAS output for Exercise 2.125.
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(b) Describe the freshwater growth for females
by making a histogram and calculating the
mean, standard deviation, and quartiles.

(¢) Construct boxplots to compare the growth
of males and females.

Refer to the alligator data in Table D.11 of the
Data Bank. Using the data on x5 for thirty-
seven alligators:

(a) Make a histogram.

(b) Obtain the sample mean and standard de-
viation.

Refer to Exercise 2.129.

(a) Obtain the quartiles.

2.131

(b) Obtain the 90th percentile. How many of
the alligators above the 90th percentile
are female?

Refer to the data on malt extract in Table D.8
of the Data Bank.

(a) Obtain sample mean and standard devia-
tion.

(b) Obtain quartiles.

() Check conformity with the empirical
rule.
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Hydrogen-Carbon Association in Moon Rocks

© Photo Researchers.

In their quest for clues to the origin and composition of the planets, scientists
performed chemical analyses of rock specimens collected by astronauts and un-
manned space probes. The Apollo moon landings made it possible to study first-
hand the geology of the moon. Eleven lunar rocks were analyzed for carbon and
hydrogen content.

100 [— O

Carbon (ppm)

20 |—

o | | | | |
0

25 50 75 100 125
Hydrogen (ppm)
Content of moon rocks

Rocks with large amounts of hydrogen tend to have large amounts of carbon.
Other rocks tend to have small amounts of both elements, indicating a positive
association between hydrogen and carbon content.
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1. INTRODUCTION

In Chapter 2, we discussed the organization and summary description of data
concerning a single variable. Observations on two or more variables are often
recorded for the individual sampling units; the height and weight of individuals,
or the number of goals scored by and against a team. By studying such bivariate
or multivariate data, one typically wishes to discover if any relationships exist
between the variables, how strong the relationships appear to be, and whether
one variable of primary interest can be effectively predicted from information
on the values of the other variables. To illustrate the concepts, we restrict our at-
tention to the simplest case where only two characteristics are observed on the
individual sampling units. Some examples are:

Gender and the type of occupation of college graduates.
Smoking habit and lung capacity of adult males.
Average daily carbohydrate intake and protein intake of 10-year-old children.

The age of an aircraft and the time required for repairs.

The two characteristics observed may both be qualitative traits, both numer-
ical variables, or one of each kind. For brevity, we will only deal with situations
where the characteristics observed are either both categorical or both numerical.
Summarization of bivariate categorical data is discussed in Section 2. Sections 4,
5, and 6 are concerned with bivariate measurement data and treat such issues as
graphical presentations, examination of relationship, and prediction of one vari-
able from another.

2.  SUMMARIZATION OF BIVARIATE CATEGORICAL DATA

Example 1

When two traits are observed for the individual sampling units and each trait is
recorded in some qualitative categories, the resulting data can be summarized in
the form of a two-way frequency table. The categories for one trait are marked
along the left margin, those for the other along the upper margin, and the fre-
quency counts recorded in the cells. The total frequency for any row is given in
the right-hand margin and those for any column given at the bottom margin.
Both are called marginal totals.

Data in this summary form are commonly called cross-classified or cross-
tabulated data. In statistical terminology, they are also called contingency
tables.

Calculation of Relative Frequencies Aids Interpretation

Four hundred undergraduates were surveyed concerning their part-time work
during the semester. The number of hours worked last week was categorized
as: worked 10 or few hours, worked more than 10 hours, or did not work.
The students were also categorized as underclassman or upperclassman. The
cross-tabulated frequency counts are presented as Table 1.
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TABLE 1 Cross-Tabulated Frequency Counts of Work Hours

Work 10 Work More
No Job Hours or Less Than 10 Hours Total
Underclassman 132 28 20 180
Upperclassman | 124 44 52 220
Total 256 72 72 400

The entries of this table are self-explanatory. For instance, of the 400 students
polled, 180 were underclassman. Among these, 132 did not work, 28 worked 10
hours or less, and 20 worked more than 10 hours. To gain further understanding

of how the responses are distributed, calculate the relative frequencies.

SOLUTION

TABLE 2 Relative Frequencies for the Data of Table 1

For this purpose, we divide each cell frequency by the sample size 400. The
relative frequencies, for instance 44/400 = .11, are shown in Table 2.

Work 10 Work More
No Job Hours or Less Than 10 Hours Total
Underclassman .33 .07 .05 45
Upperclassman | .31 11 13 .55
Total .64 .18 18

1.00 \
Depending on the specific context of a cross-tabulation, one may also wish to

examine the cell frequencies relative to a marginal total. In Example 1, you may
wish to compare the pattern of part-time work for underclassmen with that of
the upperclassman. This is accomplished by calculating the relative frequencies
separately for the two groups. For instance, 44/220 = .200, as Table 3 shows.

TABLE 3 Relative Frequencies by Class

Work 10 Work More
No Job Hours or Less Than 10 Hours Total
Underclassman | .733 .156 111 1.000
Upperclassman | .564 .200 .236 1.000

From the calculations presented in Table 3, it appears that a larger pro-
portion of upperclassmen hold part-time jobs and that they tend to work

more than 10 hours a week.

Now the pertinent question is: Can these observed differences be ex-
plained by chance or are there real differences in the pattern of part-time
work between the populations of the two classes? We will pursue this aspect
of statistical inference in Chapter 13.
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SIMPSON’S PARADOX

Quite surprising and misleading conclusions can occur when data from different
sources are combined into a single table. We illustrate this reversal of implica-
tions with graduate school admissions data.

Combining Tables Can Produce Misleading Summaries

We consider graduate school admissions at a large midwestern university but,
to simplify, we use only two departments as the whole school. We are inter-
ested in comparing admission rates by gender and obtain the data in Table 4
for the school.

TABLE 4 School Admission Rates

Admit  Not Admit | Total Applicants
Male 233 324 557
Female 88 194 282
Total 321 518 839

Does there appear to be a gender bias?

It is clear from these admissions statistics that the proportion of males ad-
mitted, 233/557 = .418, is greater than the proportion of females admit-
ted, 88/282 = .312.

Does this imply some type of discrimination? Not necessarily. By checking
the admission records, we were able to further categorize the cases according
to department in Table 5. Table 4 is the aggregate of these two sets of data.

TABLE 5 Admission Rates by Department

Mechanical Engineering History
Not Not
Admit Admit [ Total Admit Admit | Total
Male 151 35 186 Male 82 289 371
Female 16 2 18 Female 72 192 264
Total 167 37 204 Total 154 481 635

One of the two departments, mechanical engineering, has mostly male appli-
cants. Even so, the proportion of males admitted, 151/186 = .812, is smaller
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than the proportion of females admitted, 16/18 = .889.The same is true for
the history department where the proportion of males admitted, 82/371 =
.221, is again smaller than the proportion of females admitted, 72/264 =
.273. When the data are studied department by department, the reverse but
correct conclusion holds; females have a higher admission rate in both cases!
To obtain the correct interpretation, these data need to be presented as
the full three-way table of gender-admission action-department as given
above. If department is ignored as in Table 4, and the data aggregated across
this variable, “department” can act as an unrecorded or lurking variable. In this
example, it has reversed the direction of possible gender bias and led to the er-

roneous conclusion that males have a higher admission rate than females.

The reversal of the comparison, such as in Example 2, when data are com-
bined from several groups is called Simpson’s paradox.

When data from several sources are aggregated into a single table, there is
always the danger that unreported variables may cause a reversal of the findings.
In practical applications, there is not always agreement on how much effort to
expend following up on unreported variables. When comparing two medical
treatments, the results often need to be adjusted for the age, gender, and some-
times current health of the subjects and other variables.

Exercises
3.1 Nausea from air sickness affects some travelers. 3.2  Breakfast cereals from three leading manufactur-
A drug company, wanting to establish the effec- ers can be classified either above average or be-
tiveness of its motion sickness pill, randomly low average in sugar content. Data for ten cere-
gives either its pill or a look-alike sugar pill als from each manufacturer are given below:
(placebo) to 200 passengers.
Below Average Above Average | Total
Degree of Nausea
lich d ! General Mills 3 7 10
None Slight Moderate Severe | Tota Kellogg's 4 6 10
pill 43 36 18 3 | 100 Quaker 6 4 10
Placebo 19 33 36 12 100 Total
Total

(a) Complete the marginal totals.

(b) Calculate the relative frequencies sepa-
rately for each row.

(c) Comment on any apparent differences in
response between the pill and the placebo.

(a) Complete the marginal totals.

(b) Calculate the relative frequencies sepa-

rately for each row.

(c) Comment on any apparent differences be-
tween the cereals produced by the three

companies.
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At the conclusion of one semester, a sample of
250 juniors was questioned about how much
they had studied for each of their final exams.
Students were also classified as social science, bio-
logical, or physical science majors.

Number of Hours of Study for Each Final

3.6
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Interviews with 150 persons engaged in a stress-
ful occupation revealed that 57 were alcoholics,
64 were mentally depressed, and 42 were both.

(a) Based on these records, complete the fol-
lowing two-way frequency table.

(b) Calculate the relative frequencies.

Alcoholic

Not Alcoholic

Major

10 or less More thanl0

Biological

30 45

Total

Depressed
Not depressed

Physical 15 35
Social 65 60

Compare the times studying for finals by calcu-
lating the relative frequencies.

A survey was conducted to study the attitudes of
the faculty, academic staff, and students in regard
to a proposed measure for reducing the heating
and air-conditioning expenses on campus.

Favor Indifferent Opposed | Total

Faculty 36 42
Academic staff 44 77
Students

122
129
116

200
250
400

106 178

35

Compare the attitude patterns of the three
groups by computing the relative frequencies.

Groundwater from 19 wells was classified as low
or high in alkalinity and low or high in dissolved
iron. There were 9 wells with high alkalinity, 7
that were high in iron, and 5 that were high in
both.

(a) Based on these data, complete the follow-
ing two-way frequency table.

Calculate the relative frequencies of the
cells.

(b)

() Calculate the relative frequencies sepa-
rately for each row.

Iron

Alkalinity Low  High

Low
High

Total

3.7

3.8

3.9

Cross-tabulate the “Class data” of Exercise 2.100
according to gender (M, F) and the general areas
of intended major (H, S, B, P). Calculate the rel-
ative frequencies.

A psychologist interested in obese children gath-
ered data on a group of children and their parents.

Child

Parent

Obese

Not Obese

At least one obese
Neither obese

12
8

24
36

(a)
(b)

Calculate the marginal totals.

Convert the frequencies to relative fre-

quencies.

(c) Calculate the relative frequencies sepa-
rately for each row.

Typically, there is a gender unbalance among
tenured faculty, especially in the sciences. At a
large university, tenured faculty members in two
departments, English and Computer Science,
were categorized according to gender.

Male Female
English 23 19
Computer Science 27 5

(a) Calculate relative frequencies separately
for each row.

(b)

Comment on major differences in the pat-
terns for the two rows.
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3.10 A large research hospital and a community hos- 3.11 Refer to Exercise 3.10. Not all surgery cases, even
pital are located in your area. The surgery of the same type, are equally serious. Large re-
records for the two hospitals are: search hospitals tend to get the most serious

surgery cases, whereas community hospitals tend
to get more of the routine cases. Suppose that pa-
Died Survived | Total tients can be classified as being in either “Good” or
“Poor” condition and the outcomes of surgery are
Research hospital 90 2110 2200 as shown in table below.
Community hospital 23 677 700 (a) Calculate the proportions that survive for
each hospital and each condition.
e ) ) (b) From these data, which hospital would you
The outcome is survived” if the patient lives at choose if you were in good condition? If
least six weeks. you were in bad condition?
(a) Calculate the proportion of patients that (c) Compare your answer with that to

survive surgery at each of the hospitals.

(b)

Which hospital do these data suggest you
should choose for surgery?

Exercise 3.10. Explain this reversal as an
example of Simpson’s paradox and identify
the lurking variable in Exercise 3.10.

Survival Rates by Condition

Good Condition Poor Condition
Died Survived | Total Died Survived | Total
Research hospital 15 685 700 Research hospital 75 1425 1500
Community hospital 16 584 600 Community hospital 7 93 100
Total 31 1269 1300 Total 82 1518 1600

3. A DESIGNED EXPERIMENT FOR MAKING A COMPARISON

We regularly encounter claims that, as a group, smokers have worse health records
than nonsmokers with respect to one disease or another or that a new medical treat-
ment is better than the former one. Properly designed experiments can often provide
data that are so conclusive that a comparison is clear-cut. An example of a compara-
tive study will illustrate the design issue and how to conduct an experiment.

During the early development of a medicated skin patch to help smokers break
the habit, a test was conducted with 112 volunteers. The experimenters wanted to
avoid errorneous conclusions caused by the so-called placebo effect when a treat-
ment, with no therapeutic value, is administered to a subject but their symptoms im-
prove anyway. One explanation is the positive thinking of subjects having high ex-
pectations of getting better and who believe the real treatment will work.
Consequently, half the volunteers were given an unmedicated skin patch. The data will
consist of a count of the number of persons who are abstinent at the end of the study.

Purpose: To determine the effectiveness of a medicated nicotine patch
for smoking cessation based on the end-of-therapy numbers of abstinent
persons in the medicated and unmedicated groups.
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What is involved in comparing two approaches or methods for doing some-
thing? First the subjects, or experimental units, must be assigned to the two groups
in such a manner that neither method is favored. One approach is to list the sub-
jects’ names on a piece of paper, cut the paper into strips, each with one name on
it, and then draw one at a time until half the names are drawn. Ideally, we like to
have groups of equal size, so if there is an odd number of subjects, draw just over
one-half. These subjects are assigned to the first approach. The other subjects are
assigned to the second approach. This step, called random assignment, helps guar-
antee a valid comparison. Any subject likely to respond positively has the same
chance of supporting the first approach as supporting the second approach. When
subjects cannot be randomly assigned, we will never know if observed differences
in the number of abstinent smokers is due to the approaches or some other vari-
ables associated with the particular persons assigned to the two groups.

Subjects were randomly assigned to the medicated or unmedicated
(placebo) groups. They were not told which group. As with many medical trials,
this was a double blind trial. That is, the medical staff in contact with the pa-
tients was also kept unaware of which patients were getting the treated patch
and which were not. At the end of the study, the number of persons in each
group who were abstinent and who were smoking were recorded.

The data' collected from this experiment are summarized in Table 6.

TABLE 6 Quitting Smoking

Abstinent ~ Smoking

Medicated patch 21 36 57
Unmedicated patch 11 44 55
32 80 112

The proportion abstinent is 21/57 = .368 for the medicated skin patch
group and only 11/55 = .200 for the control. The medicated patch seems to
work. Later, in Chapter 10, we verify that the difference .368 — .200 = .168
is greater than can be explained by chance variation.

In any application where the subjects might learn from the subjects before
them, it would be a poor idea to perform all the trials for treatment 1 and then
all those for treatment 2. Learning or other uncontrolled variables must not be
given the opportunity to systematically affect the experiment. We could num-
ber the subjects 1 to 112 and write each of these numbers on a separate slip of
paper. The 112 slips of paper should be mixed and then drawn one at a time to
determine the sequence in which the trials are conducted.

Researchers continue to investigate the effectiveness of patches. One study
presents evidence against the effectiveness of patches.?

' M. Fiore, S. Kenford, D. Jorenby, D. Wetter, S. Smith, and T. Baker. “Two Studies of the Clinical
Effectiveness of the Nicotine Patch with Different Counseling Treatments.” Chest 105 (1994),
pp. 524-533.

2A. Albert, et al. “Nicotine replacement therapy use among a cohort of smokers,” Journal of Addictive
Diseases 24(1) (2005), pp. 101-113.
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Exercises

3.12 With reference to the quit-smoking experiment,
suppose two new subjects are available. Explain
how you would assign one subject to receive the
placebo and one to receive the medicated patch.

3.13  With reference to the quit-smoking experiment:

(a) Suppose the placebo trials were ignored
and you were only told that 21 of 57 were

(b)

abstinent after using the medicated patches.
Would this now appear to be stronger evi-
dence in favor of the patches?

Explain why the placebo trials provide a
more valid reference for results of the med-
icated patch trials.

4. SCATTER DIAGRAM OF BIVARIATE MEASUREMENT DATA

We now turn to a description of data sets concerning two variables, each mea-
sured on a numerical scale. For ease of reference, we will label one variable x
and the other y. Thus, two numerical observations (x, y) are recorded for each
sampling unit. These observations are paired in the sense that an (x, y) pair
arises from the same sampling unit. An x observation from one pair and an x or
y from another are unrelated. For n sampling units, we can write the measure-
ment pairs as

(xllyl)l (foyZ);- By (xnlyn)

The set of x measurements alone, if we disregard the y measurements, con-
stitutes a data set for one variable. The methods of Chapter 2 can be employed
for descriptive purposes, including graphical presentation of the pattern of dis-
tribution of the measurements, and calculation of the mean, standard deviation,
and other quantities. Likewise, the y measurements can be studied disregarding
the x measurements. However, a major purpose of collecting bivariate data is to
answer such questions as:

Are the variables related?
What form of relationship is indicated by the data?
Can we quantify the strength of their relationship?

Can we predict one variable from the other?

Studying either the x measurements by themselves or the y measurements by
themselves would not help answer these questions.

An important first step in studying the relationship between two variables is to
graph the data. To this end, the variable x is marked along the horizontal axis and y
on the vertical axis on a graph paper. The pairs (x, y) of observations are then plot-
ted as dots on the graph. The resulting diagram is called a scatter diagram or scat-
ter plot. By looking at the scatter diagram, a visual impression can be formed about
the relation between the variables. For instance, we can observe whether the points
band around a line or a curve or if they form a patternless cluster.
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Example 3 A Scatter Diagram Provides a Visual Display of a Relationship
Recorded in Table 7 are the data of

x = Undergraduate GPA

and
y = Score in the Graduate Management Aptitude Test (GMAT)

for applicants seeking admission to an MBA program.
Construct a scatter diagram.

TABLE 7 Data of Undergraduate GPA

x and GMAT Score y 700 — °
X y b v X y
600 (— o ©
3.63 447 | 236 399 | 2.80 444 o*
3.59 588 | 236 482 | 3.13 416 o0 ° K
330 563 | 266 420 | 3.01 471 = 500 — o e’
3.40 553 | 2.68 414 | 2.79 490 = * . . e .

350 572 | 248 533 | 2.89 431 - 1 s e
378 591 | 246 509 | 291 446 0
344 692 | 2.63 504 | 275 546

348 528 | 244 336 | 2.73 467 300 |

347 552 | 213 408 | 3.12 463

335 520 | 241 469 | 3.08 440 L ‘ ‘

339 543 | 255 538 | 3.03 419 5 3 ;
3.00 509 aPA

Figure 1 Scatter diagram of applicants’ scores.

SOLUTION  The scatter diagram is plotted in Figure 1. The southwest-to-northeast pat-
tern of the points indicates a positive relation between x and y. That is, the

applicants with a high GPA tend to have a high GMAT. Evidently, the rela- \

tion is far from a perfect mathematical relation.

When the two measurements are made on two or more groups, visual
comparisons between groups are made by plotting the points on the same
scatter plot. A different symbol is used for each group. The resulting graph is
called a multiple scatter plot where “multiple” refers to groups.



92 CHAPTER 3/DESCRIPTIVE STUDY OF BIVARIATE DATA

Example 4 A Multiple Scatter Diagram for Visually Comparing Relationships

Concern was raised by environmentalists that spills of contaminants were af-
fecting wildlife in and around an adjacent lake. Estrogenic contaminants in
the environment can have grave consequences on the ability of living things
to reproduce. Researchers examined the reproductive development of young
male alligators hatched from eggs taken from around (1) Lake Apopka, the
lake which was contaminated, and (2) Lake Woodruff, which acted as a con-
trol. The contaminants were thought to influence sex steroid concentrations.
The concentrations of two steroids, estradiol and testosterone, were deter-
mined by radioimmunoassay.

Lake Apopka
Estradiol | 383 23 53 37 30

Testosterone | 22 24 8 6 7

Lake Woodruff
Estradiol | 29 64 19 36 27 16 15 72 85

Testosterone | 47 20 60 75 12 54 33 53 100

(a) Make a scatter diagram of the two concentrations for the Lake Apopka
alligators.

(b) Create a multiple scatter diagram by adding to the same plot the pairs
of concentrations for the Lake Woodruff male alligators. Use a different
symbol for the two lakes.

(c) Comment on any major differences between the two groups of male

alligators.
100 —
Q
c
o
3
g
3
8 50l
= A
|4 A 4 |
0 25 50 75
Estradiol

(a) Scatter diagram for Lake Apopka



Testosterone

100

50
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— B
B
BB B
N B
B
A A o
B
1A A 14 |
25 50 75
Estradiol

(b) Multiple scatter diagram

Figure 2 Scatter diagrams. A = Lake Apopka.
= Lake Woodruff.

B

SOLUTION (a) Figure 2a gives the scatter diagram for the Lake Apopka alligators.

(b) Figure 2b is the multiple scatter diagram with the points for Lake

©

Woodruff marked as B.

The most prominent feature of the data is that the male alligators from
the contaminated lake have, generally, much lower levels of testosterone
than those from the nearly pollution-free control lake. (The A’s are at
the bottom third of the multiple scatter diagram.) Low testosterone lev-

els in males have grave consequences regarding reproduction.
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The scatter diagram provides a visual impression of the nature of the relation
between the x and y values in a bivariate data set. In a great many cases, the
points appear to band around a straight line. Our visual impression of the close-
ness of the scatter to a linear relation can be quantified by calculating a numeri-
cal measure, called the correlation coefficient.

The correlation coefficient, denoted by r, is a measure of strength of the lin-

ear relation between the x and y variables. Before introducing its formula, we
outline some important features of the correlation coefficient and discuss the
manner in which it serves to measure the strength of a linear relation.

1.

The value of ris always between —1 and +1.

2. The magnitude of r indicates the strength of a linear relation, whereas
its sign indicates the direction. More specifically,
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r>20 if the pattern of (x, y) values is a band that runs from
lower left to upper right.

r<o0 if the pattern of (x, y) values is a band that runs from up-
per left to lower right.

r= +1 if all (x, y) values lie exactly on a straight line with a posi-
tive slope (perfect positive linear relation).

r= -1 if all (x, y) values lie exactly on a straight line with a nega-
tive slope (perfect negative linear relation).
A high numerical value of r, that is, a value close to +1 or —1, repre-
sents a strong linear relation.
3. A value of r close to zero means that the linear association is very weak.
The correlation coefficient is close to zero when there is no visible pattern

of relation; that is, the y values do not change in any direction as the x values
change. A value of r near zero could also happen because the points band

° °
: . e ® o O o °
o5 ° ° e ® o
[ ) ° L/ [ ] o .. L/ °
° .0 ° ° e o °
° ¢ O °
° °
0..30 ®oe . o.
° °
° L) ° o
(ayr=.9 (b)r=.5 (c)r=-5
° o®
° ) ° o0 o LY
.o:. e © ° .:' oo,
° e o ° °
°4,° ° ° oo °,
° ° ° ° °
o ©® e oo .: ¢
e $° o °
° ° o o
- °
(d)r=-9 (e)r=0 (fr=0

Figure 3 Correspondence between the values of  and the amount of scatter.
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around a curve that is far from linear. After all, r measures linear association, and
a markedly bent curve is far from linear.

Figure 3 shows the correspondence between the appearance of a scatter dia-
gram and the value of r. Observe that (e) and (f) correspond to situations
where r = 0. The zero correlation in (e) is due to the absence of any relation
between x and y, whereas in (f) it is due to a relation following a curve that is
far from linear.

CALCULATION OF r

The sample correlation coefficient quantifies the association between two nu-
merically valued characteristics. It is calculated from n pairs of observations on
the two characteristics

(x];yl); (xZ/ yZ)f' S (xn! yn)

The correlation coefficient is best interpreted in terms of the standardized ob-
servations, or sample z values

Observation — Sample mean x; — X

Sample standard deviation Sy

where s, = s (x; — %)2/(n — 1) and the subscript x on s distin-
guishes the sample standard deviation of the x observations from the sample
standard deviation s,, of the y observations.

Since the difference x; — X has the units of x and the sample standard de-
viation s, also has the same units, the standardized observation is free of the
units of measurements. The sample correlation coefficient is the sum of the
products of the standardized x observation times the standardized y observa-
tions divided by n — 1.

Sample Correlation Coefficient

e
n — 1,5 Sy Sy

When the pair (x;, y;) has both components above their sample means or both
below their sample means, the product of standardized observations will be posi-
tive; otherwise it will be negative. Consequently, if most pairs have both compo-
nents simultaneously above or simultaneously below their means, r will be positive.

An alternative formula for r is used for calculation. It is obtained by cancel-
ing the common termn — 1.
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Example 5

SOLUTION

Calculation Formula for the Sample Correlation Coefficient
SX}’

1808

Sy = 2(x = %)y — ¥)

Sxx=2(x—9_c)2 SyyZE(y_f’)z

r =

where

The quantities S, and S, are the sums of squared deviations of the x observa-
tions and the y observations, respectively. S, is the sum of cross products of the
x deviations with the y deviations. This formula will be examined in more detail
in Chapter 11.

Calculation of Sample Correlation

Calculate r for the n = 4 pairs of observations
25 (1,3 (6) (02
We first determine the mean X and deviations x — Znd then y and the devi-

ations y — ¥. See Table 8.

TABLE 8 Calculation of r

x y x-x y-3 (x-%)?7 (vy-3)7° (x-x)(y - 7)
2 5 0 1 0 1 0
1 3 -1 -1 1 1 1
5 6 3 2 9 4 6
0 2 ) -2 4 4 4
Total 8 16 0 0 14 10 11
x = 2 ? =4 Sxx Syy Sxy

Consequently,

Sxy _ 11
So\S,y V14410

The value .930 is large and it implies a strong association where both x and y
tend to be small or both tend to be large.

It is sometimes convenient, when using hand-held calculators, to evaluate r
using the alternative formulas for Sy, S,,, and S,,, (see Appendix A1.2).

r =

= .930
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(3y)°

Sy = Sy -

(3:)(sy)

n

Sxy = 2 Xy —
This calculation is illustrated in Table 9.

TABLE 9 Alternate Calculation of r

2 2
X y X y Xy
2 5 4 25 10
1 3 1 9 3
5 6 25 36 30
0 2 0 4 0
Total 8 16 30 74 43
Sx Sy [ 3% Sy Say
X
n_ S8 . 16
r = > = .930
82 (16)
. 74 _
oot 4

We remind the reader that » measures the closeness of the pattern of scatter to
a line. Figure 3f on page 94 presents a strong relationship between x and y, but one
that is not linear. The small value of r for these data does not properly reflect the
strength of the relation. Clearly, r is not an appropriate summary of a curved pat-
tern. Another situation where the sample correlation coefficient r is not appropri-
ate occurs when the scatter plot breaks into two clusters. Faced with separate clus-
ters as depicted in Figure 4, it is best to try and determine the underlying cause. It
may be that a part of the sample has come from one population and a part from
another.

%%
0q ©

Figure 4 ris not
appropriate—samples
from two populations.
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Example 6

SOLUTION

CORRELATION AND CAUSATION

Data analysts often jump to unjustified conclusions by mistaking an observed
correlation for a cause-and-effect relationship. A high sample correlation coeffi-
cient does not necessarily signify a causal relation between two variables. A clas-
sic example concerns an observed high positive correlation between the number
of storks sighted and the number of births in a European city. It is hoped no one
would use this evidence to conclude that storks bring babies or, worse yet, that
killing storks would control population growth.

The observation that two variables tend to simultaneously vary in a certain di-
rection does not imply the presence of a direct relationship between them. If we
record the monthly number of homicides x and the monthly number of religious
meetings y for several cities of widely varying sizes, the data will probably indicate
a high positive correlation. It is the fluctuation of a third variable (namely, the city
population) that causes x and y to vary in the same direction, despite the fact that
x and y may be unrelated or even negatively related. Picturesquely, the third vari-
able, which in this example is actually causing the observed correlation between
crime and religious meetings, is referred to as a lurking variable. The false correla-
tion that it produces is called a spurious correlation. It is more a matter of com-
mon sense than of statistical reasoning to determine if an observed correlation has
a practical interpretation or is spurious.

An observed correlation between two variables may be spurious. That
is, it may be caused by the influence of a third variable.

When using the correlation coefficient as a measure of relationship, we
must be careful to avoid the possibility that a lurking variable is affecting any of
the variables under consideration.

Spurious Correlation Caused by Lurking Variables

Figure 5 gives a scatter diagram of the number of person in prison, under
state or federal jurisdiction, and the number of cell phone subscribers in each
of 10 years. Both variables are measured in millions (see Exercise 3.29).

This plot exhibits a pattern of strong positive correlation; the numerical
value r = .987. Would restricting the number of cell phones result in fewer
persons in prison?

The scatter diagram reveals a strong positive correlation, but common sense
suggests there is no cause-and-effect relation to tie an increase in the number
of cell phone subscribers to an increase in the prison population. Realistically,
the two variables should not have a causal relationship.

In Figure 6 we have repeated the scatter diagram but have labeled
each point according to the year. For example, 03 stands for 2003. The
years increase exactly in the same order as the points from lower left to
upper right in the scatter diagram. More things change over time or from
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1.6

— —
» o1
[ )

—_
w

Number of inmates (millions)

L2Ire | | | |
50 100 150 200 250

Number of cell phones (millions)

Figure 5 Scatter diagram reveals pattern of strong positive correlation.

year to year. Year is just a stand-in, or proxy, for all of them. Since the
population of the United States increased over these years, population size
could be one lurking variable.

Once the year notation is added to the graph, it is clear that other variables
are leading to the observed correlation. A graph, with time order added, can of-
ten help discredit false claims of causal relations. If the order of the years had
been scrambled, we could not discredit the suggestion of a causal relation.

1.6
® 06
_ ® 05
(2]
£ 15
E
@ ® 04
5 14 ®03
£ ®02
5 ® 01
g ® 00
S 13 099
=
® 98
el Tt | | | |
50 100 150 200 250

Number of cell phones (millions)

Figure 6 Scatter diagram pattern has strong relation to year.
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Exercises

Lurking Variables

The Insurance Institute for Highway Safety 2007 report announced the
safest and unsafest 2001-2004 car models for the period 2002 to 2004 in
terms of fewest fatalities per one million registered vehicle years. The
death rates, shown in parantheses, are given in terms of one million cars
that are registered for the year.

Lowest Fatality Rates Highest Fatality Rates
Chevrolet Astro (7) Chevrolet Blazer 2 dr. (232)
Infiniti G35 (11) Acura RSX (202)
BMW 7 Series (11) Nissan 350Z (193)
Toyota 4Runner (13) Kia Spectra (191)
Audi A4/S4 Quattro (14) Pontiac Sunfire (179)
Mercedes-Benz E-Class (14) Kia Rio (175)

Toyota Highlander (14)
Mercedes-Benz M-Class (14)

Although it must be acknowledged there is truth in the statement that
larger cars are generally safer than small cars, there is a big lurking variable
here—the driver. How often does the teenager cruise in the luxury car?
There is a strong correlation between the age of the driver and the type of
car driven and also between the age of the driver and driver behavior.

To its credit, the institute’s report states that although the Chevrolet
Astro’s performance in frontal crash tests is abysmal, it does much better on
fatalities than the Blazer. The Infiniti G35 shares many features with the
Nissan 350Z. To reiterate, driver behavior is an important lurking variable.

WARNING. Don'’t confuse the existence of a high correlation between two
variables with the situation where one is the cause of the other. Recall Example 6,
where the number of cell phones and the number of persons in prison have a high
correlation. There is no commonsense connection—no causal relation.
A high correlation between two variables can sometimes be caused when
there is a third, “lurking” variable that strongly influences both of them.

3.14 Would you expect a positive, negative, or nearly
zero correlation for each of the following? Give
reasons for your answers.

(a) The physical fitness of a dog and the physi-
cal fitness of the owner.

(b) For each person, the number of songs

downloaded from the Internet last month sales for real estate firms.

and the number of hours listening to MP3
format music.

tional league baseball teams.

(¢) For a student, the number of friends listed
on their personal Internet sites and the num-
ber of hours they are active on the Internet.

3.15 In each of the following instances, would you
expect a positive, negative, or zero correlation?

(@) Number of salespersons and total dollar

(b) Total payroll and percent of wins of na-
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The amount spent on a week of TV adver-
tising and sales of a cola.

()
(d) Age of adults and their ability to maintain
a strenuous exercise program.

Data collected since 2000 revealed a positive cor-
relation between the federal debt and attendance
at National Football League games. Would re-
stricting the number of persons attending games
reduce the national debt? Explain your answer.

If the value of r is small, can we conclude that
there is not a strong relationship between the
two variables?

For the data set

x|12746

vle s 2 4 3

(a)
(b)

(9

Construct a scatter diagram.

Guess the sign and value of the correlation
coefficient.

Calculate the correlation coefficient.

Refer to the alligator data in Table D.11 of the
Data Bank. Using the data on x_ and x, for male

3 4

and female alligators from Lake Apopka:

(a)

(b)

(c)

Make a scatter diagram of the pairs of
concentrations for the male alligators.
Calculate the sample correlation coefficient.
Create a multiple scatter diagram by adding,
on the same plot, the pairs of concentrations
for the female alligators. Use a different
symbol for females. Calculate the sample
correlation coefficient for this latter group.
Comment on any major differences be-
tween the male and female alligators.

(a) Construct scatter diagrams of the data sets
x| 0 4 2 6 3
(i)
yl4 6 2 8 5
x| 0 4 2 6 3
(ii)
y |8 2 5 4 6
(b) Calculate r for the data set (i).
() Guess the value of r for the data set (ii)

and then calculate r. (Note: The x and y
values are the same for both sets, but they
are paired differently in the two cases.)

3.21
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Match the following values of r with the correct
diagrams (Figure 7).
(a) -3 Br=.1 (r=2.9

r =

(c)

10 — °
. °
8 — °
°
00:0..:. °
o ® 2™ O °
6 — ° ® o
0.0. °
0. .3
L)
41— > ° ¢ °
°
2 — o ©
0 \ \ \ \ \
0 2 4 6 8 10

Figure 8 Scatter diagram for Exercise 3.22.

3.22

3.23

Is the correlation in Figure 8 about (a) .1, (b) .5,
(c).9,0r (d) —.7?

Calculations from a data set of n = 36 pairs of
(x, y) values have provided the following results.

S(x — x)? =5307 D (y - y)> = 2354
E(x - x)(y —y) = —2043

Obtain the correlation coefficient.
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3.24

3.25

Hydrogen
(ppm)
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Over the years, a traffic officer noticed that cars
with fuzzy dice hanging on the rear-view mirror
always seemed to be speeding. Perhaps tongue in
cheek, he suggested that outlawing the sale of
fuzzy dice would reduce the number of cars ex-
ceeding the speed limit. Comment on lurking
variables.

Heating and combustion analyses were per-
formed in order to study the composition of
moon rocks. Recorded here are the determina-
tions of hydrogen (H) and carbon (C) in parts
per million (ppm) for 11 specimens.

120 82 90 8 38 20 2.8 66 2.0 20 85

Carbon
(ppm)

3.26

Speed

105 110 99 22 50 50 7.3 74 7.7 45 51

Calculate 7.

A zoologist collected 20 wild lizards in the
southwestern United States. After measuring
their total length (mm), they were placed on a
treadmill and their speed (m/sec) recorded.

128 136 1.24 247 194 252 267

Length

179 157 169 146 143 131 159

1.29

1.56 2.66 2.17

1.57 210 2.54

Speed

Length 1142 141 130 142 116 130

Speed |1.63 2.11 257 1.72 0.76 1.02

Body length (cm) | 142 139 140 133 123
Weight (Ib) 86 8 93 86 106
(a) Plot length versus weight for the male

3.28

wolves. From your visual inspection, esti-
mate the value of the correlation coefficient.
Calculate the sample correlation coefficient
for male wolves.

(b)
(c) Create a multiple scatter diagram by adding
the points for female wolves from Table D.9
to your plot in part (a). Do the patterns of
correlation for males and females appear to
be similar or different?

An ongoing study of wolves is being conducted
at the Yukon-Charley Rivers National Preserve.
Table D.9 in the Data Bank gives the physical
characteristics of wolves that were captured.

Females

Body length (cm)

123 129 143 124 125 122 125 122

Weight (Ib)

57 84 90 71 71 77 68 73

3.29

(a) Plot length versus weight for the female
wolves. From your visual inspection, esti-
mate the value of the correlation coefficient.

(b) Calculate the sample correlation coefficient
for female wolves.

Refer to Example 6 concerning spurious correla-

tion. Replace number of cell phone subscribers with

the number of registered motorcycles in millions.

TABLE 10 Variables Showing Spurious

Length

3.27

138 137 134 114 90 114

Create a scatter plot. Comment on any
unusual observations.

(a)
(b) Calculate the sample correlation coeffi-
cient.

An ongoing study of wolves is being conducted
at the Yukon-Charley Rivers National Preserve.
Table D.9 in the Data Bank gives the physical
characteristics of wolves that were captured.

Males
Body length (cm) | 134 143 148 127 136 146
Weight (Ib) 71 93 101 84 88 117

Correlation
Inmates  Cell phones  Motorcycles
(mil) (mil) (mil) Year
1.20 55.3 3.8 1997
1.25 69.2 3.9 1998
1.30 86.0 4.2 1999
1.33 109.4 4.3 2000
1.35 128.4 4.9 2001
1.38 140.8 5.0 2002
1.41 158.7 5.4 2003
1.43 187.1 5.8 2004
1.53 207.9 6.0 2005
1.57 233.0 6.2 2006
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(a) Create a scatter diagram and identify the
kind of association.

(b) Comment on possible lurking variables.

Suppose all x measure-
ments are changed to x’ = ax + b and all y
measurements to y' = ¢y + d, where a, b, ¢,
and d are fixed numbers (a # 0,c # 0). Then
the correlation coefficient remains unchanged if
a and ¢ have the same signs; it changes sign but
not numerical value if a and ¢ are of opposite
signs.

This property of r can be verified along the
lines of Exercise 2.74 in Chapter 2. In particular,
the deviations x — x change to a(x — )
and the deviations y — y changetoc(y — ¥).

Consequently, \S,,, \S,,, and S,, change to
[a|NSy, | c|\S,,, and acS,,, respectively (recall

that we must take the positive square root of a
sum of squares of the deviations). Therefore, r
changes to

ac .- {
lallel

(a) For a numerical verification of this property
of r, consider the data of Exercise 3.18.
Change the x and y measurements accord-
ing to

rif a and ¢ have the same signs

—rif a and ¢ have opposite signs

x'" = 2x — 3
y' = —y + 10

Calculate r from the (x’,y’) measurements and
compare with the result of Exercise 3.18.

(b) Suppose from a data set of height measure-
ments in inches and weight measurements
in pounds, the value of r is found to be .86.
What would the value of 7 be if the heights
were measured in centimeters and weights
in kilograms?

The amount of municipal solid waste created
has become a major problem. According to the
Environmental Protection Agency, the yearly
amounts (millions of tons) are:

103

Year 1960 1970 1980 1990 2000 2007

Garbage
(millions of tons)

88 121 152 205 232 254

Population
(millions)

179 203 227 249 282 302

3.32

3.33

3.34

(a)

Plot the amount of garbage (millions of
tons) versus year.

(b)

Visually, does there appear to be a strong
correlation? Explain.

(©)

Give one possible lurking variable.

Refer to the data on garbage in Exercise 3.31.

(a) Plot the amount of garbage (millions of
tons) versus population (millions).

(b)

Does there appear to be a strong correla-
tion? Explain.

(c) How does your interpretation of the associ-
ation differ from that in Exercise 3.31,

parts (b) and (c)?

Refer to the data on garbage in Exercises 3.31.

(a) Replace year by (year—1960). Calculate
the correlation coefficient between (year—
1960) and amount of garbage in millions of
tons.

(b) Based on your calculation in part (a), what
is the correlation between the year itself
and the amount of garbage? Explain.

Refer to the data on garbage in Exercises 3.31.

(a) Calculate the correlation coefficient
between the amount of garbage in mil-
lions of tons and the population size in
millions.

(b)

Based on your calculation in part (a), give
the correlation coefficient between the
amount of garbage in pounds and popula-
tion size in number of persons. Explain
your answer. [Hint: Recall that there are
2000 pounds in a ton so (number of
pounds) = 2000 X (number of tons).]
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6. PREDICTION OF ONE VARIABLE FROM ANOTHER (LINEAR REGRESSION)

An experimental study of the relation between two variables is often motivated
by a need to predict one from the other. The administrator of a job training pro-
gram may wish to study the relation between the duration of training and the
score of the trainee on a subsequent skill test. A forester may wish to estimate the
timber volume of a tree from the measurement of the trunk diameter a few feet
above the ground. A medical technologist may be interested in predicting the
blood alcohol measurement from the read-out of a newly devised breath analyzer.

In such contexts as these, the predictor or input variable is denoted by x, and the
response or output variable is labeled y. The object is to find the nature of relation
between x and y from experimental data and use the relation to predict the response
variable y from the input variable x. Naturally, the first step in such a study is to plot
and examine the scatter diagram. If a linear relation emerges, the calculation of the
numerical value of 7 will confirm the strength of the linear relation. Its value indi-
cates how effectively y can be predicted from x by fitting a straight line to the data.

A line is determined by two constants as illustrated in Figure 9: its height
above the origin (intercept) and the amount that y increases whenever x is in-
creased by one unit (slope).

.

0 X

Figure 9 Theliney = éo + E}lx.

Chapter 11 explains an objective method of best fitting a straight line,
called the method of least squares. This best fitting line, or least squares line, is
close to the points graphed in the scatter plot in terms of minimizing the aver-
age amount of vertical distance.

Equation of the Line Fitted by Least Squares

y = Bo + Bix
where
Sy _ 2(x — %) (v — F)
Sxx E(x - 9_5)2

Interceptéo =y — Bi1x

Slope [§1 =
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Besides the sample mean X and y, the fitted line involves the sum of the
squared deviations of the x observations, S, , and the sum of the cross products
of the x observations and the y deviations, S,,,. The formulas will be examined
in more detail in Chapter 11.

Example 7 Calculation of the Line Fitted by Least Squares

A chemist wishes to study the relation between the drying time of a paint
and the concentration of a base solvent that facilitates a smooth application.
The data of concentration (grams) x and the observed drying times (minutes)
y are recorded in the first two columns of Table 11. Plot the data, calculate 7,
and obtain the fitted line.

TABLE 11 Data of Concentration x and
Drying Time y (in minutes) and
the Basic Calculations

Concentration | Drying Time
x (g) y (min) 2yt oy
0 1 0 1 0
1 5 1 25 5
2 3 4 9 6
3 9 9 81 27
4 7 16 49 28
Total 10 25 30 165 66

SOLUTION  The scatter diagram in Figure 10 gives the appearance of a linear relation. To
calculate r and determine the equation of the fitted line, we first calculate the
basic quantities X, ¥, Sy, Sy, and S, using the totals in Table 11.

I O
0 1 2 3 4 5«

Figure 10 Scatter diagram.

10 25
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10)2
S 30 - U9 _
5
(25)°
Sy = 165 — =——— = 40
10 X 25
Sy = 66 — 5 - 16
16 16 q
r = = — = .
V40 x 10 20
- 16
Br =75 = 16
Bo =5 - (1.6)2 = 1.8

The equation of the fitted line is

y = 1.8 + 1.6x

The estimated slope 1.6 tells us that one additional gram of solvent results in an
increase of 1.6 minutes in average drying time. The fitted line is shown on the
scatter diagram in Figure 10.

If we are to predict the drying time y corresponding to the concentration
2.5, we substitute x = 2.5 in our prediction equation and get the result.

Atx = 2.5, the predicted drying time = 1.8 + 1.6(2.5) = 5.8 minutes.

Graphically, this amounts to reading the ordinate of the fitted line atx = 2.5.

Software programs greatly simplify the calculation and plotting of the fitted
line. The MINITAB calculations for Example 7 are shown in Figure 11. Column
1 is named x and column 2, y.

Data:

Cl:01234
C2:15397

Stat > Regression > Fitted Line Plot.
Type C2 in Response. Type C1 in Predictors.
Under Type of Regression Model choose Linear. Click OK.
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Fitted Line Plot
y = 1.800 + 1.600 x

O = N W A OO N 0 ©
\
L]

Figure 11 MINITAB output for fitted line in Example 7.

The sample correlation r was introduced as a measure of association be-
tween two variables. When 7 is near 1 or —1, points in the scatter plot are
closely clustered about a straight line and the association is high. In these cir-
cumstances, the value of one variable can be accurately predicted from the value
of the other. Said another way, when the value of r? is near 1, we can predict
the value of y from its corresponding x value. In all cases, the slope of the least
squares line 8, and the sample correlation r are related since 81 = 7 @ / \/STCX
If the sample correlation is positive, then the slope of the least squares line is
positive. Otherwise, both are negative or both zero.

Here we have only outlined the basic ideas concerning the prediction of one
variable from another in the context of a linear relation. Chapter 11 expands
on these ideas and treats statistical inferences associated with the prediction
equation.

3.35

3.36

3.37

Plot the line y = 2 + 3x on graph paper by
locating points for x = 1 and x = 4. What is
its intercept? Its slope?

Plot the line y = 6 — 2x on graph paper by
locating the points for x = 0 and x = 3.
What is its intercept? Its slope?

A store manager has determined that the month-
ly profit y realized from selling a particular
brand of car battery is given by

y = 10x — 155

where x denotes the number of these batteries

sold in a month.

(a) If 41 batteries were sold in a month, what
was the profit?

(b) At least how many batteries must be sold
in a month in order to make a profit?
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Identify the predictor variable x and the response
variable y in each of the following situations.

(a) A training director wishes to study the rela-
tionship between the duration of training
for new recruits and their performance in a

skilled job.

The aim of a study is to relate the carbon
monoxide level in blood samples from
smokers with the average number of ciga-
rettes they smoke per day.

(b)

An agronomist wishes to investigate the
growth rate of a fungus in relation to the
level of humidity in the environment.

(c)

(d) A market analyst wishes to relate the ex-
penditures incurred in promoting a prod-
uct in test markets and the subsequent
amount of product sales.

Given these five pairs of (x, y) values

xll 2 3 4 5

y | 1 2.2 2.6 3.4 3.9

(a) Plot the points on graph paper.

(b)

From a visual inspection, draw a straight
line that appears to fit the data well.

(c) Compute the least squares estimates ,éo and
B1 and draw the fitted line.

For the data set

x |12 7 4 6
y Is 4 1 3 2

Construct a scatter diagram.

(a)
(b)

From a visual inspection, draw a straight
line that appears to fit the data well.
Calculate the least squares estimates and

draw the least squares fitted line on your
plot.

©

In an experiment to study the relation between
the time waiting in line, y (minutes), to get to the
head of the checkout line at her favorite grocery
store and the number of persons ahead in line, x,
a student collected the following statistics:

9 Ix = 19 3y
94 S, = 178 S,

39.9

n
S 10.2

pod

3.42

Find the equation of the least squares fitted
line.

(a)
(b) Using the fitted line, predict the time waiting
in line when 3 persons are already in line.

Wolves used to range over much of Michigan,
Minnesota, and Wisconsin. They were reintro-
duced several years ago, but counts over the
winter showed that the populations are expand-
ing rapidly over the past few years.

Total Number of Wolves in Wisconsin

Year

1998 1999 2000 2001 2002

No. wolves

178 204 248 257 327

Year

2003 2004 2005 2006 2007

No. wolves

325 373 436 467 546

3.43

(a) Plot the number of wolves versus the year
the count was taken.

Fit a least squares line to summarize the
growth. To simplify the calculation, code
1998 asx = 1,1999 asx = 2, and so on.

Does your fitted straight line summarize
the growth in the wolf population over this
period of time? If so, what numerical value
summarizes the change in population size
from one winter to the next?

(b)

©

The amount of municipal solid waste created
has become a major problem. According to the
Environmental Protection Agency, the yearly
amount (millions of tons) are:

Year 1960 1970 1980 1990 2000 2007

Garbage 88

121 152 205 232 254

(million tons)

Population

179 203 227 249 282 302

(millions)

(a) Plot the amount of garbage (millions of
tons) versus population (millions).

(b) Fit a straight line using x = population in

millions.

According to the fitted line, how much

garbage is created by a typical person?

()
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1. To study the association between two variables, you need to collect the
pair of values obtained from each unit in the sample. There is no infor-
mation about association in the summaries of the observations on indi-
vidual variables.

2. To study association when both variables are categorical, cross-tabulate
the frequencies in a two-way table. Calculate relative frequencies based
on the total number.

3. To look for association between any pair of variables whose values
are numerical, create a scatter diagram and look for a pattern of
association.

4. Never confuse a strong association with a causal relationship. The rela-
tion may be due to a lurking variable.

5. Remember that the correlation coefficient measures the clustering of
points about a straight line. It is not appropriate for a relationship on a
curve or disjoint groups of points.

6. Before using a fitted line to predict one variable from another, create a
scatter plot and inspect the pattern to see if a straight-line relationship
is appropriate.

KEY IDEAS AND FORMULAS

Comparative trials often have a placebo, or inactive treatment, which serves as a
control. This eliminates from the comparison a placebo effect where some sub-
jects in the control group responded positively to an ineffective treatment be-
cause their expectation to improve is so strong. An experiment has double blind
trials when neither the subject nor the person administering the treatments
knows which treatment is given.

A random assignment of treatments helps prevent uncontrolled sources of
variation from systematically influencing the responses.

Data on two traits can be summarized in a two-way table of frequencies
where the categories for one trait are in the left margin and categories for
the other trait along the upper margin. These are said to be cross-classified
or cross-tabulated data and the summary tables of frequencies are called
contingency tables.

The combining of two contingency tables that pertain to the same two
traits, but are based on very different populations, can lead to very misleading
conclusions if the two tables are combined. This is called Simpson’s paradox
when there is a third variable that strongly influences the other two.
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A scatter plot or scatter diagram shows all the values (x;, y;) of a pair of
variables as points in two dimensions. This plot can be visually inspected for the
strength of association between the two variables.

The correlation coefficient » measures how closely the scatter approximates
a straight-line pattern.

A positive value of correlation indicates a tendency of large values of x to
occur with large values of y, and also for small values of both to occur together.

A negative value of correlation indicates a tendency of large values of x to
occur with small values of y and vice versa.

A high correlation does not necessarily imply a causal relation.

In fact, a high value of correlation between two variables may be spurious.
That is, the two variables may not be connected but the apparent correlation is
caused by a third lurking variable that strongly influences both of the original
two variables.

A least squares fit of a straight line helps describe the relation of the re-
sponse or output variable y to the predictor or input variable x.

A y value may be predicted for a known x value by reading from the fitted
liney = Bg + Bx.

For pairs of measurements (x, y)

Sample correlation r =

VS 1S3y

where

S = 2 (x —%)%,S, = 2(y - ¥)4and S, = X (x — )(y — V).

Fitted line y = éo + ,L;’lx
where
Sx:V
Sxx

Slope él = and Intercept ,éo =y - ép_c

Fitting a straight line and calculating the correlation coefficient

MINITAB
Fitting a straight line

Begin with the values for the predictor variable x in CI and the response vari-
able y in C2.

Stat > Regression > Regression.
Type C2 in Response. Type C1I in Predictors.
Click OK.
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To calculate the correlation coefficient, start as above with data in CI and C2.

Stat > Basic Statistics > Correlation.
Type CI C2 in Variables. Click OK.

EXCEL
Fitting a straight line

Begin with the values of the predictor variable in column A and the values of

the response variable in column B.

Highlight the data and go to Insert, then Chart.

Select XY (Scatter) and click Finish.

Go to Chart, then Add Trendline.

Click on the Options tab and check Display equation on chart.

Click OK.

To calculate the correlation coefficient, begin with the predictor variable in
column A and the response variable in column B.

Click on a blank cell. Select Insert and then Function (or click on the f, icon).
Select Statistical and then CORREL. Click OK.

Highlight the data in Column A for Arrayl and Highlight the data in Col-
umn B for Array2. Then, click OK.

TI-84/83 PLUS
Fitting a straight line

Press STAT then 1: Edit.

Enter the values of the predictor variable in L1 and those of the response

variable in L2.

Select STAT then Calc and then 4: LinReg (ax+b).
With LinReg on the Home screen press Enter.

The calculator will return the intercept a, slope b, correlation coefficient 7.
(If r is not shown, go to the 2nd O: CATALOG and select DiagnosticON. Press
ENTER twice. Then go back to LinREg.)

7. REVIEW EXERCISES

3.44 Applicants for welfare are allowed an appeals

process when they feel they have been unfairly
treated. At the hearing, the applicant may
choose self-representation or representation
by an attorney. The appeal may result in an
increase, decrease, or no change in benefit

recommendation. Court records of 320 appeals
cases provided the data at the top of the next
page. Calculate the relative frequencies for
each row and compare the patterns of the ap-
peals decisions between the two types of repre-
sentation.



112

CHAPTER 3/DESCRIPTIVE STUDY OF BIVARIATE DATA

Type of Amount of Aid
Representation Increased  Unchanged  Decreased Total
Self 59 108 17
Attorney 70 63 3
Total
3.45 Sugar content (g) and carbohydrate content (g) (a) Determine the marginal totals.
are obtained from the package of the breakfast (b) Obtain the table of relative frequencies.
cereals referred to in Exercise 3.2. . .
(c) Calculate the relative frequencies sepa-
General Mills Kellogg’s Quaker rately for each row.
Sugar | Carb.  Sugar | Carb. Sugar | Carb. (d) Does there appear to be a difference in the
choice of drive for purchasers of small- and
13 12 13 15 9 14 full-size trucks?
1 18 4 18 6 17
13 11 14 14 10 12 3.48 A high-risk group of 1083 male volunteers was
13 11 12 15 0 12 included in a major clinical trial for testing a
12 12 3 21 14 29 new vaccine for type B hepatitis. The vaccine
5 16 18 21 13 23 was given to 549 persons randomly selected
19 19 15 8 9 31 from the group, and the others were injected
16 22 16 13 12 23 with a neutral substance (placebo). Eleven of
14 26 15 31 16 15 the vaccinated people and 70 of the nonvacci-
16 28 4 20 13 15 nated ones later got the disease.
(a) Present these data in the following two-
(a) Calculate the sample mean carbohydrates way frequency table.
for all 30 cereals. (b) Compare the rates of incidence of hepatitis
(b) Construct a table like the one in Exercise 3.2 between the two subgroups.
but using carbohydrates rather than sugar.
(c) Calculate the relative frequencies separately Hepatitis  No Hepatitis | Total
for each row. Comment on any pattern.
3.46 Refer to Exercise 3.45. Vacc1nat?d
Not vaccinated
(a) Make a scatter plot for the cereals made by
General Mills. Total
(b) Calculate r for the cereals made by General
Mills. Do sugar content and carbohydrate 349 Would you expect a positive, negative, or nearly
content seem to be associated or unrelated? zero correlation for each of the following? Give
3.47 A dealer’s recent records of 80 truck sales pro- reasons for your answers.

vided the following frequency information on
size of truck and type of drive.

2-Wheel 4-Wheel
Truck Size Drive Drive
Small 12 23
Full 20 25

(a) The time a student spends playing com-
puter games each week and the time they
spend talking with friends in a group.

The number of finals taken by undergradu-
ates and their number of hours of sleep
during finals week.

(b)

A person’s height and the number of
movies he or she watched last month.

()



3.50
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Average tar

(d) The temperature at a baseball game and
beer sales.

Examine each of the following situations and
state whether you would expect to find a high
correlation between the variables. Give reasons
why an observed correlation cannot be inter-
preted as a direct relationship between the vari-
ables and indicate at least one possible lurking
variable.

(a) The correlation between the number of
Internet users and truck sales in cities of
varying sizes.

(b) The correlation between yearly sales of
satellite TV receivers and portable MP3
players over the past 10 years.

The correlation between yearly sales of cell
phones and number of new automated
teller machines over the past 10 years.

()

Correlation between the concentration x of
air pollutants and the number of riders y
on public transportation facilities when the
data are collected from several cities that
vary greatly in size.

(d

Correlation between the wholesale price
index x and the average speed y of winning
cars in the Indianapolis 500 during the last
10 years.

(¢)

The tar yield of cigarettes is often assayed by the
following method: A motorized smoking ma-
chine takes a two-second puff once every
minute until a fixed butt length remains. The to-
tal tar yield is determined by laboratory analysis
of the pool of smoke taken by the machine. Of
course, the process is repeated on several ciga-
rettes of a brand to determine the average tar
yield. Given here are the data of average tar
yield and the average number of puffs for six
brands of filter cigarettes.

‘ 122 143 157 126 13.5

(milligrams) 14.0
Average no. ‘ 85 99 107 90 93 95
of puffs

(a) Plot the scatter diagram.
(b) Calculate r.

3.52

3.53

3.54

3.55

3.56
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Remark: Fewer puffs taken by the smoking
machine mean a faster burn time. The amount
of tar inhaled by a human smoker depends
largely on how often the smoker puffs.

As part of a study of the psychobiological corre-
lates of success in athletes, the following measure-
ments (courtesy of W. Morgan) are obtained from
members of the U.S. Olympic wrestling team.

Anger x | 6 7 5 21 13 5 13 14

Vigor y | 28 23 29 22 20 19 28 19

(a) Plot the scatter diagram.
(b)
(c)

(d)

Calculate 7.
Obtain the least squares line.

Predict the vigor score y when the anger
scoreisx = 8.

Refer to Exercise 3.45.

(a) Make a scatter plot for the cereals made by
Kellogg's.

(b) Calculate r for the cereals made by Kellogg’s.
Do sugar content and carbohydrate content
seem to be associated or unrelated?

Given the following (x, y) values

x|02 5 4 1 6

yl5 4 4 2 7 2

(a) Make a scatter plot.
(b) Calculate r.

Given these five pairs of values

x|0 3 5 8 9

y|1 2 4 3 5

Plot the scatter diagram.

(a)
(b) From a visual inspection, draw a straight
line that appears to fit the data well.

Compute the least squares estimates S, 8

and draw the fitted line.

©

For samples collected concerning the following
pairs of variables, decide whether you should
make a scatter plot or create a contingency table.

(a) The amount earned and the number of weeks
worked during the last summer vacation.
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(b) Home ownership (own/rent) and having
own bedroom (no/yes) during the freshman
year of high school.

Number of days that groceries were pur-
chased and the number of days gas was
purchased, in the past week.

©

Identify the predictor variable x and the re-
sponse variable y in each of the following situa-
tions.

(a) The state highway department wants to
study the relationship between road rough-
ness and a car’s gas consumption.

A concession salesperson at football games
wants to relate total fall sales to the num-
ber of games the home team wins.

(b)

A sociologist wants to investigate the num-
ber of weekends a college student goes
home in relation to the trip distance.

©

The Following Exercises Require a Computer

3.58

3.59

In Figure 11, we have illustrated the output
from MINITAB commands for fitting a straight
line. To create the scatter plot, without the fitted
line, choose:

Graph > Scatter plot. Choose Simple. Click OK.
Type C2 in Y variables and CI in X variables.
Click OK.

Use MINITAB (or another package program) to
obtain the scatter diagram, correlation coeffi-
cient, and regression line for:

(a) The GPA and GMAT scores data of Table 7
in Example 3.

(b) The hydrogen x and carbon y data in Exer-
cise 3.25.

For fitting body length to weight for all wolves
given in Table D.9 in the Data Bank, use
MINITAB or some other computer package to
obtain:

(a) The scatter diagram.
(b) The correlation coefficient.

() The regression line.

3.60

3.61

Use MINITAB or some other computer package
to obtain the scatter diagram, correlation coeffi-
cient, and regression line of:

(a) The final on the initial times to row given
in Table D.4 in the Data Bank.

(b) Drop one unusual pair and repeat part(a).
Comment on any major differences.

A director of student counseling is interested
in the relationship between the numerical
score x and the social science score y on col-
lege qualification tests. The following data
(courtesy of R. W. Johnson) are recorded.

x 41 39 53 67 61 67
y 29 19 30 27 28 27
x 46 50 55 72 63 59
y 22 29 24 33 25 20
X 53 62 65 48 32 64
y 28 22 27 22 27 28
x 59 54 52 64 51 62
y 30 29 21 36 20 29
X 56 38 52 40 65 61
y 34 21 25 24 32 29
X 64 64 53 51 58 65
y 27 26 24 25 34 28
(a) Plot the scatter diagram.

(b) Calculate r.
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Uncertainty of Weather Forecasts

Today's forecast: Increasing cloudiness with a 25% chance of snow.

Probabilities express the chance of events that cannot be predicted with certainty. Even
unlikely events sometimes occur. © age fotostock/Superstock.
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1. INTRODUCTION

In Chapter 1, we introduced the notions of sample and statistical population in
the context of investigations where the outcomes exhibit variation. Although
complete knowledge of the statistical population remains the target of an inves-
tigation, we typically have available only the partial information contained in a
sample. Chapter 2 focused on some methods for describing the salient features
of a data set by graphical presentations and calculation of the mean, standard
deviation, and other summary statistics. When the data set represents a sample
from a statistical population, its description is only a preliminary part of a statis-
tical analysis. Our major goal is to make generalizations or inferences about the
target population on the basis of information obtained from the sample data.
An acquaintance with the subject of probability is essential for understanding
the reasoning that leads to such generalizations.
In everyday conversations, we all use expressions of the kind:

“Most likely our team will win this Saturday.”
“It is unlikely that the weekend will be cold.”

“I have a 50-50 chance of getting a summer job at the camp.”

” o« ” o«

The phrases “most likely,” “probable,” “quite likely,“ and so on are used qualita-
tively to indicate the chance that an event will occur. Probability, as a subject,
provides a means of quantifying uncertainty. In general terms, the probability
of an event is a numerical value that gauges how likely it is that the event will
occur. We assign probability on a scale from 0 to 1 with a very low value
indicating extremely unlikely, a value close to 1 indicating very likely, and the
intermediate values interpreted accordingly. A full appreciation for the con-
cept of a numerical measure of uncertainty and its role in statistical inference
can be gained only after the concept has been pursued to a reasonable extent.
We can, however, preview the role of probability in one kind of statistical
reasoning.

Suppose it has been observed that in 50% of the cases a certain type of
muscular pain goes away by itself. A hypnotist claims that her method is effec-
tive in relieving the pain. For experimental evidence, she hypnotizes 15 patients
and 12 get relief from the pain. Does this demonstrate that hypnotism is effec-
tive in stopping the pain?

Let us scrutinize the claim from a statistical point of view. If indeed the
method had nothing to offer, there could still be a 50—50 chance that a pa-
tient is cured. Observing 12 cures out of 15 amounts to obtaining 12 heads in
15 tosses of a coin. We will see later that the probability of at least 12 heads in
15 tosses of a fair coin is .018, indicating that the event is not likely to happen.
Thus, if we tentatively assume the model (or hypothesis) that the method is in-
effective, 12 or more cures are very unlikely. Rather than agree that an unlikely
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event has occurred, we conclude that the experimental evidence strongly sup-
ports the hypnotist’s claim.

This kind of reasoning, called testing a statistical hypothesis, will be explored
in greater detail later. For now, we will be concerned with introducing the ideas
that lead to assigned values for probabilities.

2. PROBABILITY OF AN EVENT

The probability of an event is viewed as a numerical measure of the chance that
the event will occur. The idea is naturally relevant to situations where the out-
come of an experiment or observation exhibits variation.

Although we have already used the terms “experiment” and “event,” a more
specific explanation is now in order. In the present context, the term experi-
ment is not limited to the studies conducted in a laboratory. Rather, it is used in
a broad sense to include any operation of data collection or observation where
the outcomes are subject to variation. Rolling a die, drawing a card from a shuf-
fled deck, sampling a number of customers for an opinion survey, and quality in-
spection of items from a production line are just a few examples.

An experiment is the process of observing a phenomenon that has varia-
tion in its outcomes.

Before attempting to assign probabilities, it is essential to consider all the
eventualities of the experiment. Pertinent to their description, we introduce the
following terminologies and explain them through examples.

The sample space associated with an experiment is the collection of all
possible distinct outcomes of the experiment.

Each outcome is called an elementary outcome, a simple event, or an
element of the sample space.

An event is the set of elementary outcomes possessing a designated feature.

The elementary outcomes, which together comprise the sample space, con-
stitute the ultimate breakdown of the potential results of an experiment. For in-
stance, in rolling a die, the elementary outcomes are the points 1, 2, 3, 4, 5, and
6, which together constitute the sample space. The outcome of a football game
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would be either a win, loss, or tie for the home team. Each time the experiment
is performed, one and only one elementary outcome can occur. A sample space
can be specified by either listing all the elementary outcomes, using convenient
symbols to identify them, or making a descriptive statement that characterizes
the entire collection. For general discussion, we denote:

The sample space by §
The elementary outcomes by e, e, €3, . . .

Events by A, B, and so on.

In specific applications, the elementary outcomes may be given other labels that
provide a more vivid identification.

An event A occurs when any one of the elementary outcomes in A occurs.

Example 1 A Tree Diagram and Events for Coin Tossing

Toss a coin twice and record the outcome head (H) or tail (T) for each toss.
Let A denote the event of getting exactly one head and B the event of getting
no heads at all. List the sample space and give the compositions of A and B.

SOLUTION  For two tosses of a coin, the elementary outcomes can be conveniently iden-
tified by means of a tree diagram.

1st Toss 2nd Toss List (designation)
H HH (eg)
H<
T HT (e5)
H TH (e3)
T<
T TT (e4)

The sample space can then be listed as § = {HH, HT, TH, TT}. With
the designation given above, we can also write

S = {61, €2,¢3, 64}
The order in which the elements of S are listed is inconsequential. It is the
collection that matters.
Consider the event A of getting exactly one head. Scanning the above
list, we see that only the elements HT (e5) and TH (e3) satisfy this require-
ment. Therefore, the event A has the composition

A = {ey, e3}
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Example 2

SOLUTION

which is, of course, a subset of S. The event B of getting no heads at all con-
sists of the single element ¢, so B = {e4}. That is, B is a simple event as well
as an event. The term “event” is a general term that includes simple events.

A Sample Space and an Event Based on a Count

On a Saturday afternoon, 135 customers will be observed during check-out
and the number paying by card, credit or debit, will be recorded. Identify (a)
the sample space and (b) the event that more than 50% of purchases are
made with a card.

(a)  Since the number of customers who purchase with a card could

be any of the numbers 0, 1, 2, . . . , 135, the sample space can
be listed simply as
s =1{0,1,2,...,135)

Using the notation e for elementary outcome, one can also de-
scribe this sample space as S = {eg, e1, €2, . . . , €135}

(b)  Let A stand for the event that more than 50% of the customers
purchase with a card. Calculating .5 X 135 = 67.5, we identify

A = (68,69, ..., 135)

Both Examples 1 and 2 illustrate sample spaces that have a finite number of
elements. There are also sample spaces with infinitely many elements. For in-
stance, suppose a gambler at a casino will continue pulling the handle of a slot
machine until he hits the first jackpot. The conceivable number of attempts
does not have a natural upper limit so the list never terminates. Thatis, § = {1,
2,3, . . . } has an infinite number of elements. However, we notice that the el-
ements could be arranged one after another in a sequence. An infinite sample
space where such an arrangement is possible is called “countably infinite.” Either
of these two types of sample spaces is called a discrete sample space.

Another type of infinite sample space is also important. Suppose a car with a
full tank of gasoline is driven until its fuel runs out and the distance traveled
recorded. Since distance is measured on a continuous scale, any nonnegative num-
ber is a possible outcome. Denoting the distance traveled by d, we can describe this
sample space as § = {d; d = 0}, that is, the set of all real numbers greater than
or equal to zero. Here the elements of S form a continuum and cannot be arranged
in a sequence. Any S that is an interval is called a continuous sample space.

To avoid unnecessary complications, we will develop the basic principles of
probability in the context of finite sample spaces. We first elaborate on the notion
of the probability of an event as a numerical measure of the chance that it will oc-
cur. The most intuitive interpretation of this quantification is to consider the frac-
tion of times the event would occur in many repeated trials of the experiment.
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The probability of an event is a numerical value that represents the pro-
portion of times the event is expected to occur when the experiment is
repeated many times under identical conditions.

The probability of event A is denoted by P(A).

Since a proportion must lie between 0 and 1, the probability of an event is
a number between 0 and 1. To explore a few other important properties of
probability, let us refer to the experiment in Example 1 of tossing a coin
twice. The event A of getting exactly one head consists of the elementary out-
comes HT (e5) and TH (e3). Consequently, A occurs if either of these occurs.
Because

[ Proportion of times ] B [ Proportion of times } N [ Proportion of times ]

A occurs HT occurs TH occurs

the number that we assign as P(A) must be the sum of the two numbers
P(HT) and P(TH). Guided by this example, we state some general properties
of probability.

The probability of an event is the sum of the probabilities assigned to all
the elementary outcomes contained in the event.

Next, since the sample space S includes all conceivable outcomes, in every trial
of the experiment some element of § must occur. Viewed as an event, S is cer-
tain to occur, and therefore its probability is 1.

The sum of the probabilities of all the elements of S must be 1.

In summary:

Probability must satisfy:
1. 0 = P(A) = 1 forall events A

2. P(A) = 3 P(e)

allein A

3. P(8) = 3 Ple) = 1

allein §

We have deduced these basic properties of probability by reasoning from
the definition that the probability of an event is the proportion of times the
event is expected to occur in many repeated trials of the experiment.
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NOW WE NEED

IVE BEEN THINKING .
THEY SAY SANTA KNOWS
YOUVE

BUT THINK HOW MANY KIDS

3 4 THERE ARE IN THE WHOLE

BAD OR WORLD ! NOBODY COMLD BE

WATCHING  EVERY Y4D EVERY

SINGLE MINOTE! T MEAN,

SANTAS OLD
Wi

HE PROBABLY
TAKES NAPS!

SURE. HE'D CATCH ENOUGH
BAD KIDS THAT WRY TO SCARE

PRETTY
SHREWD .

HE'D CREATE THE {MPRESSION
HE'S WATCHING MORE THAN
O REALY 1!

NEAW, BUT NOW THAT T'M ON O UM,
I'M GOING TO GO SMACK SUSIE
WITH A SNOWBALL! iF 1 DO IT
QUICK, THE ODDS OF SANTA

WATCHING ME AT THAT EXACT - | ALY SIES A GRL,
T ARE - SO SHE PROBABLY
I WOOLD SNITCH !
%
g
§f

WHAT 1F SUSIE
TEWS ON You?

OOH, T DIDNT THINK OF

WELL. T SURE HOPE

SANTA'S WATCHING NOW,

SEEING AS I'M BEING NONETHELESS .
SO GOOD.

An assessment of the probabilities of events and their consequences can help to
guide decisions. Calvin and Hobbes © 1990 Universal Press Syndicate. Reprinted with

permission. All rights reserved.

Exercises
4.1 Match the proposed probability of A with the 1 1 43
1.2 (b) — — (d) —=
appropriate verbal description. (More than one (@) (b) 1.2 ) 2 (d) 47
description may apply.) © % 0 10

Probability Verbal Description

(a) .03 (i) No chance of happening

(b) .96 (ii) Very likely to happen

(© 20 (iii) As much chance of occurring
as not

d -1 (iv) Very little chance of happening

(e) (v) May occur but by no means

)
(g)

certain
An incorrect assignment

0 (vi)
5

42

For each numerical value assigned to the prob-
ability of an event, identify the verbal state-
ments that are appropriate.

43

4.4

Verbal statements: (i) cannot be a probability,
(i) the event is very unlikely to happen, (iii)
50-50 chance of happening, (iv) sure to hap-
pen, (v) more likely to happen than not.

Identify the statement that best describes each
P(A).

(a) P(A) = .04 (i) P(A)isincorrect.
(b) P(A) = .33 (ii) A rarely occurs.
() P(A) = 1.4 (iii) A occurs moder-

ately often.

Construct a sample space for each of the fol-
lowing experiments.



4.5

4.6

(a) Someone claims to be able to taste the
difference between the same brand of
bottled, tap, and canned draft beer. A glass
of each is poured and given to the subject
in an unknown order. The subject is asked
to identify the contents of each glass. The
number of correct identifications will be
recorded.

(b) Record the number of traffic fatalities in a
state next year.

() Observe the length of time a new digital
video recorder will continue to work sat-
isfactorily without service.

Which of these sample spaces are discrete and
which are continuous?

Identify these events in Exercise 4.4.
(a) Not more than one correct identification.

(b) Less accidents than last year.
(Note: If you don’t know last year’s value,
use 345.)

() Longer than the 90-day warranty but less
than 425.4 days.

When bidding on two projects, the president
and vice president of a construction company
make the following probability assessments for
winning the contracts.

President

Vice President

P (win none) = .1
P (win only one) =
P (win both) = .4

4.7

P (win none) =

5 P (win Project 1) =
P (win Project 2) =

P (win both) =

WA=

For both cases, examine whether or not the
probability assignment is permissible.

Bob, John, Linda, and Sue are the finalists in

the campus bowling tournament. The winner

and the first runner-up will be sent to a

statewide competition.

(a) List the sample space concerning the out-
comes of the local tournament.

(b) Give the composition of each of the fol-
lowing events.

A = Linda wins the local tournament
B = Bob does not go to the state tournament

4.8

4.9

4.10

4.12

4.13

4.14
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Consider the following experiment: A coin will
be tossed twice. If both tosses show heads, the
experiment will stop. If one head is obtained in
the two tosses, the coin will be tossed one
more time, and in the case of both tails in the
two tosses, the coin will be tossed two more
times.

(a) Make a tree diagram and list the sample
space.

(b) Give the composition of the following
events.

A = [Two heads] B = [Two tails]

There are four elementary outcomes in a sample
space. If P(e;) = 3, P(e;) = 4, and
P(e3) = .2 whatis the probability of e4?

Suppose S = {ey, €2, e3}. If the simple events
ey, e, and e3 are all equally likely, what are the
numerical values P(e}), P(e>), and P(e3)?

The sample space for the response of a single per-
son’s attitude toward a political issue consists of
the three elementary outcomes e; = {Unfavor-
able}, e = {Favorable}, and e3 = {Undecided}.
Are the following assignments of probabilities
permissible?

() P(er) = 8 P(e) = .1, P(eg) = .1
(b) P(e1) = 3, P(ey) = .3, P(e3) = 3
() P(e)) = .5, P(er) = .5, P(e3) = .0

A campus organization will select one day of the
week for an end-of-year picnic. Assume that the
weekdays, Monday through Friday, are equally
likely and that each weekend day, Saturday and
Sunday, is twice as likely as a weekday to be
selected.

(a) Assign probabilities to the seven outcomes.

(b) Find the probability a weekday will be se-
lected.

The month in which the year’s highest tempera-
ture occurs in a city has probabilities in the ratio
1:3:6:10 for May, June, July, and August,
respectively. Find the probability that the highest
temperature occurs in either May or June.

Probability and odds. The probability of an
event is often expressed in terms of odds. Specifi-
cally, when we say that the odds are k to m that
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an event will occur, we mean that the probability (a) The odds are 3 to 1 that there will be good

of the event is k/(k + m). For instance, “the weather tomorrow.

odds are 4 to 1 that candidate Jones will win” (b) The odds are 7 to 3 that the city council
. LN 4 _

means that P(Jones will win) = 5 = .8. Ex- will delay the funding of a new sports

press the following statements in terms of proba- arena.

3. METHODS OF ASSIGNING PROBABILITY

An assignment of probabilities to all the events in a sample space determines a
probability model. In order to be a valid probability model, the probability as-
signment must satisfy the properties 1, 2, and 3 stated in the previous section.
Any assignment of numbers P (e;) to the elementary outcomes will satisfy the
three conditions of probability provided these numbers are nonnegative and
their sum over all the outcomes e; in S is 1. However, to be of any practical im-
port, the probability assigned to an event must also be in agreement with the
concept of probability as the proportion of times the event is expected to occur.
Here we discuss the implementation of this concept in two important situations.

3.1. EQUALLY LIKELY ELEMENTARY OUTCOMES —
THE UNIFORM PROBABILITY MODEL

Often, the description of an experiment ensures that each elementary outcome
is as likely to occur as any other. For example, consider the experiment of rolling
a fair die and recording the top face. The sample space can be listed as

S = {6’], €2, €3, €4, €5, 36}

where e stands for the elementary outcome of getting the face 1, and similarly,
€7, . . ., eg. Without actually rolling a die, we can deduce the probabilities.
Because a fair die is a symmetric cube, each of its six faces is as likely to appear
as any other. In other words, each face is expected to occur one-sixth of the
time. The probability assignments should therefore be

Pler) = Ples) =+ = Pleg) = &
and any other assignment would contradict the statement that the die is fair. We
say that rolling a fair die conforms to a uniform probability model because the
total probability 1 is evenly apportioned to all the elementary outcomes.

What is the probability of getting a number higher than 4? Letting A de-
note this event, we have the composition A = {es, eg}, so
1 1

+ = —

P(A) = P(es) + Pleg) = ¢ + ¢ = 3

S
6
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When the elementary outcomes are modeled as equally likely, we have a
uniform probability model. If there are k elementary outcomes in S, each
is assigned the probability of 1/k.
An event A consisting of m elementary outcomes is then assigned
m No. of elementary outcomes in A

P(A4) = = =
(4) k No. of elementary outcomes in §

Gregor Mendel, pioneer geneticist, perceived a pattern in the characteris-
tics of generations of pea plants and conceived a theory of heredity to ex-
plain them. According to Mendel, inherited characteristics are transmitted
from one generation to another by genes. Genes occur in pairs and the
offspring obtain their pair by taking one gene from each parent. A simple
uniform probability model lies at the heart of Mendel’s explanation of the
selection mechanism.

One experiment that illustrated Mendel’s theory consists of cross fer-
tilizing a pure strain of red flowers with a pure strain of white flowers.
This produces hybrids having one gene of each type that are pink-flow-
ered. Crossing these hybrids leads to one of four possible gene pairs.
Under Mendel’s laws, these four are equally likely. Consequently,
P[Pink] = 1 and P[White] = P[Red] = ;. (Compare with the
experiment of tossing two coins.)

Pink Pink

White Pink Pink Red

An experiment carried out by Correns, one of Mendel’s followers, re-
sulted in the frequencies 141, 291, and 132 for the white, pink, and red
flowers, respectively. These numbers are nearly in the ratio 1:2:1. (Source: W.
Johannsen, Elements of the Precise Theory of Heredity, Jena: G. Fischer, 1909.)




126

CHAPTER 4/PROBABILITY

Example 3

SOLUTION

Example 4

SOLUTION

The Uniform Probability Model for Tossing a Fair Coin

Find the probability of getting exactly one head in two tosses of a fair coin.

As listed in Example 1, there are four elementary outcomes in the sample space:
S = {HH, HT, TH, TT}. The very concept of a fair coin implies that the four
elementary outcomes in § are equally likely. We therefore assign the probability
to each of them. The event A = [One head] has two elementary outcomes—
namely, HT and TH. Hence, P(A) = 2 = 5.

Random Selection and the Uniform Probability Model

Suppose that among 50 students in a class, 42 are right-handed and 8 left-
handed. If one student is randomly selected from the class, what is the proba-
bility that the selected student is left-handed?

The intuitive notion of random selection is that each student is as likely to be
selected as any other. If we view the selection of each individual student as an
elementary outcome, the sample space consists of 50 e’s of which 8 are in the
event “left-handed.” Consequently, P[Left-handed] = & = .16.

Note: Considering that the selected student will be either left-handed
(L) or right-handed (R), we can write the sample space as S = {L, R},
but we should be aware that the two elements L and R are not equally

likely.

3.2. PROBABILITY AS THE LONG-RUN RELATIVE FREQUENCY

In many situations, it is not possible to construct a sample space where the ele-
mentary outcomes are equally likely. If one corner of a die is cut off, it would be
unreasonable to assume that the faces remain equally likely and the assignments
of probability to various faces can no longer be made by deductive reasoning.
When speaking of the probability (or risk) that a man will die in his thirties, one
may choose to identify the occurrence of death at each decade or even each
year of age as an elementary outcome. However, no sound reasoning can be pro-
vided in favor of a uniform probability model. In fact, from extensive mortality
studies, demographers have found considerable disparity in the risk of death for
different age groups.

When the assumption of equally likely elementary outcomes is not ten-
able, how do we assess the probability of an event? The only recourse is to re-
peat the experiment many times and observe the proportion of times the
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event occurs. Letting N denote the number of repetitions (or trials) of an ex-
periment, we set

No. of times A occurs in N trials
N

Relative frequency of event A in N trials =

For instance, let A be the event of getting a 6 when rolling a die. If the die is
rolled 100 times and 6 comes up 23 times, the observed relative frequency of A
would be ;5 = .23. In the next 100 tosses, 6 may come up 18 times. Collecting
these two sets together, we have N = 20(@rials with the observed relative frequency

23 + 18 41
200 200 20

Imagine that this process is continued by recording the results from more and
more tosses of the die and updating the calculations of relative frequency.

Figure 1 shows a typical plot of the relative frequency of an event A versus
the number N of trials of the experiment. We see that the relative frequencies
fluctuate as N changes, but the fluctuations become damped with increasing N.
Two persons separately performing the same experiment N times are not going
to get exactly the same graph. However, the numerical value at which the rela-
tive frequency stabilizes, in the long run, will be the same. This concept, called
long-run stability of relative frequency, is illustrated in Figure 1b.

05 0.5
> 0.4 > 041
5) e
5 R
g 03 g 70
2 202
Q [
* o1 T olr
0.0 \J | | | | | 0o | | | | |
0 10 20 30 40 50 0 100 200 300 400 500
Number of Trials (N) Number of Trials (N)

(a) Relative frequency versus number of trials. First 1-50.  (b) Relative frequency versus number of trials. First
500 trials.

Figure 1 Stabilization of relative frequency.

Figure la graphically displays the considerable fluctuations present in the
relative frequency as the number of trials increases from 1 to 50. Figure 1b dis-
plays the relative frequencies for the first 500 trials. In Figure 1b, the stabiliza-
tion of relative frequency is evident, although the results for the first 50 trials
are a little hard to discern in this view.
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Probability as Long-Run Relative Frequency

We define P(A), the probability of an event A, as the value to which the
relative frequency stabilizes with increasing number of trials.

Although we will never know P(A) exactly, it can be estimated accu-
rately by repeating the experiment many times.

The property of the long-run stabilization of relative frequencies is based
on the findings of experimenters in many fields who have undertaken the
strain of studying the behavior of the relative frequencies under prolonged
repetitions of their experiments. French gamblers, who provided much of the
early impetus for the study of probability, performed experiments tossing
dice and coins, drawing cards, and playing other games of chance thousands
and thousands of times. They observed the stabilization property of relative
frequency and applied this knowledge to achieve an understanding of the
uncertainty involved in these games. Demographers have compiled and
studied volumes of mortality data to examine the relative frequency of the
occurrence of such events as death in particular age groups. In each

How Long Will a Baby Live?
A —
.318
3
= 228
5 L 188
Qo
e
o
122
A=
.058
029
: 021
.009 04 009 013 '
0 |—|—|—|_|_
0 20 40 60 80 100
The probabilities for life length of a baby born in the United States.
(Obtained from the National Vital Statistics Reports 54 [2006]).
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context, the relative frequencies were found to stabilize at specific
numerical values as the number of cases studied increased. Life and accident
insurance companies actually depend on the stability property of relative
frequencies.

As another example of an idealized model, consider the assignment of prob-
abilities to the day of the week a child will be born. We may tentatively assume
the simple model that all seven days of the week are equally likely. Each day is

1
then assigned the probability — If A denotes the event of a birth on the week-

end (Saturday or Sunday), our model leads to the probability P(A) = % The

plausibility of the uniform probability model can only be ascertained from an
extensive set of birth records.

Each newborn in the United States can be considered as a trial of the exper-
iment where the day of birth determines whether or not the event A occurs.
One year!, the outcomes for 4138.3 thousand newborns constitute a very large
number of replications.

The resulting proportion of babies born on either Saturday or Sunday is
383 - .201. This is quite far from the value % = .286 predicted by the
uniform model. The difference .285 — .201 = .084 is much larger than
would ordinarily occur by chance. A reasonable explanation is the increasing
prevalence of elective induction of labor which is mostly performed on
weekdays.

Exercises

4.15

Refer to the day of birth data in the preceding
text above. Assuming conditions are the same
today, estimate the probability that a baby will
be born during a weekday. That is, not on Sat-
urday or Sunday.

Among 41,131 turkey permit holders for
a recent hunting season in Wisconsin,
8845 harvested a bird. Assuming conditions
are the same today, estimate the probability
that a turkey will be harvested for a single
permit.

4.17

Consider the experiment of tossing a coin

three times.

(a) List the sample space by drawing a tree
diagram.

(b) Assign probabilities to the elementary
outcomes.

(c) Find the probability of getting exactly
one head.

'National Vital Statistics Reports 56 (6) (December 5 2007).
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A letter is chosen at random from the word
“TEAM.” What is the probability that it is a
vowel?

A stack contains eight tickets numbered 1, 1,
2,2,2,3,3,3. One ticket will be drawn at ran-
dom and its number will be noted.

(a) List the sample space and assign probabil-
ities to the elementary outcomes.

(b) What is the probability of drawing an
odd-numbered ticket?

Suppose you are eating at a pizza parlor with
two friends. You have agreed to the following
rule to decide who will pay the bill. Each per-
son will toss a coin. The person who gets a re-
sult that is different from the other two will
pay the bill. If all three tosses yield the same
result, the bill will be shared by all. Find the
probability that:

(a) Only you will have to pay.
(b) All three will share.

4.21 A white and a colored die are tossed. The possible

outcomes are shown in the illustration below.

(a) Identify the events A = [Sum = 6],
B = [Sum = 7], C = [Sum is even],
D = [Same number on each die].

(b) If both die are “fair,” assign probability to
each elementary outcome.

(c) Obtain P(A), P(B), P(C), P(D).
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A roulette wheel has 34 slots, 2 of which are
green, 16 are red, and 16 are black. A suc-
cessful bet on black or red doubles the
money, whereas one on green fetches 30
times as much. If you play the game once by
betting $5 on the black, what is the probabil-
ity that:

(2) You will lose your $5?

(b) You will win $5?

One part of a quiz consists of two multiple-
choice questions with the suggested answers:
True (T), False (F), or Insufficient Data to
Answer (I). An unprepared student randomly
marks one of the three answers to each
question.

(a) Make a tree diagram to list the sample
space, that is, all possible pairs of answers
the student might mark.

(b) What is the probability of exactly one
correct answer?

Based on the data of the Center for
Health Statistics, the 2005 birth rates in 50
states are grouped in the following frequency
table.



Birth rate

(per thousand) 10-12 12-14 14-16

No. of states 7 23 16
Birth rate

(per thousand) 16-18 18 and over | Total
No. of states 3 1 | 50

(Endpoint convention: Lower point is included,
upper is not.)

4.25

4.26

4.27

If one state is selected at random, what is the
probability that the birth rate there is:

(a) Under 16?7

(b) Under 18 but not under 14?

(¢) 16 or over?

Fifteen persons reporting to a Red Cross center

one day are typed for blood, and the following
counts are found:

Blood group | O A B AB |T0tal

No. of persons | 3 5 6 1 | 15

If one person is randomly selected, what is
the probability that this person’s blood group
is:

(a) AB?
(b) Either A or B?
(c) NotO?

Friends will be called, one after another,
and asked to go on a weekend trip with
you. You will call until one agrees to go
(A) or four friends are asked, whichever
occurs first. List the sample space for this
experiment.

Campers arriving at a summer camp will be
asked one after another whether they
have protection against Lyme disease (Y) or
not (N). The inspection will continue until
one camper is found to be not protected or
until five campers are checked, whichever
occurs first. List the sample space for this
experiment.
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4.28 (a) Consider the simplistic model that hu-
man births are evenly distributed over the
12 calendar months. If a person is ran-
domly selected, say, from a phone direc-
tory, what is the probability that his or
her birthday would be in November or
December?

(b) The following record shows a classifica-
tion of births (thousands) in the United
States. Calculate the relative frequency of
births for each month and comment on
the plausibility of the uniform probabil-

ity model.
Jan. 331.5 July 357.1
Feb. 309.6 Aug. 369.3
March 349.3 Sept. 363.4
April 332.5 Oct. 344.6
May 346.3 Nov. 335.7
June 350.9 Dec. 348.3

Total 4,188.5

429 A government agency will randomly
select one of the 14 paper mills in a state
to investigate its compliance with federal
safety standards. Suppose, unknown to the
agency, 9 of these mills are in compliance,
3 are borderline cases, and 2 are in gross
violation.

(a) Formulate the sample space in such a way
that a uniform probablility model holds.

(b) Find the probability that a gross violator
will be detected.

430 A plant geneticist crosses two parent strains,
each with gene pairs of type aA. An offspring
receives one gene from each parent.

(a) Construct the sample space for the ge-
netic type of the offspring.

(b) Assign probabilities assuming that the
selection of genes is random.

(c) If Ais dominant and the aa offspring are
short while all the others are tall, find
P[short offspring].

431 Explain why the long-run relative frequency
interpretation of probability does not apply to
the following situations.
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(a) The proportion of days when the home
loan rate at your bank is above its value at
the start of the year.

(b) The proportion of cars that do not meet
emission standards if the data are col-
lected from service stations where the
mechanics have been asked to check
emissions while attending to other re-
quested services.

A local bookstore intended to award three gift
certificates in the amounts $100, $50, and $25
to the first, second, and third customer to iden-
tify a mystery author. Unfortunately, a careless
clerk in charge of mailing forgot the order and
just randomly placed the gift certificates in the
already addressed envelopes.

(a) List the sample space using F, S, and T for
the three persons.

433

4.34

(b) State the compositions of the events

A = [exactly one certificate is sent to the
correct person |

B

[all of the certificates are sent to
incorrect persons]|

Refer to Exercise 4.32.

(a) Assign probabilities to the elementary
outcomes.

(b) Find P(A) and P(B).

Refer to Exercise 4.28. Using relative frequen-
cies to estimate probabilities, find which 3 con-
secutive months have the lowest probability of
a new birth.

4. EVENT RELATIONS AND TWO LAWS OF PROBABILITY

Later, when making probability calculations to support generalizations from the
actual sample to the complete population, we will need to calculate probabili-
ties of combined events, such as whether the count of no shows for a flight is ei-

ther large or low.

Recall that the probability of an event A is the sum of the probabilities of
all the elementary outcomes that are in A. It often turns out, however, that the
event of interest has a complex structure that requires tedious enumeration of
its elementary outcomes. On the other hand, this event may be related to other
events that can be handled more easily. The purpose of this section is to first in-
troduce the three most basic event relations: complement, union, and intersec-
tion. These event relations will then motivate some laws of probability.

The event operations are conveniently described in graphical terms. We first
represent the sample space as a collection of points in a diagram, each identified
with a specific elementary outcome. The geometric pattern of the plotted points
is irrelevant. What is important is that each point is clearly tagged to indicate
which elementary outcome it represents and to watch that no elementary out-
come is missed or duplicated in the diagram. To represent an event A, identify
the points that correspond to the elementary outcomes in A, enclose them in a
boundary line, and attach the tag A. This representation, called a Venn diagram,

is illustrated in Figure 2.
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Example 5 Venn Diagram for Coin Tossing
Make a Venn diagram for the experiment of tossing a coin twice and indicate
the following events.
A: Tail at the second toss
B:  Atleast one head
SOLUTION  Here the sample space is S = {HH, HT, TH, TT}, and the two events have

the compositions A = {HT, TT}, B = {HH, HT, TH}. Figure 2 shows the
Venn diagram.

® HH
g ﬂ

®TH

Figure 2 Venn diagram of the events in
Example 5.

Example 6 A Venn Diagram for the Selection of Puppies

Four young lab puppies from different litters are available for a new method
of training.

Dog Sex Age (weeks)

1 M 10
2 M 15
3 F 10
4 F 10

Two dogs will be selected by lottery to receive the training. Considering all
possible choices of two puppies, make a Venn diagram and show the following
events.

A: The selected dogs are of the same sex.

B: The selected dogs are of the same age.
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SOLUTION

Here the elementary outcomes are the possible choices of a pair of numbers
from {1, 2, 3, 4}. These pairs are listed and labeled as ey, e;, e3, e4, e, eg for
ease of reference.

{12} (e1) {23} (e4)
{13} (e2) (2,4} (es)
{1,4}  (e3) {34} (es)

The pair {1, 2} has both puppies of the same sex, and so does the pair
{3, 4}. Consequently, A = {e;, eg}. Those with the same ages are {1, 3}, {1, 4},
and {3,4},s0 B = {e>, e3, ¢g}. Figure 3 shows the Venn diagram.

Figure 3 Venn diagram of the events in
Example 6.

We now proceed to define the three basic event operations and introduce

the corresponding symbols.

The complement of an event A, denoted by A, is the set of all elementary

outcomes that are not in A. The occurrence of A means that A does not occur.

The union of two events A and B, denoted by A U B, is the set of all ele-
mentary outcomes that are in A, B, or both. The occurrence of A U B means

that either A or B or both occur.

The intersection of two events A and B, denoted by AB, is the set of all ele-
mentary outcomes that are in A and B. The occurrence of AB means that both A

and B occur.

o

Complement A Intersection AB

@ oo

Union AUB Incompatible events




Example 7

SOLUTION
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Note that A U B is a larger set containing A as well as B, whereas AB is the
common part of the sets A and B. Also it is evident from the definitions that
A U B and B U A represent the same event, while AB and BA are both expres-
sions for the intersection of A and B. The operations of union and intersection
can be extended to more than two events. For instance, A U B U C stands for
the set of all points that are in at least one of A, B, and C, whereas ABC repre-
sents the simultaneous occurrence of all three events.

Two events A and B are called incompatible or mutually exclusive if their
intersection AB is empty. Because incompatible events have no elementary out-
comes in common, they cannot occur simultaneously.

Determining the Composition of Events Defined by Complement,
Union, or Intersection

Refer to the experiment in Example 6 of selecting two puppies out of four.
Let A = [Same sex|, B = [Same age], and C = [Different sexes]. Give
the compositions of the events

C, A A UB, AB, BC

The pairs consisting of different sexes are {1, 3}, {1, 4}, {2, 3}, and {2, 4}, so
C = {ey, e3, e4, es}. The event A is the same as the event C. Employing the
definitions of union and intersection, we obtain
AUB = {6’1,6’2, e3, 6’6}
AB = f{eg}
BC = f{ey, e3}

Let us now examine how probabilities behave as the operations of comple-
mentation, union, and intersection are applied to events. It would be worth-
while for the reader to review the properties of probability listed in Section 2.
In particular, recall that P(A) is the sum of probabilities of the elementary out-
comes that are in A4, and P(§) = 1. .

First, let us examine how P ( A ) is related to P(A). The sum P(A) + P(A)
is the sum of the probabilities of all elementary outcomes that are in A plus
the sum of the probabilities of elementary outcomes not in A. Together, these two sets
comprise S and we must have P(S) = 1. Consequently, P(A) + P(A) = 1, and
we arrive at the following law.

Law of Complement
P(A) =1 — P(A)
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Example 8

SOLUTION

This law or formula is useful in calculating P(A) when A is of a simpler
form than A so that P( A) is easier to calculate.

Turning to the operation of union, recall that A U B is composed of points
(or elementary outcomes) that are in A, in B, or in both A and B. Consequently,
P(A U B) is the sum of the probabilities assigned to these elementary out-
comes, each probability taken just once. Now, the sum P(A) + P(B) includes
contributions from all these points, but it double counts those in the region AB
(see the figure of A U B). To adjust for this double counting, we must there-
fore subtract P(AB) from P(A) + P(B). This results in the following law.

Addition Law
P(A U B) = P(A) + P(B) — P(AB)

If the events A and B are incompatible, their intersection AB is empty, so
P(AB) = 0, and we obtain

Special Addition Law for Incompatible Events
P(A U B) = P(A) + P(B)

The addition law expresses the probability of a larger event A U B in
terms of the probabilities of the smaller events A, B, and AB. Some applications
of these two laws are given in the following examples.

Using the Law of Complement for Probability

A child is presented with three word-association problems. With each problem,
two answers are suggested—one is correct and the other wrong. If the child
has no understanding of the words whatsoever and answers the problems by
guessing, what is the probability of getting at least one correct answer?

Let us denote a correct answer by C and a wrong answer by W. The elemen-
tary outcomes can be conveniently enumerated by means of a tree diagram.

Problem1 Problem 2 Problem 3 Elementary outcomes
C ccc
c— cow
¢ W cwe
W CwWw

c WCC
W < ¢ WCwW
c WWC

W <W

wWww
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There are 8 elementary outcomes in the sample space and, because they
are equally likely, each has the probability §. Let A denote the event of getting
at least one correct answer. Scanning our list, we see that A contains 7 elemen-
tary outcomes, all except WWW. Our direct calculation yields P(A) = .

Now let us see how this probability calculation could be considerably sim-
plified. First, making a complete list of the sample space is not necessary. Since
the elementary outcomes are equally likely, we need only determine that there
are a total of 8 elements in . How can we obtain this count without making a
list? Note that an outcome is represented by three letters. There are 2 choices for
each letter—namely, C or W. We then have 2 X 2 X 2 = 8 ways of filling the
three slots. The tree diagram explains this multiplication rule of counting. Evi-
dently, the event A contains many elementary outcomes. On the other hand, A
is the event of getting all answers wrong. It consists of the single elementary
outcome WWW, so P( A) = 4. According to the law of complement,

P(A) =1 - P(A)
N

8 8

Example 9 Using the Addition Law for Probability

Refer to Example 6 where two puppies are selected from four by lottery.
What is the probability that the selected puppies are either of the same sex
or the same age?

SOLUTION In Example 6, we already enumerated the six elementary outcomes that com-
prise the sample space. The lottery selection makes all choices equally likely
and the uniform probability model applies. The two events of interest are

A = [Samesex] = {ey, eg}
B = [Same age] = {ez, 3, e}

Because A consists of two elementary outcomes and B consists of three,

P(A) = % and P(B) = %

Here we are to calculate P(A U B). To employ the addition law, we also
need to calculate P(AB). In Figure 3, we see AB = {eg}, so P(AB) = &.
Therefore,

P(A U B) = P(A) + P(B) — P(AB)
2,3 _1_4_2

6 6 6 6 3

which is confirmed by the observation that A U B = {ey, ey, 3, ¢} indeed
has four outcomes.
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Example 10 Determining Probabilities from Those Given in a Venn Diagram

The accompanying Venn diagram shows three events A, B, and C and also
the probabilities of the various intersections. [For instance, P(AB) = .07,

P(AB) = .13.] Determine:

(a) P(A) PQ
(b) P(BC) «@ ﬁ
() P(A U B) o \&

SOLUTION  To calculate a probability, first identify the set in the Venn diagram. Then add
the probabilities of those intersections that together comprise the stated
event. We obtain

() P(A) = .13 + .07 = .20
(b) P(BC) = .10 + 07 = 17

() P(AUB) = .13 + .07 + .10 + .15 = 45 \
|

Example 11 Expressing Relations between Events in Set Notation

Refer to Example 10. Express the following events in set notation and find
their probabilities.

(a) Both B and C occur.

(b) C occurs and B does not.

(¢) Exactly one of the three events occurs.
SOLUTION  The stated events and their probabilities are

(a) BC P(BC) = .15

(b)) BC P(BC) = .28

() (ABC) U (ABC) U (ABCQC)

The probability = .13 + .10 + .28 = .51 \

Exercises

4.35 A day of the week will be selected to hold an (b) Determine the composition of the follow-
all-day club picnic. The sample space has seven ing events: (i) AB (ii) B (iii) AB
elementary outcomes ey, e, . . ., e; where (iv)A U B.
e1 represents Sur'lday, ¢2 Minday’ and so on. 436 A sample space consists of 8 elementary out-
Two events are given as A = {ey, es, g, €7} ) . el

_ comes with the following probabilities.
and B = {ey, eg, 7).
() Draw a Venn diagram and show the P(e;) = .08 Plez) = Ple3) = Pley) = .12
events A and B. P(es) = P(eg) = P(e7) = P(eg) = .14



di d sh b 4.40  For the experiment of Exercise 4.39, give a
(a) Draw a Venn diagram and show these verbal description of each of the following
events. events and also state the composition of the
(b) Give the composition and determine the event.
probability of (i) B (ii) BC (iii) A U C @ C
(ivyA U C. —
(b)y CA
4.37  Refer to Exercise 4.36 Corresponding to each () AuUC
verbal description given here, write the event
in set notation, give its composition, and find 4.41 A sample space consists of 9 elementary out-
its probability. comes e, e, . . ., e whose probabilities
(a) C does not occur. are
(b) Both A and B occur. P(e;) = P(e;) = 04  P(e3) = P(eq) = P(es) = .2
() A occurs and B does not occur. Pleg) = P(e7) = .1 P(eg) = P(eg) = .06
(d) Neither A nor C occurs.
Suppose
4.38  Suppose you have had interviews for summer A = {e,es5,eg}, B = {ez, e5, 3, eg}.
jobs at a grocery store, a discount store, and a (a) Calculate P(A), P(B), and P(AB).
movie theater. Let G, D, and M denote the . - s
. (b) Using the addition law of probability, cal-
events of your getting an offer from the gro-
) ) culate P(A U B).
cery store, the discount store, and the movie ] .
theater, respectively. Express the following (c) List the composition of the event AUB
events in set notation. andb cgllculate F; (AhU B)1 by adding the
iliti t t t-
(a) You get offers from the discount store Sg(r)n:s HHes o ¢ clementayou
d th ie theater. ) —
and the movie theater (d) Calculate P(B) from P(B) and also by
(b) You get offers from the discount store listing th " B
and the movie theater but fail to get an 1sting the composttion of B.
offer from the grocery store. 4.42 Refer to Exercise 4.35. Suppose the elementary
(&) You do not get offers from the grocery outcomes are assigned these probabilities.
store and the movie theater. P(e;) = P(e;) = Plez) = .15 P(ey) = P(es) = .06
Pleg) = .2 Pley) = .2
4.39  Four applicants will be interviewed for an ad- (¢6) (e7) 3
ministrative position with an environmental (a) Find P(A), P(B), and P(AB).
lobby. They have the following characteristics. (b) Employing the laws of probability and
1. Psychology major, male, GPA 3.5 the results of part (a), calculate P(A) and
2. Chemistry major, female, GPA 3.3 P(A U B).
3. Journalism major, female, GPA 3.7 ] )
4. Mathematics major, male, GPA 3.8 (c) Verify your answers to part (b) by adding
the probabilities of the elementary out-
One of the candidates will be hired. comes in each of A and A U B.
D i hibit th
(a) Draw a Venn diagram and exhibit these 443 Consider the two events.

4. EVENT RELATIONS AND TWO LAWS OF PROBABILITY

Three events are given as
A = {e1,e2,e5,¢5,e7},
B = {ez,e3,¢e5,e7},and C = f{eg, eg}.

events:

A: A social science major is hired.

B:  The GPA of the selected candidate is
higher than 3.6.

C: A male candidate is hired.

139

(b) Give the composition of the events
A U Band AB.

A = [Obese]

for persons in the age group 20-39 years old. A
survey taken in early 2008 by the National Cen-
ter for Health Statistics, suggests the probabilities

B = [Male]
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P(A) = .25

4.44

4.45
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P(B) = 50  P(AB) = .12
for a randomly selected person.

(a) Enter these probabilities in the following
table.

Determine the probabilities of AB, AB,
and AB and fill in the table.

B B

(b)

SN

Refer to Exercise 4.43. Express the following
events in set notation and find their probabilities.

(a) B occurs and A does not occur.
(b) Neither A nor B occurs.

(c) Either A occurs or B does not occur.

Consider the two events.

A = [5 or more alcoholic drinks in one day last year]

B = [Female]

P(B)

4.46

for persons in the age group 18-24 years old. A
survey taken in early 2008 by the National Cen-
ter for Health Statistics, suggests the probabilities

= 50 P(AB) = 23  P(AB) = .14

for a randomly selected person. The following
table shows the probabilities concerning A and B.

B B

14 .23

SN

.50

(a) Determine the missing entries.
(b) What is the probability that A does not
occur and B does occur?

(c) Find the probability that either A or B oc-
curs.

(d) Find the probability that one of these
events occurs and the other does not.

If P(A) = 2 and P(B) = .9, can A and B
be mutually exclusive? Why or why not?

4.47

4.48

4.49

4.50

4.51

From the probabilities shown in this Venn dia-
gram, determine the probabilities of the fol-
lowing events.

(a) A does not occur.

(b) A occurs and B does not occur.

(¢) Exactly one of the events A and B occurs.

QD

.25

In a class of 32 seniors and graduate students,
20 are men and 12 are graduate students of
whom 8 are women. If a student is randomly
selected from this class, what is the probability
that the selected student is (a) a senior? (b) a
male graduate student?

Of 18 fast food restaurants in a city, 7 are in vi-
olation of sanitary standards, 8 are in violation
of safety standards, and 4 are in violation of
both. If a fast food restaurant is chosen at ran-
dom, what is the probability that it is in com-
pliance with both safety and sanitary standards?

Given that the probability that A occurs is .3, the
probability that B does not occur is .6, and the
probability that either A or B occurs is .5, find:

(a) The probability that A does not occur.
(b) The probability that both A and B occur.

(c) The probability that A occurs and B does
not occur.

The medical records of the male diabetic pa-
tients reporting to a clinic during one year pro-
vide the following percentages.

Light Case Serious Case

Age of
Patient

Diabetes in
Parents
Yes No

Diabetes in
Parents

Yes No

Below 40 15 10 8 2
Above 40 15 20 20 10

Suppose a patient is chosen at random from
this group, and the events A, B, and C are de-
fined as follows.
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(a)
(b)

5. CONDITIONAL PROBABILITY AND INDEPENDENCE

A:  He has a serious case.
B:  He is below 40.
C:  His parents are diabetic.

Find the probabilities P(A), P(B), P(BC),
P(ABCQC).

Describe the following events verbally
and find their probabilities: (i) AB (ii)
A U C (iii) ABC.

The following frequency table shows the clas-
sification of 58 landfills in a state according to
their concentration of the three hazardous
chemicals arsenic, barium, and mercury.

Barium

Low

High

Arsenic

Mercury
High Low

Mercury
High Low

High 1 3 5 9
Low 4 8 10 18

If a landfill is selected at random, find the
probability that it has:

(a)
(b)

(©)

A high concentration of barium.

A high concentration of mercury and low
concentrations of both arsenic and barium.

High concentrations of any two of the

chemicals and low concentration of the

third.

(d) A high concentration of any one of the
chemicals and low concentrations of the
other two.

4.53

4.54
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A bank rewards its employees by giving awards
to any employee who is cited by a customer
for giving special service. Each award consists
of two gift certificates contained in a sealed en-
velope. Each envelope contains certificates for
one of the five following combinations of
items.

Dinner and box of candy.

Round of golf and flowers.

(a)

(b)
A

B
AB

Lunch and flowers.
Box of candy and lunch.
Music CD and lunch.

An employee, cited twice for service, first
selects one envelope from a collection of
five and then the second from the full
collection of five choices. List the sample
space and assign probabilities to the sim-
ple events.

A

State the compositions of the events

{The employee gets flowers}

{The employee gets lunch}

= {The employee gets flowers and lunch}

and give their probabilities.

Refer to Exercise 4.53. Let C denote the event
that the employee gets either lunch or flowers

or both.
(a) Relate C to the events A and B, and cal-

(b)

culate P(C) using a law of probability.
State the composition of C and calculate
its probability by adding the probabilities
of the simple events.

5. CONDITIONAL PROBABILITY AND INDEPENDENCE

The probability of an event A must often be modified after information is ob-
tained as to whether or not a related event B has taken place. Information about
some aspect of the experimental results may therefore necessitate a revision of
the probability of an event concerning some other aspect of the results. The
revised probability of A when it is known that B has occurred is called the
conditional probability of A given B and is denoted by P(A|B). To illustrate
how such modification is made, we consider an example that will lead us to the

formula for conditional probability.
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Example 12 Conditional Probability of Using Alternative Medicine

Given Body Weight

Complementary alternative medicine (CAM), including acupuncture, yoga,
and massage has become more popular. By combining information in two
tables,” we obtain information concerning use of CAM in the past year and
weight class based on body mass index. The proportions in the various cate-

gories appear in Table 1.

TABLE 1 Body Weight and Complementary and Alternative Medicine

Under- Healthy Over-

weight weight weight Obese Total
CAM .01 13 12 12 32
No CAM .02 .19 21 .20 .62
Total .03 32 .33 32 1.00

a at is the probability that a person selected at random from this
What is the probability that a p lected dom f hi
population will have used complementary and alternative medicine

in the past year?

(b) A person selected at random is found to be overweight. What is
the probability that this person used complementary and alterna-

tive medicine in the past year?

SOLUTION
that a person is overweight.

Let A denote the event that a person used CAM, and let B denote the event

(a) Because 32% of the people used CAM and the individual is selected
at random, we conclude that P(A) = .32. This is the uncondi-

tional probability of A.

(b) When we are given the information that the selected person is over-
weight, the categories in the first, second, and fourth columns of
Table 1 are not relevant to this person. The third column shows that
among the subgroup of overweight persons, the proportion using
CAM is .12/.33. Therefore, given the information that the person is

in this subgroup, the probability that he or she used CAM

12

P(A|B) = =3

= .364

Noting that P(AB) = .12 and P(B) = .33, we have derived P(A|B) by tak-
ing the ratio P(AB)/P(B). In other words, P(A|B) is the proportion of the pop-
ulation having the characteristic A among all those having the characteristic B.

Statistical Abstract of the United States, Table 203 (2009) and National Health Statistics Reports,

Table 7 12 (December 10, 2008).
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SOLUTION
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The conditional probability of A given B is denoted by P(A|B) and defined

by the formula
P(A|B) = —P(AB)

Equivalently, this formula can be written
P(AB) = P(B)P (A|B)

This latter version is called the multiplication law of probability.

Similarly, the conditional probability of B given A can be expressed
P(AB)
P(A)

which gives the relation P(AB) = P(A)P(B|A). Thus, the multiplication law
of probability states that the conditional probability of an event multiplied by
the probability of the conditioning event gives the probability of the intersection.

The multiplication law can be used in one of two ways, depending on con-
venience. When it is easy to compute P(A) and P(AB) directly, these values
can be used to compute P(A|B), as in Example 12. On the other hand, if it is
easy to calculate P(B) and P(A|B) directly, these values can be used to com-
pute P(AB).

P(B|A) =

Conditional Probability of Survival
Refer to the box “How Long Will a Baby Live?” in Section 4.3. It shows the
probabilities of death within 10-year age groups.
(a) What is the probability that a newborn child will survive beyond
age 907
(b) What is the probability that a person who has just turned 80 will
survive beyond age 90?

(a) Let A denote the event “Survive beyond 90.” Adding the probabili-
ties of death in the age groups 90—-100 and beyond, we find

P(A) = .188 + .021 = .209

(b) Letting B denote the event “Survive beyond 80,” we see that the re-
quired probability is the conditional probability P(A|B). Because
AB = A, P(A) = .209, and

P(B) = 318 + .188 + .021 = .527

_ P(AB) 209
P(A|B) = PE) - sz - Y \

we obtain
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Example 14 Using the Multiplication Law of Probability

There are 25 pens in a container on your desk. Among them, 20 will write
well but 5 have defective ink cartridges. You will select 2 pens to take to a
business appointment. Calculate the probability that:

SOLUTION

(a)
(b)

Both pens are defective.

One pen is defective but the other will write well.

We will use the symbols D for “defective” and G for “writes well”, and attach sub-
scripts to identify the order of the selection. For instance, G D5 will represent
the event that the first pen checked will write well and the second is defective.

(a)

(b)

Remark:

Here the problem is to calculate P(D1D5). Evidently, D1D> is the
intersection of the two events D and D,. Using the multiplication
law, we write

P(D1D3) = P(Dy)P(D2|Dy)

In order to calculate P(D;), we need only consider selecting one pen at
random from 20 good and 5 defective pens. Clearly, P(D;) = = .The
next step is to calculate P(D,|D;). Given that Dy has occurred,
there will remain 20 good and 4 defective pens at the time the second
selection is made. Therefore, the conditional probability of D5 given
Dyis P(Dy|D1) = 5. Multiplying these two probabilities, we get
P(both defective) = P(DiDy) = —= X —— = —— = 033

(both defective) (D1D>) >3 >4 30 .
The event [exactly one defective] is the union of the two incompat-
ible events G1D5 and D1G5>. The probability of each of these can
be calculated by the multiplication law as in part (a). Specifically,

20 5 1
P(G\Dz) = P(G)P(D2|G)) = - X o = &
5 20 1
P(DiG3) = P(D)P(G2|D) = oz X 55 = &

The required probability is P(GD,) + P(D1G;) = % = .333.

In solving the problems of Example 14, we have avoided listing the

sample space corresponding to the selection of two pens from a collection of
25. A judicious use of the multiplication law has made it possible to focus at-
tention on one draw at a time, thus simplifying the probability calculations.

A situation that merits special attention occurs when the conditional proba-
bility P(A|B) turns out to be the same as the unconditional probability P(A).
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SOLUTION
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Information about the occurrence of B then has no bearing on the assessment of
the probability of A. Therefore, when we have the equality P(A|B) = P(A), we
say the events A and B are independent.

Two events A and B are independent if

P(A|B) = P(A)
Equivalent conditions are

P(B|A) = P(B)

or

P(AB) = P(A)P(B)

The last form follows by recalling that P(A|B) = P(AB)/P(B), so that
the condition P(A|B) = P(A) is equivalent to
P(AB) = P(A)P(B)
which may be used as an alternative definition of independence. The other
equivalent form is obtained from
_ P(AB)  P(A)P(B)

The form P(AB) = P(A)P(B) shows that the definition of independence is
symmetric in A and B.

Demonstrating Dependence between Use of CAM and Overweight

Are the two events A = [used CAM] and B = [Overweight] independent
for the population in Example 12?

Referring to that example, we have

P(A) = 32
P(AB .
palp) = o = 22— s

Because these two probabilities are different, the two events A and B are
dependent.

Caution: Do not confuse the terms “incompatible events” and “indepen-
dent events.