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PREFACE

Signaling by reactive oxygen- and nitrogen species, mainly non-radical species
such as hydrogen peroxide, lipid peroxides, and peroxynitrite—which may be
viewed as second messengers—has emerged as a major regulatory process of
cell function. Signaling targets are redox-sensitive protein cysteines and the
large pool of low-molecular thiols, mainly glutathione. These volumes of
Methods in Enzymology on Thiols Redox Transitions in Cell Signaling address
two large topics Chemistry and Biochemistry of Low Molecular Weight and
Protein Thiols (Part A, Volume 473) and Cellular Localization and Signaling
(Part B, Volume 474). Both volumes serve to bring together current methods
and concepts in the field of cell signaling driven by thiol redox modifications
by techniques such as fluorescence-based proteomics, mass spectrometry
approaches, and fluorescence reporters.

The editors thank all the contributors, whose thorough and innovative
work is the basis of these two Methods in Enzymology volumes. The editors
give special thanks to Leopold Flohé for providing the introductory chapter
“Changing paradigms in thiology: from antioxidant defense toward redox
regulation, whose critical thinking educated us on the major concepts by
which metabolic regulation and adaptation are transduced via thiol
modifications.

ENRIQUE CADENAS

LESTER PACKER
March 2010
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The history of free radical biochemistry is briefly reviewed in respect to major
trend shifts from the focus on radiation damage toward enzymology of radical
production and removal and ultimately the role of radicals, hydroperoxides, and
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the chemistry of radicals and hydroperoxides, the enzymology of peroxidases,
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and the biochemistry of adaptive responses and regulatory phenomena
are compiled and discussed under the perspective of how the fragments of
knowledge can be merged to biologically meaningful concepts of regulation.
It is concluded that (i) not radicals but H,0,, hydroperoxides, and peroxynitrite
are the best candidates for oxidant signals, (ii) peroxidases of the GPx and Prx
family or functionally equivalent proteins have the chance to specifically sense
hydroperoxides and to transduce the oxidant signal, (iii) redox signaling pro-
ceeds via reactions known from thiol peroxidase and redoxin chemistry,
(iv) proximal targets are proteins that are modified at SH groups, and
(v) redoxins are documented signal transducers but also used as terminators.
The importance of kinetics for forward signaling and for sensitivity modulation
by competition is emphasized and ways to restore resting conditions are
discussed. Research needs to validate emerging concepts are outlined.

1. INTRODUCTION

A PubMed search for terms in the title of this article yielded 11,148
publications on “Redox regulation” and 6637 for “Antioxidant defense”
by mid-November 2009 with a weekly increment of about 50. For sure
these lists are incomplete, since related terms like “Oxidative stress,”
depending on the retrieval path, yielded 71,724 or 241,995 hits.
Confronted with such numbers, my conclusions were (i) my life expectancy
does not suffice to read all this beautiful science; (i) it is impossible to
condense the total of 2080 reviews included in the above numbers into an
introductory chapter of a book on “Thiol Redox Transitions in Cell
Signaling”; (ii1) it will be a challenge not to reiterate what has been
published often enough; and (iv) I have to apologize in advance for being
unable to quote thousands of important contributions to the field.

Somehow, an unconventional escape strategy was indicated. I reasoned
that it might be as interesting as it is revealing for the readers of this volume,
particularly for the younger ones, to learn from somebody who has had the
chance to watch the field for over five decades to see how trends and
fashions advanced or hampered oxidative stress research up to its frontiers.
I did not try to comprehensively trace the history from the first mentioning
of radicals in biology up to their implication in redox regulation, but rather
focused on selected aspects and discoveries that paved the way to
our present understanding of how metabolic regulation and adaptation
might be achieved via thiol modification. What finally came out may
be perceived by the reader as a biased patchwork or, more benevolently,
as an impressionistic panorama painted in the technique of French
pointillism.
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2. EARLY CONCEPTS, MISCONCEPTIONS, UNSETTLED
BATTLES, AND PERSISTENT CONFUSION

The first time I came across a thiol that regulated a process was in the
1960s of the last century. In my textbook of organic chemistry I could read
that thiols, more specifically thiophenols, are being used to terminate
radical-driven polymerization of olefins, thus regulating the polymer size,
and because the radical chain reaction in these procedures is initiated by
strong oxidants, for example, peroxides, the chain terminators were called
antioxidants (Beyer, 1968). The term “‘antioxidant” was indeed coined by
chemists in the late nineteenth century to describe compounds that inhib-
ited all kind of oxidative processes, but over the years became well defined
to describe compounds capable of scavenging radicals, thereby becoming
less reactive radicals themselves. In biochemistry, the term ‘‘antioxidant”
did hardly become popular but in the late 1940s (Matill, 1947) was often
used in a poorly defined way as any kind of compound interfering with any
kind of oxidative biological process.

In the mid-1950s, the interest in the concept of radical scavenging in
biological systems was substantially enhanced by Rebecca Gershman’s the-
ory on the involvement of free radicals in radiation damage and oxygen
poisoning (Gerschman ef al., 1954) and Denham Harman’s free radical
theory of aging (Harman, 1956). The memory of the atomic bombs that
had been dropped on Hiroshima and Nagasaki was still fresh, the mutagenic
and carcinogenic potential of irradiation had become obvious, free radicals
were evidently the culprits, and synthesis and testing of antioxidants started
to flourish, likely driven by the surrealistic dream to fight irradiation damage
with antioxidant pills. The somewhat naive idea to copy the chemical
process of radical scavenging in vivo by loading an organism with antiox-
idants for ““‘chemoprevention” or therapy is reflected in a letter to Nature
from 1962 (Charlesby ef al., 1962) stating:

It is known that many biological systems can be protected in part against the
effect of ionizing radiation by the presence of very small amounts of
additives. It is often difficult to assess the mechanism of this protection
due to the complex nature of the system. The effect of radiation on simple
organic polymers can also be reduced by various additives. It is believed that
this offers many analogies with protection in the more complex biological
systems.

Seemingly, the concept worked out in particular cases (Ershoff and
Steers, 1960a,b; Jensen and Mc, 1960). But it has meanwhile become
clear that in vivo the “antioxidants” most commonly do not work as such,
but as constituents of enzymes, as cofactors or precursors of substrates or
even in more complicated ways. There is no compelling evidence
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whatsoever that any macro- or micronutrient may directly scavenge endog-
enous free radicals in vivo to any relevant extent. However, reports on “‘the
antioxidant potential of...” (some secondary plant metabolite or vitamin)
keep filling up the journals, although this parameter is likely meaningless
with respect to potential biological effects. Also, even in 2009, endogenous
compounds such as glutathione and thioredoxin are often called “most
important cellular antioxidants,” which in chemical terms, is wrong, and
in biochemical terms, misleading.

The radicals implicated in irradiation damage were thought to primarily
result from radiolysis of water and to yield infer alia the hydroxyl radical
*OH, which was also postulated by Haber and Weiss to result from iron-
catalyzed decomposition of H,O, (Haber and Weiss, 1932, 1934) and is
widely believed to represent the strong oxidant in Fenton reactions (Fenton,
1876). The precise mechanism of the often quoted Haber—Weiss cycle kept
the physicochemist busy for decades and even the ultimate oxidant of the
Fenton broth is still being debated. In fact, already Bray and Gorin (1932)
implicated a ferryl oxygen complex as the oxidant species in Fenton-like
reactions, and Symons and Gutteridge (1998) summarized the state of the
dispute as follows:

.. .although many workers show a strong tendency to favour the "OH
radical concept as a panacea, others content that they are never involved.
And the battle continues.

‘Whatever the ultimate oxidant in Fenton-type reactions is, it is some-
thing very destructive, promiscuously attacking all kind of thiols, olefines,
aromatic compounds, and aliphatic polyhydroxy compounds. Not surpris-
ingly, therefore, free radical research remained the domain of pathologists
and toxicologists for decades with focus on lipid peroxidation associated
with biomembrane damage, protein alteration with loss of function, and
DNA destruction resulting in mutations and ultimately carcinogenesis.
In respect to redox regulation the “Fenton reactant” appears a bit too
promiscuous. Instead, less reactive oxidants such as H,O, without the
support of catalytic iron or other hydroperoxides might have a much better
chance to fulfill the specificity requirements for regulation.

Already in 1966, the interplay of hydroperoxides with thiols has been
discussed as a molecular basis of the regulation of metabolic events, the first
example being the response of the pentose phosphate shunt in red blood
cells to changes of the GSH/GSSG ratio (Jacob and Jandl, 1966), for review
of the early literature see Brigelius (1985). Since, it has become common to
stress the importance of thiol/disulfide ratios or related redox potentials in
metabolic regulation. However, can a ratio, an electrochemical potential or
a Gibb’s free energy really regulate? It may appear provocative but it is by no
means unreasonable to question the relevance of electrochemical or ther-
modynamic calculations to biology. For instance, according to the Nernst
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equation, the redox potential of the GSH/GSSG system depends on
[GSH]?, because two molecules are needed to yield one GSSG. However,
the common text book equation

2GSH—2e~ — GSSG +2H" (1.1)

may be valid for the process that happens at a platinum electrode, but has no
real correspondence in biochemical GSH oxidation. A ternary collision, for
example, of 2 GSH with 1 H,O, to form GSSG and 2 H,O, which is the
justification of the quadratic term in the Nernst equation, is a very unlikely
event compared with the glutathione peroxidase (GPx) reaction, which is a
sequence of bimolecular steps. Also, in vivo the backward reaction yielding
H,0, from GSSG and water has no chance to compete with enzymatic
reduction of GSSG. In this particular case the Nernst equation yields a
potential based on reactions that never take place in biology. Moreover,
measurements of various thiol/disulfide redox couples in general revealed
that they are far oft any equilibrium (Jones, 2006). This cannot really
surprise, since life is a metastable system in which most of the chemical
processes require catalysis. The electrochemical potential of a redox couple
just tell us if a reaction is possible, but not how fast the equilibrium is
approached. In fact, it does not tell us if the reaction occurs at all. And this
implies that kinetics have a greater impact on biological phenomena than
any electrochemical or thermodynamic parameter. In our context, one can
safely state that ratios or potentials cannot regulate anything, rather will a
regulation be exerted by the reaction between a single redox-active media-
tor and its specific target, while the reversal has to take a different path, if a
meaningful regulatory circuit is to be achieved. Unfortunately, this
reasoning demands that one needs a good estimate on the rate constants
for the switch-on and the switch-off reactions before a qualitatively estab-
lished process can be rated as physiologically relevant.

The discovery of additional radicals in biosystems and the formation of
secondary radicals and other aggressive oxidants finally created a complexity
that apparently overwhelmed the largely biology-trained free radical
researchers. The fierce discussions on which particular oxidant species is
responsible for a particular damage, which had dominated the meetings in
the 1960s and 1970s, just faded away. Instead a new terminology was
created and slowly adopted: (1)“‘oxidative stress’” for a situation in which
defense mechanisms cannot cope with oxidant processes (Sies, 1985), later
often misused to describe any pathology that might be associated with
oxidative reactions, (i) “ROS,” which stands for reactive oxygen species,
that is, all kind of oxygen-containing compounds with a certain oxidation
potential, (iif) “RINS” for reactive nitrogen species, and (iv), as mentioned
above, “‘antioxidant” in a sense that it no longer matched any chemical
definition. The simplicity of these terms allows a successful promotion of
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the field in the lay press but is absolutely inadequate for scientific commu-
nication. One is tempted to quote Albert Einstein: “Make everything as
simple as possible, but not simpler.”

3. THE DISCOVERY OF ‘“NATURAL” FREE RADICALS

The first landmark toward understanding free radical physiology was
the discovery of superoxide dismutase (SOD) by McCord and Fridovich
(1969). This enzyme efficiently dismutated two *O; radicals to H,O, and
molecular oxygen, O,. SODs, containing either Cu and Zn, Mn or Fe,
were apparently spread over the living domains from bacteria to mammals
(Keele et al., 1970; McCord and Fridovich, 1969; Yost and Fridovich,
1973), but there was no evidence for a physiological source or role of its
substrate. The superoxide ion had been observed as by-product of xanthine
oxidase (McCord and Fridovich, 1968); yet xanthine oxidase was consid-
ered a pathologically altered xanthine dehydrogenase which does not
produce *O; . Otherwise formation of this radical had been postulated
as intermediate of the (nonphysiological) Haber—Weiss cycle and as by-
product of autoxidation processes or microsomal drug metabolism (Richter
et al., 1977). Babior ef al. (1973), equipped with SOD as an analytical tool,
were the first to discover an important physiological source of *O,
the white blood cell (PMN). As already evident from the title of their
inseminating publication, they had the idea that the radical production by
leukocytes fulfilled a biological purpose: killing the engulfed bacteria, a
concept that, with some amendments, proved to be correct (Babior,
1999). For the first time, a radical appeared to do something good. Also
for the first time, the radical was evidently produced on demand only, that
is, in a strictly regulated way (Babior, 1999; Babior ef al., 1973). The source
of *O; turned out to be an NADPH oxidase (now Nox2), a flavocyto-
chrome enzyme that usually stays dormant and only starts working upon
recruiting regulatory proteins, which in turn depends on receptor-mediated
phosphorylation (Babior, 1999). This discovery provided the molecular
basis for a long known phenomenon, the respiratory burst that accompanies
phagocytosis (Baldridge and Gerard, 1933; Sbarra and Karnowsky, 1959).
It further became clear that the NADPH oxidase, in a concerted action with
SOD and myeloperoxidase (Klebanoft, 1967, 1974), produces the bactericidal
cocktail that is indispensable for appropriate PMN function (Babior, 2004).

NADPH oxidase activity was soon discovered in macrophages (Lowrie
and Aber, 1977), mesangial (Radeke ef al., 1990) and endothelial cells
(Jones et al., 1996), thyroid (Dupuy ef al., 1999), and other tissues, where
it is associated with other congeners of the Nox family (Droge, 2002).
The wide tissue distribution of NADPH oxidases, of course, suggested
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that their product *O; must have functions beyond being the starting
material for the production of antimicrobial toxins.

Another important source of *O; proved to be the respiratory chain.
Irritated by the high GPx content of mitochondria (Flohé and Schlegel,
1971), my group became interested in the substrate the enzyme had
to remove there. In cooperation with Britton Chance we could indeed
demonstrate that mitochondria can produce considerable amounts of H>O,
(Chance and Oshino, 1971; Loschen et al., 1971). Since one of us, Gerriet
Loschen, insisted that the mitochondrial H,O, resulted from autoxidation
of a cytochrome, which catalyzes one electron transitions, we reasoned that
the primary reaction product should be *O; (Azzi et al., 1974). The
assumption that a cytochrome is the source of H,O, turned out to be
wrong—it was the ubisemiquinone (Nohl and Jordan, 1986), as originally
proposed by Boveris et al. (1976), but the wrong hypothesis prompted us to
search for *O; produced in inside/out submitochondrial particles which
were freed from SOD, and this way it could be verified that *O; is the
source of H,O, that leaks out from mitochondria (Loschen et al., 1974).
The surprising finding was confirmed in the same year by Forman and
Kennedy (1974) and by now—with some amendments (Muller et al.,
2004)—is widely accepted.

The physiological importance of mitochondrial *O; formation for long
remained debated (Nohl et al., 2003). It was hardly detected in undamaged
intact mitochondria, unless the respiratory chain was poisoned by antimycin A
or fueled with succinate only (Chance and Oshino, 1971; Loschen et al., 1971;
Loschen et al., 1974). Certainly, early estimates that 5% of the total oxygen
consumption by mammalian mitochondria goes regularly to *O; (Chance
et al., 1979) were a bit exaggerated. More recently, however, it has become
evident that this radical production does not just reflect a construction failure
of the respiratory chain, which becomes obvious upon mistreatment. As first
documented by Hennet ef al. (1993), tumor necrosis factor o, in a Ca”'-
dependent way, triggers a mitochondrial *O, formation that may well be
responsible for its suicidal activity (Goossens et al., 1995). Since, mitochondrial
*O; formation is increasingly implicated in the regulation of important
processes such as apoptosis. Moreover, the "NO radical (see below) was
shown to enhance mitochondrial *O; production and might be considered
as kind of endogenous antimycin A (Poderoso ef al., 1996).

One of the biggest surprises in the field, indeed, was the discovery of
Moncada’s group that a long known, but unstable factor that regulates the
vascular tone, the endothelium-derived relaxing factor EDRF, proved to be
the gaseous nitroxyl radical "NO (Palmer et al., 1987). This radical, that
previously had at best attracted the interest of toxicologists as constituent of
combustion smoke, clearly exerted a physiological function. It was shown
to bind to the heme iron of a guanylate cyclase and to thereby enhance the
rate of cGMP production, which leads to vessel dilation and inhibition of
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platelet aggregation (Ignarro, 1997; Moncada et al., 1988). In retrospect, the
novel link between *NO and blood pressure explained the pharmacological
profile of nitro drugs (Gruetter et al., 1979; Moncada ef al., 1991). The
actual surprise, thus, was not the action of “NO, but the notion that it was
formed endogenously from arginine (Moncada et al., 1988) by specific
enzymes, the NO synthases (Forstermann ef al., 1991, 1994).

Clearly, "NO itself is a surprisingly beneficial radical: It lowers blood
pressure, prevents thrombosis, is neuroprotective (Calabrese ef al., 2007)
and guarantees penile erection (Andersson, 2001). But its radical character
also enhanced the complexity of free radical biochemistry. It was soon
recognized that it reacts with *O; (Beckman et al., 1990), the bimolecular
rate constant of 1.9 x 10'" M~ "s™ ! being practically limited by diffusion
(Nausser and Koppenol, 2002). Although this reaction breaks a free radical
chain, the outcome is by no means harmless (Beckman and Koppenol,
1996). The resulting product, peroxynitrite, is a strong oxidant, among
others for thiols (Quijano et al., 1997; Radi et al., 1991; Trujillo et al., 2004,
2007). Further, "N O may add oxygen, thus forming NO, with the potential
to nitrate proteins at tyrosine residues. Tyrosine nitration may also be
achieved by peroxynitrite, if catalyzed by transition metals (Spear et al.,
1997). Another set of "NO products are the nitrosothiols. Their in vivo
formation is assumed to result from a direct reaction of "NO with a thiol,
whereby an R—S—<N—-OH radical is formed. The latter then reacts with
molecular oxygen, which yields the nitroso thiol R—S—N=0 and, again,
*O; (Gow et al., 1997).

Many of the secondary *NO products have been implicated in signal
transduction (Spear et al., 1997). For sure, however, NO, and peroxynitrite
have a considerable toxic potential and account for pathology, when *NO is
excessively produced. In this respect, "NO resembles the other physiologi-
cal radical *O5: Both radicals fulfill essential physiological roles, but are
detrimental when overproduced. Due to the interplay of *O5 and "NO,
their pathogenic potential is particularly unraveled when they are exces-
sively produced simultaneously, as for example, in adult respiratory distress
syndrome (Baldus et al., 2001; Sittipunt et al., 2001), reperfusion injury
(Zweier et al., 1995), or other inflaimmatory conditions. The excessive
formation of *O; under these circumstances had been established already
in the decade before (Granger ef al., 1981; McCord, 1974) and had
prompted numerous pharmacological and clinical studies aiming at a thera-
peutic use of parenterally administered Cu/Zn SOD (for review of older
literature see Flohé, 1988; Flohé et al., 1985). In a well-controlled animal
experimentation at least the therapeutic results were excellent but hard to
explain with the knowledge available at that time. It had become clear that
*O,; itself was not the damaging “ROS”” and was therefore considered to be
the source of the real culprit “OH by sustaining a Haber—Weiss cycle
catalyzed by a transition metal which, however, could never be identified
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(Flohé et al., 1985). More likely, the SOD eftects in reperfusion and sepsis
models can, in retrospect, be explained by prevention of peroxynitrite
formation, as originally proposed by Beckman ef al. (1990).

4. LovE AFFAIRS BETWEEN HYDROPEROXIDES AND
THIOLATES OR SELENOLATES

As outlined above, the natural radicals, O5 and "NO, turned out not
be the destructive ROS or RNS that cause tissue damage in oxidative stress.
The abundance of SODs guarantees that O is almost instantly dismutated
to O, and the seemingly less dangerous H,O,. In pathologic conditions,
however, H,O, is used to produce hypochloric acid and similarly reactive
compounds via the heme peroxidases of leukocytes or “OH by Fenton-like
chemistry. In analogy, peroxynitrite, which by itself is more reactive than
H,O,, is transformed into more aggressive species. Interestingly, no enzyme
has so far been discovered that could detoxify *OH, *OR, singlet oxygen,
hypochloric acid, or chlorine atoms. Evidently, nature was wise enough not
to embark on this task, because it is simply impossible to compete with the
diffusion-limited attack of such species on biomolecules. However, since
the risky radical reactions are nevertheless used by higher organism in the
defense against intruding pathogens, self-protection is mandatory and is
essentially achieved by preventing radical formation from hydroperoxides
and peroxynitrite. The enzymes involved work with sulfur or selenium
catalysis and, in mammals, belong to two distinct protein families, the GPxs
and the peroxiredoxins (Prxs). Both act on H,O, and on peroxynitrite and,
beyond, on a wide spectrum of alkyl hydroperoxides (ROOH) comprising
the products of lipoxygenases. Studies on these enzymes have greatly
advanced our understanding of sulfur and selenium biochemistry (Flohé,
2009; Flohé and Brigelius-Flohé, 2006; Flohé and Harris, 2007; Flohé and
Ursini, 2008; Rhee ef al., 2005). Open questions remain, but what came out
so far, is pivotal for the understanding of both, detoxification of hydroper-
oxides and use of the latter for redox regulation.

4.1. Glutathione peroxidases

The first GPx, now mostly called cytosolic GPx or GPx1, was discovered in
1957 by Gordon C. Mills as an enzyme that prevented the oxidative
destruction of hemoglobin in red blood cells by catalyzing the reduction
of H,O, by GSH (Eq. (1.2)):
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2GSH 4 H>O, — GSSG + 2H,0O (1.2)

The enzyme was reported not to contain any heme, at that time believed
to be the obligatory prosthetic group of a peroxidase (Mills, 1957). For
more than a decade the novel nonheme peroxidase attracted little attention,
until in 1973 selenium was identified as its catalytic entity (Flohé, 2009;
Flohé et al., 1973; Rotruck et al., 1973).

In order to appreciate the role of this enzyme, it should be stressed that
thiols do not react with hydroperoxides at all. Therefore, Eq. (1.2), if it is to
describe a noncatalyzed reaction, is wrong. First of all, dissociation of the
thiol is a prerequisite for thiol oxidation by ROOH. Second, the primary
product is not a disulfide, as we are used to read in textbooks, but a sulfenic
acid (Eq. (1.3)).

GS™ + H,O, — GSOH + HO™ (1.3)

The latter dissociates with a pK, below 5 (Claiborne et al., 1993) and
then forms the disulfide with another GSH molecule.

GSO™ + H" + GSH — GSSG + H,O (1.4)

This, of course, implies that the spontaneous oxidation of a thiol by
hydroperoxides depends on its pK, (Flohé ef al., 1971), and the major
cellular reductant GSH with a pK, beyond 9 appears to be specifically
designed to prevent its spontaneous oxidation (Dominici ef al., 2003).
The thiolate form is also the one that enables thiol oxidation by molecular
oxygen, which would yield *O; and thiyl radicals (Eq. (1.5)), which are
neither needed nor wanted all over the organism.

GS™ 4+ 0,—°0,” 4+ GS* (1.5)

Such products are more readily observed during autoxidation of cysteine
and cysteamine, which have a comparatively low pK,, and even more
drastically with selenols, which are almost completely dissociated at physio-
logical pH (Spallholz, 1994). The catalytic trick of a typical GPx is to bypass
the less favored direct interaction of GSH or GS™ with the hydroperoxide.
Instead, the enzyme is oxidized itself at its selenocysteine moiety in analogy
to Eq. (1.3) (Eq. (1.6))

GPx — Se” + H,O, — GPx — SeOH + OH™ (1.6)

and this oxidation proceeds with a rate constant close to 10° M~ 's™ ! (Flohé
et al., 1971). If the selenocysteine residue is replaced by cysteine by
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site-directed mutagenesis, this rate constant was reported to fall by 2-3
orders of magnitude (Maiorino ef al., 1995), but for the natural GPx from
Drosophila still a homologous rate constant of >10° M~ 's™ " was obtained
(Maiorino et al., 2006). All these constants contrast markedly with those for
the noncatalyzed process. Even when extrapolated to full deprotonation,
the bimolecular rate constants for the oxidation of low-molecular weight
thiols such as cysteine or cysteamine do not exceed 30 M 's !
(Winterbourn and Metodiewa, 1999). The discrepancy reveals that GPxs
are brilliant inventions, in which the microenvironment of the catalytic
chalcogen dramatically enhances its reactivity. How this is achieved, is still a
matter of speculation. X-ray structures reveal that the active site is strictly
conserved (Epp ef al., 1983; Koh et al., 2007; Ladenstein and Wendel, 1976;
Ren ef al., 1997) and site-directed mutagenesis studies underline the func-
tional importance of conserved Trp, Asn, and Gln residues in the (seleno)
cysteine environment (Maiorino ef al., 1995; Schlecker et al., 2007; Tosatto
et al., 2008). The most recent revisions of the mechanism of (seleno)cysteine
activation, yet likely not the last ones, have been presented by Tosatto et al.
(2008) and Toppo et al. (2009).

In GPx-1-type enzymes, the ground state enzyme (GPx—Se™) is then
regenerated by two consecutive reactions with GSH (Egs. (1.7) and (1.8)),
which Proceed with an apparent net forward rate constant around
10° M~ 's™ . The pronounced specificity for GSH implies that the reactions
according to Egs. (1.7) and (1.8) take place within typical enzyme/substrate
complexes (Aumann ef al., 1997), which here are disregarded for sake of
simplicity. The first reductive step is analogous to Eq. (1.4), the second one
analogous to a reversible thiol/disulfide exchange.

GPx — SeO™ + GSH — GPx — Se — SG + OH™ (1.7)
GPx —Se — SG + GSH < GPx — Se~ + GSSG + H* (1.8)

The essence of the GPx catalysis is that it enables the reaction according
to Eq. (1.2) without the need to generate the thiolate form of GSH. Further,
the clearly deprotonated active site selenocysteine (or cysteine) is evidently
embedded in the micro-architecture in a way that one-electron transitions
are prevented. The resulting clean reduction of H>O, to water contrasts
sharply to peroxide reduction by heme peroxidases which, with the notable
exception of catalase, tend to generate radical intermediates (Mason, 1986).
In detail, the GPx reaction is much more complex than outlined in
Egs. (1.6)—(1.8) and differs between different types of GPx.

In Eqgs. (1.6) and (1.7) the first catalytic intermediate is shown as a
selenenic acid, R—SeOH or R—SeO™, respectively. So far, however, this
unstable intermediate could never be trapped. In fact, short term exposure
of mammalian GPx4 to H,O, yields a product that is smaller by 2 mass units
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than the reduced enzyme, while a mass increment of 16, as expected for a
selenenic form, is undetectable (Toppo ef al., 2009). This suggests that H,O
is eliminated fast from the selenenic form with formation of an Se—X bond
that can be readily attacked by GSH. A straight forward idea would be
formation of an intramolecular Se—S bond which could be split by GSH
in analogy to Eq. (1.8). There is, however, no cysteine residue in reach of
the active site selenium in GPx4. More likely, therefore, the selenenic
oxidation state is conserved as an Se—N bond that can be cleaved by GSH,
as proposed for the catalytic cycle of the GPx mimic ebselen (Sarma and
Mugesh, 2008).

R—SeOH + R’ =NH; — R— Se — NH — R’ + H,O (1.9)

In contrast, in GPxs having the selenocysteine replaced by cysteine
(CysGPx) the oxidation state of the cysteine sulfenic acid is often conserved
in form of an intramolecular disulfide (reviewed in Toppo et al., 2009).
However, the formation of an equivalent sulfenylamide bond, as has been
detected in tyrosine phosphatase 1B (Salmeen ef al., 2003), cannot be
excluded for CysGPxs either (Sarma and Mugesh, 2008).

Physiologically more important are the tremendous variations in sub-
strate specificities in the GPx family. All members appear to be able to
reduce simple organic hydroperoxides apart from H,O,. Mammalian GPx4
is special in acting fast on complex hydroperoxides of phospholipids, even if
these are integrated in biomembranes. Due to this peculiarity GPx4 has
since its discovery been appreciated for its ability to prevent lipid peroxida-
tion. In fact it was originally called “PIP” for peroxidation inhibiting
protein (Ursini ef al., 1982). Later, the preference of GPx4 for hydroper-
oxides of unsaturated fatty acids was recognized as the basis for its role in
regulating lipoxygenases. All lipoxygenases require a certain level of hydro-
peroxide to become active and, in consequences can be silenced by GPx.
Although this had first been documented for GPx1 by Lands and coworkers
(Hemler and Lands, 1980), it was later demonstrated that under in situ condi-
tions GPx4 is the key regulator of leukotriene synthesis by 5-lipoxygenase
(Weitzel and Wendel, 1993). Most recently it became clear that in neuronal
cells atleast GPx4 is the only enzyme that can counteract apoptosis triggered by
the12,15-lipoxygenase which oxidizes membrane-integrated lipids (Seiler
et al., 2008). Interestingly, the cytosolic form of GP4 is so far the only GPx
that proved to be indispensable for embryonic development (Conrad, 2009),
and it is tempting to speculate that 12,15-lipoxygenase-induced apoptosis is
also involved in prenatal tissue remodeling and is fatally disturbed if not
balanced by GPx4.

GPx4 is also unique in its broad thiol specificity. While GPx1, which gave
name to the entire family, 1s indeed a highly specific glutathione peroxidase
(Flohé et al., 1971), GPx4 also accepts a variety of other thiols including those
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in of proteins such as chromatin (Godeas ef al., 1996), fragments, or mimics of
the sperm mitochondrion-associated cysteine-rich protein that are character-
ized by adjacent cysteines (Maiorino et al., 2005), and finally GPx-4 itself
(Ursini et al., 1999). The latter reaction, in which the oxidized selenium in
GPx4 specifically attacks a cysteine residue at the opposite site of another
GPx4 molecule (Mauri ef al., 2003), is revealing in many respects: (i) It
generates GPx4 polymers that upon cross-linking with other cysteine-rich
proteins build up the keratin-like material of the mitochondrial capsule in
mammalian spermatozoa and thus is indispensable for late sperm differentia-
tion (Schneider ef al., 2009). (i) It is the first example of a GPx reaction that
does not aim at hydroperoxide detoxification but makes use of hydroper-
oxides for the synthesis of a complex protein structure. (i) It is the first
example of a GPx acting as a thiol-modifying agent (Eq. (1.10)).

GPx4 — SeOH + GPx4' —SH — GPx4 — Se — S — GPx4' + H,0O
(1.10)

It could be envisaged that such selenylation of a protein thiol, in another
context, could also regulate the activity of the target protein. This has
not yet been established for any of the selenocysteine-containing GPxs.
However, a CysGPx of brewer’s yeast, Orp1, was documented to form a
disulfide-linked heterodimer with the transcription factor Yapl, which
ultimately leads to transcriptional gene activation via oxidized Yapl
(Delaunay et al., 2002) (Eqgs. (1.11)—(1.13)).

Orpl — S*H + H,0, — Orpl — S*OH + H,O (1.11)
Orpl — S*OH + Yapl — S*®H — Orp18*—$**® —Yap1 4+ H,O
(1.12)

Orp18*—$*® —vap1 — $°”H — Yapl — S, + Orpl — S*°H  (1.13)

In this reaction sequence, Egs. (1.11) and (1.12) are analogous to
Egs. (1.6) and (1.10), while Eq. (1.13) 1s a thiol/disulfide exchange analo-
gous to Eq. (1.8) which, in principle, is reversible. In situ, however, the
reduction of the internal disulfide bond between Cys303 and Cy598 in the
oxidized transcription factor requires thioredoxin. In short, Egs. (1.11)—
(1.13) demonstrate how a GPx can act as a sensor for H,O, and how the
oxidant signal is transduced and reversed.

The yeast H,O, sensor Orp1 belongs to a subfamily of CysGPXs which
predominate in bacteria, lower eukaryotes, insects, and plants and, in
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functional terms, are thioredoxin peroxidases (Maiorino ef al., 2006). As first
shown for a CysGPx from Plasmodium falciparum, the reduction of the
oxidized GPx by thioredoxin may be three orders of magnitude faster
than by GSH (Sztajer ef al., 2001). With regards to substrate specificity, as
well as in respect to the mode of catalysis, they resemble another family of
peroxidases, the two-cysteine peroxiredoxins (2-Cys Prxs; see below).
A highly reactive cysteine in the position of the selenocysteine of typical
GPxs reacts with the hydroperoxide and is therefore called the peroxidatic
cysteine “Cp” (S°° in Eq. (1.11)). The resulting sulfenic acid then forms an
internal disulfide bond with a so-called resolving cysteine “Cp” which is
localized in a remote but flexible loop.

GPx(Cp—OH)Cp —SH — GPxS, + H,0 (1.14)

The formation of the disulfide form and associated conformational
changes appear to be prerequisites for the interaction with typical disulfide
reductant proteins such as thioredoxins or related ‘“‘redoxins”, that is,
proteins with a CxxC motif (Maiorino ef al., 2006; Schlecker et al., 2007)

(Eq. (1.15))
GPxS;, 4 Trx(SH), — GPx(SH), + TrxS, (1.15)

With the knowledge of the role of Orp1 in yeast, it would not surprise
if related CysGPxs also find alternate protein reaction partners beyond
thioredoxins. But even if this is not the case, with “redoxins’’ as substrates
the GPxs definitely arrived in the scenario of redox regulation. In mammals,
though, the link to redoxin-dependent regulation is less likely for GPxs than
for Prxs.

4.2. Peroxiredoxins

Prxs were independently discovered several times. They were first seen in
electron microscopy by Harris (1968) as ring-shaped structures associated
with red cell membranes and called “torins.” Starting in the late 1980s they
showed up in immunology under bewildering names such as “MERS5,”
“natural killer cell enhancing factor,” ““macrophage 23 kDA stress protein,”
or “calpromotin” (compiled and translated into topical nomenclature in
Flohé and Harris (2007). In 1988 a Prx was discovered in Earl Stadtman’s lab
as the yeast antioxidant protein “TSA” (Kim ef al., 1988), in 1989 by the
group of Bruce Ames in bacteria as alkylhydroperoxide reductase (Ahp)
(Jacobson et al., 1989), and in 1997 in trypanosomatids as tryparedoxin
peroxidase (Nogoceke et al., 1997). With the advance of fast sequencing
technology it became evident in the 1990s that all these different proteins
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are related and make up the huge family of Prxs, a term coined by Sue Goo
Rhee in 1994 (Chae ef al., 1994b). The same year TSA, which initially was
considered a radical-scavenging protein, was characterized as a peroxidase
(Chae et al., 1994a; Rhee et al., 2005), as had before been shown for the
AhpCs. Although only a vanishing proportion of the Prxs known by
sequence have so far been functionally characterized, there are good reasons
to assume that they all are peroxidases. They are now commonly divided
into five subfamilies by sequence similarity (Knoops et al., 2007) or into
three groups by functional criteria: typical 2-Cys Prx, atypical 2-Cys Prx,
and 1-Cys Prx (Poole, 2007). All 2-Cys Prxs appear to be reduced by
redoxin-type proteins, be they thioredoxins, tryparedoxins, or the CxxC
motifs of bacterial AhpF, while the reducing substrates of 1-Cys Prxs remain
largely unclear (Poole, 2007). The hydroperoxide specificity of Prxs is as
broad as that of GPxs, and some of them, for example, several tryparedoxin
peroxidases (Budde ef al., 2003a), TPx from Mycobacterium tuberculosis (Jaeger
et al., 2004) and type II poplar Prx (Rouhier et al., 2004), were shown to
even share with GPx4 the ability to reduce complex hydroperoxy lipids.
Prxs working with sulfur catalysis were initially assumed to be generally less
efficient than the GPxs that take advantage or the more reactive selenocys-
teine (Hofmann ef al., 2002). More recently, however, rate constants for Prx
oxidation by hydroperoxides >10" M 's™' could be measured (Budde
et al., 2003a; Parsonage et al., 2008). As first shown for AhpCs, Prxs also
reduce peroxynitrite (Bryk ef al., 2000). As compiled by Trujillo et al.
(2007), also the rate constants for peroxynitrite reduction by Prxs can be
quite impressive, reaching values beyond 10" M 's™' for mycobacterial
TPx (Jaeger et al., 2004) and human Prx V (Dubuisson et al., 2004)

(Eq. (1.16)).
PrxC — S~ + ONOO™ — PrxCp—SO~ + NO,~ (1.16)

At least human Prx V beets GPx1 (Briviba ef al., 1998) in peroxynitrite
reduction and, considering the usually higher abundance of Prxs, it may be
speculated that peroxynitrite reduction is indeed a domain of Prxs (Trujillo
et al., 2007). Again, it remains enigmatic how such fast rate constants are
achieved, in particular, since the Prxs (with one exception of a selenopro-
tein so far) work with sulfur catalysis. An Arg residue is constantly seen
coordinated to the sulfur of Cp and certainly forces the thiol into dissocia-
tion. In this respect it is supported by a serine or, less frequently, by a
threonine which is hydrogen bridged to the sulfur (Flohé et al., 2002; Poole,
2007). But still the rate constants are by 2—5 orders of magnitude higher for
Prxs than for the oxidation of any fully dissociated low-molecular weight
thiol by H,O, or peroxynitrite (Trujillo et al., 2007).

Apart from the construction of the active site, the overall catalytic
mechanism of Pxs very much resembles that of CysGPxs with thioredoxin
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peroxidase activity. The Cp is oxidized to a sulfenic acid in analogy to
Eq. (1.11). This primary oxidation product, Prx—SOH, could be trapped by
different reagents and verified by mass spectrometry, first by Leslie Poole
and Holly Ellis in AhpC of Salmonella typhimurium (Ellis and Poole, 1997a,b;
Poole and Ellis, 2002). The sulfenic acid form then forms a disulfide bridge
with the Cgr. In the atypical 2-Cys Prxs, like in the CysGPxs, the Cp_ is
located in the same subunit (Eq. (1.14)), whereas in the typical 2-Cys Prxs
the Cp reacts with a Cy_ of another subunit within a homodimer with head-
to-tail-oriented subunits. This implies that there are two equivalent reaction
centers in each dimer and ten in the common ring structures build up of five
dimers (for review of Prx structures see Karplus and Hall, 2007).

The growing number of Prx structures in different functional states
reveals major structural changes during Prx catalysis (Karplus and Hall,
2007). In the reduced enzymes, the Cp sulfur is often >10 A away from
Cgr, which is much too far to form a disulfide bond, and the obligatory
domain movement comprising helix unfolding requires time, which has at
least three functional consequences: (i) If exposed to excess hydroperoxide, the
sulfenic acid form may be overoxidized to an inactive sulfenic form (Eq. (1.17))

PI’XCP—O_ + H202 — PI'XCP—Oz_ + HZO (117)

Whether and how fast this overoxidation occurs, depends on the nature
of the hydroperoxide and, more pronouncedly, on the kind of Prx. It is less
frequently observed in AhpC-type and other bacterial Prxs, but is a com-
mon phenomenon in 2-Cys Prxs of higher eukaryotes (Wood et al., 2003).
Interestingly, these organisms can repair the overoxidized Prx (Woo ef al.,
2003) by a specific enzyme called sulfiredoxin that reduces the overoxidized
Cp in an ATP-dependent reaction (Biteau et al., 2003) (for review see
Jonsson and Lowther, 2007). (ii) The sulfenic acid form may react with
alternate protein thiols before its oxidized Cp reaches the Cg, and hence, a
Prx, like mammalian GPx4 and the yeast GPx Orp1, can be considered a
potential protein thiol-modifying agent. Such disulfide-linked heterodimers
involving one Prx have repeatedly been reported (Hofmann et al., 2002)
and are also implicated in transcriptional gene activation, for example, in
Schizosaccharomyces pombe, where the Prx Tpx1 becomes linked to a stress-
activated kinase to activate the transcription factor Atfl (Veal ef al., 2004).
(iii) The sulfenic form appears not to be an ideal reaction partner for
redoxins. It is readily reduced by nonphysiological, small thiols such as
dithiothreitol but only in exceptional cases by a redoxin. TPx of
M. tuberculosis and a mutant lacking Cr were reduced by thioredoxin B
equally fast (~10* M 's™"), but the mutant was overoxidized within
minutes (Trujillo et al., 2006). The observation reveals an important aspect
of Prx catalysis: The oxidation equivalents of the labile sulfenic acid form are
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conserved in a more stable disulfide bond that is reduced by redoxins, which
are specialized for disulfide reduction.

Typically, disulfide formation appears required to complete the physio-
logical catalytic cycle of 2-Cys Prx catalysis. Accordingly, Cr proved to be
indispensable for reduction of 2-Cys Prxs by specific high MW substrates, as
revealed by numerous mutagenesis studies (Poole, 2007). Also, structural
analyses suggested that the conformational changes associated with disulfide
formation in 2-Cys Prxs lead to sterical shielding of Cp and exposure of the
Cp sulfur at the surface, where it can be attacked by the exposed cysteine of
the redoxin’s CxxC motif (Hofmann et al., 2002; Karplus and Hall, 2007;
Poole, 2007). The correctness of the thus inferred reaction sequence was

verified for tryparedoxin peroxidase by mass spectrometry (Budde ef al.,
2003b).

4.3. Other thiol peroxidases

Not too long ago, the creativity of bacteria surprised with two more families
of peroxidases that work with thiol catalysis, the Ohr and OsmC proteins.
The two families are evolutionary related, but do not reveal any sequence
homology with the GPx- or Prx-type peroxidases (Dubbs and Mongkolsuk,
2007; Gutierrez and Devedjian, 1991; Mongkolsuk ef al., 1998). Their
mechanism of action, however, is practically the same as that outlined
above for 2-Cys Prxs. They are, therefore, sometimes classified as Prxs,
which is misleading, since the term “‘peroxiredoxin’ was explicitly coined
by Sue Goo Rhee (personal communication) for a protein family defined by
sequence homology and not by mechanism or specificity. The first repre-
sentatives of these families were discovered as genes products conferring
resistance against organic hydroperoxides in Xanthomonas campestris (Ohr) or
high osmolarity in Escherichia coli (OsmC). Interestingly, the expression of
ohr was only triggered by organic hydroperoxides and not by H,O,, while
osmC did not respond to any kind of peroxide challenge (Atichartpongkul
et al., 2001). The peroxidase nature of OsmC, inferred from the sequence
homology with Ohr, was nevertheless established in 2003 (Lesniak et al.,
2003). Apparently, the families, which are widespread in bacteria, are
generally distinct in hydroperoxide specificity, the Ohrs acting preferen-
tially on organic hydroperoxides, the OsmCs on both, H,O, and ROOH
(for review see Dubbs and Mongkolsuk, 2007).

4.4. Redoxins

The term ‘“‘redoxin” is here used for proteins characterized by CxxC,
UxxC, or CxxU motifs (U = selenocysteine). They comprise the thiore-
doxins with a CGPC motif, the glutaredoxins with CPYC, tryparedoxins
and nucleoredoxin with CPPC, protein disulfide reductases with CGHC,
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DsbA with CPHC, AhpFs with variable motifs in their N-terminal domains
(CHNC, CQNC, or CTNCQ), and a variety of selenoproteins with poorly
defined function. They all are presumed to be thiol(selenol):disulfide oxi-
doreductases and to play a key role in disulfide reshuffling. The redox
potential varies considerably, which implies that, in principle, the direction
of the thiol/disulfide exchange reaction can go both ways. Thioredoxins
and tryparedoxins with their more negative potential (~—270 and 250 mV,
respectively) tend to reduce disulfide bonds, glutaredoxins with —200 to
—233 mV usually still reduce disulfides, protein disulfide isomerase, and
DsbA with the highest potential near — 125 mV tend to catalyze disulfide
bond formation and appear ideal for rearrangement of disulfide patterns in
proteins (Jacob ef al., 2003). Predictions from motif structures or potentials,
however, are risky, because evidently sterical features determine the sub-
strate specificity of these enzymes (Kalinina ef al., 2008).

Thioredoxins are fairly pleiotropic oxidoreductases. Their spectrum of
activities expanded from cofactor for ribonucleotide reduction (Holmgren,
1985;, Laurent et al., 1964) to immune modulator (Gasdaska et al., 1994;
Tagaya et al., 1988), cosubstrate of Prx- and GPx-type peroxidases, reduc-
tant for transcription factors such as NFxB (Hayashi ef al., 1993) or Yapl
(Delaunay et al., 2000) and many more (Ahsan ef al., 2009; Fomenko ef al.,
2008). The common denominator of their activities is the reduction of
protein disulfides by means of their CGPC motif. The oxidized CGPC
motif is reduced by thioredoxin reductases, which in vertebrates are sele-
noproteins (Birringer et al., 2002; Tamura and Stadtman, 1996; Tamura
et al., 1995). Similarly, glutaredoxin was discovered as a cofactor of ribonu-
cleotide reductase (Holmgren, 1976) and later classified as a broad spectrum
disulfide reductase (Holmgren, 1989). The glutaredoxins, however,
are specialized for mixed disulfides between proteins and glutathione or
“glutathionylated” proteins. Also, the reduction of oxidized glutaredoxins
does not require a specialized enzyme, they are themselves apparently
designed to bind GSH 1in a strategic position for thiol disulfide exchange
reactions (Herrero and Ros, 2002). Similarly, the tryparedoxins are directly
reduced by a low-MW thiol, but poorly with GSH. They require the bis
(glutathionyl) spermidine, called trypanothione (Gommel et al., 1997), but
their specificity toward protein disulfide substrates again is broad (Castro
and Tomas, 2008; Irigoin ef al., 2008; Krauth-Siegel et al., 2007).

Thus thioredoxins, tryparedoxins, and glutaredoxins are obviously
designed to be a bit unspecific. In fact, their structures do not disclose any
characteristic pocket to bind their high-MW disulfide substrates. However,
this is not to state that they are mutually exchangeable in their biological
functions. By own experience, just a few examples of pronounced redoxin
specificity may be quoted: (1) In M. tuberculosis three thioredoxins, TrxA, B,
and C are found; only TrxB and C are reduced by the mycobacterial
thioredoxin reductase; TrxC reduces both the mycobacterial AhpC and
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the TPx; while TrxB can only reduce the TPx (Jaeger ef al., 2004). (ii) The
thioredoxin in Trypanosoma brucei is a poor substitute tryparedoxin in Prx
and ribonucleotide reduction and, surprisingly, proved to be dispensable
(Schmidt et al., 2002). In contrast, suppression the cytosolic tryparedoxin
expression leads to severe morpholocical alteration of the parasite (Comini
et al., 2007). While tryparedoxin reacts with a variety of structurally unre-
lated proteins (Krauth-Siegel et al., 2007), its specificity for trypanothione is
achieved by a characteristic charge distribution on the otherwise poorly
structured surface (Hofmann et al., 2001; Krumme et al., 2003). Collec-
tively, the redoxins are selective enough to consider them as regulators.

5. TOWARD REGULATORY CIRCUITS WITH PuzzLE
STONES FROM REDOX BIOCHEMISTRY

This prefinal chapter will not celebrate what has already been achieved
in respect to redox regulation of signaling cascades. The progress in the field
has regularly been updated in excellent reviews, some of the seemingly
outdated ones (Brigelius, 1985; Droge, 2002; Thannickal and Fanburg,
2000) still being invaluable sources when topical directions of research are
to be delineated from often forgotten findings. It here may suffice to recall
that the idea of redox regulation of metabolic events is not new at all, but has
for long been competed out by more popular regulatory principles such as
limited proteolysis and protein phosphorylation/dephosphorylation. It took
almost three decades to understand how intimately the regulatory principles
complement each other. This is quite surprising, since the first examples of
redox-regulated enzymes from the 1960s were kinases and phosphatases
(Eldjarn and Bremer, 1962; Nakashima ef al., 1969) and a potential link
between the prototype of a phosphorylation-dependent cascade, insulin/
glucagon-regulated glycogen metabolism (for an authentic retrospect see
Fischer, 1997), and a related redox-sensitive protein phosphatase showed up
already in the 1970s (Shimazu ef al., 1978). Also, it had not attracted much
attention of protein kinase researchers that H,O, had been discussed as a
second messenger in insulin signaling in the 1970s (Czech et al., 1974; May
and de Haen, 1979). While the kinase/phosphatase field nevertheless flour-
ished, the free radical and oxygen clubs kept being concerned about the
risks of aerobic life and, accordingly, the first milestones toward understand-
ing of redox regulation dealt with adaptive preconditioning to cope with
oxidative stress, for example, induction of tolerance to oxygen toxicity by
LPS as inflammatory stimulus in mammals (Frank ef al., 1978) or enzyme
induction in bacteria via the oxyR regulon (Tartaglia ef al., 1989). The fields
started to merge, when in the mid-1990s several exciting publications (Bae
et al., 1997; Lo and Cruz, 1995; Ohba et al., 1994; Sundaresan et al., 1995)
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reported on the production of *O; /H,O, during physiological signaling
by growth factors that were presumed to signal via phosphorylation only
(Thannickal and Fanburg, 2000). Evidently, they also needed “ROS” for
signaling, as is now generally accepted (Groeger et al., 2009).

However, redox regulation, though now becoming fashionable, remains
confusing. The phosphorylation cascades are being filled up with more and
more details; they started to cross talk with each other, and are now being
complicated by the complex chemistry of ROS, RNS, and thiol interac-
tions. In order to save any newcomer from no longer seeing the woods for
the trees, I will here try to deduce just some basic principles of redox
regulation from the ever growing mass of data.

A regulatory circuit has to meet some minimum requirements: (1) It
needs a switch to send a message and a switch-on signal that must not be
misunderstood, (2) a transducer or a chain of transducers, (3) a target
structure that produces a meaningful answer, (4) devices to restore starting
situations, and (5) a possibility to adjust the sensitivity of the system. In the
context of redox regulation, the initial switching-on molecule is most likely
a strong oxidant, which as we have seen above, will not likely associate with
its receptor in a reversible way, but will oxidize it. This means that the
receptor, the switch, cannot be reset to the resting position just by removing
the initial signal like taking the finger off an alarm button. Since similar
events have to be taken into account in further downstream steps of the
circuit, it is wise to consider that the measures to restore resting positions
might not take the very same path backward at any step of the circuit.
Finally, in biology we are not dealing with a static system where everything
is nicely equilibrated, but with steady states of substrate fluxes that are
determined by the catalytic capacities of enzymes, which often compete
for common substrates. With these trivialities in mind, let us return to the
minimized minireviews on thiol redox biochemistry above to work out
which (bio)chemical entities make good candidates for elements of regu-
latory circuits.

5.1. Triggering signals

Pathogenic bacteria trigger the innate immune response via common sur-
face structures known as PAMPs (pathogen-associated molecular patterns)
or MAMPs (microbe-associated molecular patterns) in animals (Mogensen,
2009) as well as in plants (Jones and Dangl, 2006). This response comprises
inter alia the activation of Nox-type enzymes, lipoxygenases and NO
synthase induction, and in PMNs the phagocytosis-associated production
of the bactericidal cocktail. As to the latter, we first may ask which of its
ingredients might be suited for redox signaling. The most aggressive ones,
HOCI™, °CL, *OH, RO°, or 1AgOQ, are designed for destruction and
would ruin the regulatory machinery. *O; is stable enough to be
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considered for signaling. It is conceivable that it, like "N O, binds reversibly
to a heme iron, but its only known “‘receptors,” the SODs, dismutate it
almost instantly to O, and H,O,. Many lipoxygenase products, the pros-
taglandins and the leukotrienes are signaling molecules par excellence, but
this is a different story. Instead, the primary products of lipoxygenases,
ROOH, like H,O, or ONNO™, could signal through redox-sensitive
pathways. In short, the hottest candidates for redox signaling are hydroper-
oxides, be they derived from cell exposure to PAMPs or endogenous stimuli
such as growth factors or hormones. This is not to say that a regulated
response to the more brutal ROS or RNS is not possible. However, if tissue
damage prevails, characteristic products of the ongoing disaster, for exam-
ple, o, f-unsaturated aldehydes resulting from lipid peroxidation, may signal
an alarm at neighboring, still viable cells via the Nrf2/Keap1 system (Zhang
and Forman, 2009).

5.2. Hydroperoxide sensors

The structures most commonly discussed to sense a hydroperoxide are
proteins with an exposed, dissociated, and hence, reactive SH group.
The inhibition of a protein phosphatase was likely the first example of an
H,0O5-dependent regulation of a phosphorylation cascade (Shimazu ef al.,
1978). Insulin signaling could in fact be mimicked by H,O, (Heffetz et al.,
1990) and even better by peroxovanadate (Posner ef al., 1994), and these
effects could be attributed to oxidative inhibition of the protein tyrosine
phosphatase that dephosphorylates the activated insulin receptor (Posner
et al., 1994). Later, the inhibition of protein phosphatases by H,O, or
peroxovanadate became a common and useful trick to experimentally
enhance the extent of protein phosphorylation in signaling cascades, already
suggesting that not only the insulin pathway contains redox-sensitive phos-
phatases. Other hydroperoxide targets implicated in signaling are membrane
associated protein tyrosine kinases (PTKs) that are activated by oxidation of
cysteines in conserved MxxCW or CxxxxxxMxxCW motifs (Nakashima
et al., 2005). Particularly interesting hydroperoxide targets are cytosolic
inhibitors of transcription factors such as [kBa and Keap1 that prevent the
translocation of the transcription factors NFxkB or Nrf2, respectively, into
the nucleus. NFxB can only initiate gene transcription, after its inhibitor
IxB has been phosphorylated, ubiquitinylated and proteasomally degraded,
and this process is initiated or facilitated by oxidation of an SH group in IxB
(Na and Surh, 2006). In case of the Nrf2/Keap1 system, Nrf2 is released
from a multicomponent complex in the cytosol upon oxidation or alkyl-
ation of defined SH groups in Keap1 (Kensler ef al., 2007). An example of a
transcription factor that by itself senses H>O» is the bacterial OxyR (Dubbs
and Mongkolsuk, 2007).
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The outcome of protein thiol modification by hydroperoxides
varies and the mechanisms are not entirely clear. A meanwhile common
phenomenon is the glutathionylation of proteins, infer alia of the phospha-
tases (Klatt and Lamas, 2000). In PTKs the oxidation of defined SH groups
has tentatively been postulated to stabilize the receptor aggregation that is
required for autophosphorylation by intermolecular disulfide bridging
(Nakashima ef al., 2005). Intramolecular disulfide bonds are implicated,
for example, in Keapl and OxyR. As common first step of these thiol
oxidations the formation of a sulfenic acid in analogy to the initial reactions
of CysGPxs and Prxs is often proposed (Egs. (1.6), (1.11), and (1.16)),
which could be followed by a reaction with GSH (Eq. (1.7)), another protein
thiol (Eqs. (1.12) and (1.14)) or an amide (Eq. (1.9)). The problem we have
with all these proposals is the lack of kinetic data or, if kinetic measurements
were reported, the low rate constants. For thiol oxidation of a PTP by H,O,,
for instance, the highest bimolecular rate constant ever measured was just
43 M Y5 1(Barrett etal., 1999; Denu and Tanner, 1998; Sohn and Rudolph,
2003), which means that this kind of reaction has not the slightest chance to
compete with a GPx or Prx that react with H,O, 4—6 orders of magnitude
faster. Only for the direct oxidation of OxyR by H,O, the rate constant
(~10° M 's™ 1) (Aslund ef al., 1999) may be rated as competitive.

This consideration brings us to the provocative conclusion that most
of the above discussed proteins with a “redox-active thiol”” cannot possibly
be the primary sensors for H,O,. Their thiol oxidation, if it is to occur
physiologically, has to proceed with a rate constant of at least 10* M~ 's~ .
As the OxyR example reveals, a cysteine environment that enables efficient
hydroperoxide sensing might have been developed also in proteins unre-
lated to peroxidases, yet till now we keep waiting for a second example.
In contrast, evidence is accumulating that peroxidases are excellent candi-
dates to fulfill the role of primary H,O, sensors. The two best investigated
examples have already been mentioned; the CysGPx Orp1 that senses H,O»
in Saccharomyces cerevisiae and ultimately oxidizes the transcription factor
Yapl (Delaunay et al., 2000) and the 2-CysPrx that activates the stress
kinase Sty1 as well as the transcription factor Papl in S. pombe (Morgan
and Veal, 2007; Veal ef al., 2004). Similarly, bacterial Ohr may be suspected
to be the sensor for ROOH, thereby regulating its own biosynthesis. The
expression of ohr is repressed by the transcription factor OhrR in its reduced
state. Derepression requires oxidation of specific cysteines in OhrR and,
interestingly, this derepression happens upon exposure of alkylhydroper-
oxides (and not H,O,) which are the preferred substrates of Ohr (Dubbs
and Mongkolsuk, 2007). In mammalian systems, Prx I (alias PAG or
MSP23) binds to the src homology domain 3 of the c-Abl kinase and
might well be the H,O, sensor for the c-Abl-regulated cell cycle progres-
sion (Wen and Van Etten, 1997). Similarly Prx I binds to the oncogene
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c-Myc (Mu et al., 2002). Also for plants, hydroperoxide sensing by Prxs
becomes increasingly clear, as reviewed by Dietz (2003, 2008).

The advantage of using a peroxidase as sensor instead of allowing a direct
hydroperoxide/transcription factor interaction may be seen in lending
specificity to the oxidant signal. Increases in hydroperoxide flux can thus
be monitored, before the steady state of hydroperoxides reaches a level that
might cause unspecific damage. In order to meet this task, peroxidases have
not to acquire entirely novel abilities; they are anyway specialized for
efficient scavenging of, and reaction with, hydroperoxides, and the sensing
process is nothing else but the first step or the first two steps in peroxidase
catalysis. As a result of the sensing process, the oxidation equivalents of
the peroxide are temporarily “stored” in the enzyme waiting for the conven-
tional reductant, as in the normal peroxidase function, or a redox-competent
signaling protein that evolution has designed for specific interaction.

5.3. Signal transducers

Peroxidases may also be regarded as transducers if they themselves transduce
the signal they sensed to target molecules. In these cases the peroxidase is both,
sensor and transducer, as in the mentioned reactions of Orpl with Yapl
(Egs. (1.11)—(1.13)) or of the S. pombe Prx with Sty1 or Pap1 (see above).

Alternatively, the product of the normal peroxidatic reaction may act as
a transducer. In a typical GPx reaction, this would be GSSG, and the latter
can, in principle, glutathionylate SH groups in proteins by thiol/disulfide
reshuftling (Eq. (1.18)) (Klatt and Lamas, 2000)

Prot — SH + GSSG «+ GSH + Prot — SSG (1.18)

Whether this possibility is amply used in vivo for the growing examples
of protein glutathionylation is hard to decide. In mammals at least, the
intracellular steady state of GSSG is not easily increased due to fast reduction
by glutathione reductase plus export of GSSG. Also, thiol/disulfide
exchange is not particularly fast. Collectively, these concerns justify the
speculation that glutathionylation by GSSG is a rare event, if not catalyzed.
Glutaredoxin had originally been implicated in this context, but turned out
to rather reverse protein glutathionylation (Kalinina ef al., 2008).

A peroxidase product that unambiguously takes part in redox signaling as
transducer is oxidized thioredoxin. The best documented example is Trx-
regulated signaling by the apoptosis signal-regulating kinase (ASK) 1 in
mammals. ASK1 activates c-Jun kinase and p38 MAP kinase and ultimately
mediates TNFo-induced apoptosis. Reduced Trx tightly binds and inhibits
ASK1, whereas oxidized Trx does not, as was first observed by Saitoh et al.
(1998). This implies that the phosphorylation cascade is arrested by thior-
edoxin which under normal conditions is overwhelmingly reduced. If Trx
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becomes oxidized due to TNFo-triggered *O5 /H,O, formation or any
other hydroperoxide challenge, the apoptotic machinery can proceed.
Originally Trx was presumed to be the peroxide sensor in this context,
which, however, can almost certainly be ruled out because of the compara-
tively low reactivity of redoxins with H>O,. Knowing that five of the six
mammalian Prxs are thioredoxin peroxidases, it appears straight forward to
consider a Prx as the H,O5 sensor and the Prx product, oxidized Trx, as a
transducer in oxidant-driven apoptosis. Similarly, the mammalian CPPC
protein nucleoredoxin has been reported to bind to Dv1 (disheveled) in the
Wnt/ f-catenin signaling pathway and to be released by H,O, (Funato and
Miki, 2007; Funato et al., 2006). Like Trx, nucleoredoxin fulfills the
structural criteria of a Prx substrate and, thus, could be an analogous
transducer of ff-catenin activation.

5.4. Targets

In most of the examples of redox-sensitive signaling cascades the ultimate
targets are transcription factors. In bacteria it is commonly the redox state
of the transcription factor itself that determines transcription. The gene
products resulting from activation of OxyR and OhrR, AhpC and AhpF,
or Ohr, respectively, are peroxidases that eliminate the sensed oxidant signal
(Dubbs and Mongkolsuk, 2007). Also in yeast, the response to the oxida-
tively activated transcription factor comprises the expression of peroxidases
and other protective enzymes (D’Autreaux and Toledano, 2007; Morgan
and Veal, 2007; Veal ef al., 2004). Expectedly, the situation is more complex
in higher plants (Dietz, 2003, 2008) and animals. The mammalian transcrip-
tion factors reported to be redox-regulated such as AP-1, NFkB, p53,
NFAT, HIF1, f-catenin, and Nrf2 determine a wide range of gene tran-
scriptions. Accordingly, the exposure of human tissue culture to subtoxic
concentrations of H,O, (100 puM for 30 min) led a complex transcription
pattern that did not clearly reflect a response to an oxidative stress, which
corroborates the presumed role of H,O, in regulating the expression the
genes relevant to pathways unrelated to stress response (Desaint et al., 2004).
Further, the mammalian transcription factors themselves are not necessarily
redox-modified, as in bacteria and yeast. Their activation is more often
achieved by translocation into the nucleus after being released from redox-
sensitive cytosolic complexes, as documented for the NFxB, Nrf2, and
p-catenin.

5.5. Shut-off switches and restoration of starting conditions

Regulatory pathways that are activated by oxidation can be stopped at
different levels and by different means: by removing the signaling oxidant,
by reducing an oxidized transducer or obligatorily oxidized transcription
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factor. Continuation of signaling is sometimes prevented by proteolytic
destruction or oxidative inactivation of sensors or transducers despite per-
sistence of the signaling molecules. With time delay, de novo synthesis of
hydroperoxide or disulfide-reducing enzymes may dampen the oxidant
activation of the cascades at various levels. Although “ROS”’-dependent
activation of signaling cascades has attracted much more attention than its
equally important termination, examples of all theoretical switch-off possi-
bilities can be given:

In the simple bacterial systems, the transcription factors that are directly or
indirectly oxidized by H,O, or an ROOH lead to fast de novo synthesis of
enzymes that remove the oxidant signal (AhpC/AhpF Ohr or other
peroxidases), whereby a new homeostasis is established for adaptation to
the changed environment (Dubbs and Mongkolsuk, 2007).

In budding yeast, the internal disulfide bond in the active transcription
factor Yap1 is reduced by thioredoxin (Delaunay ef al., 2000).

Protein disulfide reduction by reduced redoxins appears to be the most
common mechanism to stop oxidant signaling and may be implicated in
all kind of organisms (Kalinina ef al., 2008), while oxidized Trx rather
works as switch-on if the rate of thioredoxin reduction by thioredoxin
reductases becomes limiting, at least locally. The same reasoning applies
to glutaredoxin-dependent processes. However, due to the usually higher
capacity of glutathione reductase, a shortage of GSH will require a more
pronounced hydroperoxide flux.

For activation of NFxB the inhibitory protein that keeps the transcription
factors in the cytosol is completely degraded by the proteasome. What
results is a “‘hit and run” mechanism: Downstream signaling proceeds,
while any further signal meets an refractory upstream signaling machin-
ery, until IxB has been resynthesized from scratch.

Overoxidation of a Prx (Eq. (1.17)) that works as ROOH sensor would
similarly render a cascade refractory to further oxidant signaling until the
Prx is regenerated by sulfiredoxin. In parentheses, the often quoted
“floodgate hypothesis” (Wood ef al., 2003) regards this oxidative Prx
inactivation as a way to save H,O, for signaling purposes. Physiological
redox signaling, however, appears to occur at H,O, levels far below the
threshold of significant Prx inactivation. There are equally good reasons
to speculate that Prx overoxidation is kind of “‘give-up signal.” Evolu-
tionary wisdom might have told the higher organisms that there is “a
point of no return.” If the flood of H,O, has reached a level sufficient to
generate sulfinic or sulfonic acids from protein thiols, the collateral
damage is likely severe enough to leave the cells with only one reasonable
consequence: programmed cell death.

De novo synthesis of protective enzymes to restore resting conditions is
evidently best achieved via the Nrf2/Keap1 system, which responds to
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peroxide challenge as well as to damage signals (unsaturated aldehydes)
and plant-derived micronutrients such as sulforaphane and polyphenolic
“antioxidants” (they likely react in situ with the most abundant radical,
the biradical O,, and thereby generate *O; and H,O,). The list of
proteins expressed due to activation of Nrf2 comprises, apart from
phase II enzymes, y-glutamyl cysteine synthetase, and glutathione syn-
thetase for restoring GSH, glucose-6-phosphate dehydrogenase which
fuels both, the glutathione and the thioredoxin system, glutathione
reductase (Thimmulappa ef al., 2002), thioredoxin 1 and 2, thioredoxin
reductase 1, GPx1 and GPx2 (Banning ef al., 2005; Brigelius-Flohé and
Banning, 2006), Prx1, 2, and 4, and sulfiredoxin (Bae ef al., 2009; Kensler
et al., 2007; for a recent update see Miiller ef al., 2010).

5.6. Signaling versus defense or modulation of redox
signaling by competition

While in former times the thiol peroxidases were almost exclusively con-
sidered to protect organisms against oxidative stress (Flohé, 1985, 1989;
Sies, 1985; Ursini et al., 1982), it has now become fashionable to primarily
regard them as key players in signaling (Bindoli et al., 2008; Dayer et al.,
2008; Flohé and Brigelius-Flohé, 2006; Flohé and Harris, 2007; Forman
et al., 2010; Neumann et al., 2009; Poole and Nelson, 2008).

Indeed, numerous studies on peroxidase knock-out, knock-down, or
overexpression have shown that cytokine signaling, apoptosis or other stress
responses are almost regularly affected, and often enough similar responses
are obtained irrespective of the peroxidase thus investigated. In mammals
the list of thiol peroxidases by now comprises eight GPxs and six Prxs,
which in part are colocalized, and, despite advanced technologies, it will
remain a challenge to work out which one is “just a peroxidase” or
integrated into a regulatory circuit. A few spot lights may suffice to demon-
strate that the two principles are not mutually exclusive.

There is no experimental evidence that GPx1 is part of a signaling
cascade. GPx1, because of its abundance and catalytic efficiency, is consid-
ered the prototype of enzymes defending against hydroperoxide challenge.
Accordingly, GPx1—/— mice did not display any phenotype, unless they
were challenged with LPS, viral infection, or poisoned with redox cyclers
(reviewed in Beck, 2006; Flohé and Brigelius-Flohé, 2006). However,
overexpression of GPx1 in human tissue culture inhibited TNFo-induced
NFxB activation (Kretz-Remy ef al., 1996), as was also observed in PrxII
overexpressing cells (Kang ef al., 1998). Moreover, the attempts to create a
supermouse resistant to all kind of oxidative stressors by systemic over-
expression of GPx1 yielded a sick one: These mice became fat and devel-
oped insulin resistance, that is, all symptoms of type-II diabetes (McClung
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et al., 2004). The lessons from these genetic experiments are: (i) The risks of
aerobic life have been overestimated in the past but (ii) become relevant in
bacterial of viral infections. (iii) Overexpression studies by themselves do
not disclose whether or not enzymes are integral parts of regulatory circuits;
in case of TNFa activation such a role may be rated as possible for PrxII,
but unlikely for GPx1. (iv) Optimizing defense against peroxide challenge
is a risky concept; the delicate physiological balance of hydroperoxide
production and reduction must not be disturbed to an extent that redox
signaling is inhibited or prevented. (v) GPx1, which is spread over the
cytosol (and the mitochondrial matrix), can obviously compete for H,O,
that is built locally at surface-bound receptors and thereby pushes up the
threshold for appropriate cytokine or hormone signaling.

Interleukin 1 also signals via NFxB activation but likely uses a lipox-
ygenase product as supportive oxidant signal. Accordingly, a large variation
in GPx1 achieved by selenium restriction and resupplementation did only
marginally affect IL1 signaling. In contrast, a fourfold overexpression of
GPx4, which did not significantly contribute to the overall GPx activity
when measured with H,O, as substrate, completely abrogated IL1-induced
NFkB activation (Brigelius-Flohé ef al., 1997). The most likely interpreta-
tion for this finding is again competition for the specific oxidant signal by
GPx4, although other possibilities have not been excluded.

Similarly, in oxidant-driven apoptosis the roles of the peroxidases may
differ in mechanism and vary with the type of oxidant involved. As outlined
above for ASK1-mediated apoptosis, a direct H,O, sensing and signal
transduction by a Prx is not unlikely, whereas the inhibition of apoptosis by
overexpressing GPxs (Flohé and Brigelius-Flohé, 2006) is probably due to
competition for the oxidant signal. Certain lipoxygenase product as signaling
oxidants are preferentially (or exclusively?) metabolized by GPx4. The
particularly hard-to-metabolize ones are the products of 12,15-lipoxygenase,
an enzyme implicated in oxidative remodeling of intracellular membranes
since the 1970s (Rapoport ef al., 1979) and now also in apoptosis (Seiler ef al.,
2008). If GPx4 in this context acts as a competing peroxidase (modulator) or
sensor/transducer is unknown. Apoptotic signaling occurs at borderline toxic
hydroperoxide concentration, and therefore regeneration of reduced GSH or
Trx may become rate limiting. This implies that thresholds for signaling may
also be adjusted by induction of pertinent enzymes.

6. CONCLUSIONS AND PERSPECTIVES

The old concept that thiol peroxidases are pivotal to fight oxidative
stress is still valid for conditions in which the organism is flooded with
hydroperoxide, as in infection and fulminant inflaimmation. The
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accumulated knowledge on hydroperoxide reduction by the various perox-
idase families teaches that these enzymes are also optimum candidates for
peroxide sensors and transducers of redox signals and anyway modulate
metabolic pathways that depend on their substrates. The emerging evidence
that most signaling cascades respond to, or depend on, oxidants suggested a
new look on seemingly antique science, and the lateral thinking proved to
be surprisingly rewarding. Basically, the concept of redox reactions com-
plementing phosphorylation/dephosphorylation and proteolytic events for
metabolic regulation has been established. The details, though, are far from
clear.

A few major deficiencies that still lend to the field a swampy character
may be listed. Only in exceptional cases do we know which redox-compe-
tent protein reacts with a specific partner and how the partner translates the
contact into function. If we believe that we understand this venture quali-
tatively, then, the consequent problems appear on the horizon: Does the
presumed event really happen? Is it possible under consideration of space
and time? Are the kinetics in line with the time course of the macroscopic
phenomenon addressed? For most of the questions, the answers are still in
the clouds. The technologies to solve the problems are available: Structural
analysis is improving at a speed that promises in silico feasibility studies for
almost any kind of protein—protein interaction in the near future; mass
spectrometry can meanwhile detect any kind of protein modification; fast
kinetics are being measured for decades already; molecular genetics are
guiding the way for identifying key players; in vivo imaging of redox events
is emerging. However, combining kinetics with structural analysis and
matching the result from clean systems with in vivo or ex vivo data demands
logistics that are not easily established. The topical “omics” may tell us
where it is rewarding to have a closer look but might disappoint when
looking for clarity. The scenario will not become more transparent without
exploiting the synergism of complementary technologies.
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Abstract

The sulfur metabolic pathway plays a central role in cell metabolism. It provides
the sulfur amino acids methionine and cysteine, which are essential for protein
synthesis, homocysteine, which lies at a critical juncture of this pathway,
S-adenosylmethionine, the universal methyl donor in the cell, and glutathione
(GSH), which has many crucial functions including protection against oxidative
stress and xenobiotics. The intracellular level of these metabolites, which are
closely connected with other cellular metabolic pathways, is of major impor-
tance for cell physiology and health. Three mass spectrometry-based methods
for the determination of sulfur metabolites and also related compounds linked
to the glutathione biosynthesis pathway are presented and discussed. The first
one enables absolute quantification of these metabolites in cell extracts. It is
based on liquid chromatography—electrospray triple quadrupole mass spec-
trometry coupled to *>N uniform metabolic labeling of the yeast Saccharomyces
cerevisiae. The two other methods are global approaches to metabolite detec-
tion involving a high-resolution mass spectrometer, the LTQ-Orbitrap. lons
related to metabolites of interest are picked up from complex and informa-
tion-rich metabolic fingerprints. By these means, it is possible to detect
analytical information outside the initial scope of investigation.

1. INTRODUCTION

The sulfur metabolic pathway plays a central role in cell metabolism.
The structure of this metabolism is largely conserved among living organ-
isms with three conserved subpathways: the methyl cycle, the transsulfura-
tion pathway, and the synthesis of glutathione (see Fig. 2.1). In this
metabolism, the sulfur amino acids methionine and cysteine are essential
for protein synthesis.

The methyl cycle is composed of homocysteine, methionine, S-adeno-
sylmethionine (SAM), and S-adenosylhomocysteine (Fig. 2.1). SAM is the
universal methyl donor for all methylations in the cell (lipids, RNA, DNA,
some proteins). In addition, it is a precursor for the synthesis of a number of
essential metabolites (e.g., polyamines, biotin, choline) and neurotransmit-
ters (e.g., dopamine, serotonin). Depending on the organisms, cysteine and
homocysteine can be converted in either direction through the transsulfura-
tion pathway, which involves cystathionine as an intermediate (Fig. 2.1). In
addition to its utilization for the synthesis of proteins, cysteine serves as a
precursor for the synthesis of thiamine, of iron—sulfur clusters and
glutathione.
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Figure 2.1  The sulfur metabolite pathway. Schematic representation of the core of sulfur
metabolism. Plain arrows: pathway present in nearly all organisms. The sulfate assimi-
lation (1) is present in bacteria, yeasts, protists, and plants. An alternative pathway is
present in some yeast species (e.g., pathway (2) in S. cerevisiae). The transsulfuration
pathway can be in either direction (e.g., direction (3) in bacteria, in plants and in
the yeast Schizosaccharomyces pombe); direction (4) in mammals or both directions
(S. cerevisiae, Pseudomonas species).

The glutathione (GSH) biosynthesis pathway (Fig. 2.1) is of primary
importance for the cell regarding the multiple and essential functions of
GSH. GSH exists in thiol-reduced (GSH) and disulfide-oxidized (GSSG)
forms. GSH has several vital functions, including redox bufter, reduction of
disulfide bonds, maintaining the thiol status of proteins, detoxification of
electrophilic xenobiotics and heavy metals, scavenging free radicals, iron—
sulfur cluster formation, and a reserve of cysteine. GSH is also required for
the detoxification of methylglyoxal and formaldehyde, two metabolites
produced as by-products of metabolism. In addition, GSH plays a role in
other key cellular processes including apoptosis, cell proliferation, cytokine
production, immune response, and signal transduction. GSH deficiency
leads to oxidative stress, which plays an important role in many diseases
and in aging. Decreased levels of cellular GSH are associated with several
diseases including diabetes, cancer, liver diseases, Alzheimer’s disease, Par-
kinson’s disease, and cardiovascular risks (Wu et al., 2004b). Homocysteine
has adverse effects when its cellular concentration is elevated. For example
in humans, high levels of homocysteine are an important risk factor for
aging-related diseases, including Alzheimer’s disease, osteoporosis, and vas-
cular diseases (Maron and Loscalzo, 2009).
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In all organisms, sulfur metabolism therefore has very important func-
tions and strong metabolic constraints, as it provides the cell with optimal
amounts of the essential metabolites SAM, methionine, cysteine, and gluta-
thione. In consequence, this metabolism and the level of sulfur metabolites
are tightly regulated in both prokaryotic and eukaryotic cells.

In bacteria, plants, and some eukaryotic microorganisms such as yeasts, a
pathway for assimilating inorganic sulfate is also present (Fig. 2.1). The
assimilation of inorganic sulfur is structurally connected to the serine or
homoserine biosynthesis pathway as these amino acids are precursors
respectively of o-acetylserine and o-acetylhomoserine, which provide the
carbon backbone for the synthesis of cysteine and homocysteine. These
amino acids are also required in the transsulfuration pathways that convert
homocysteine to cysteine (and vice versa). The amino acids glutamate and
glycine are also precursors for the synthesis of GSH. The sulfur pathway is
thus highly connected to the metabolism of other amino acids. Consistent
with these metabolic links, cross-regulations (or co-regulation) of multiple
amino acid pathways have been evidenced in the yeast Saccharomyces cerevi-
siae (Natarajan et al., 2001). Similar findings were also observed in the course
of a study of cadmium toxicity in the yeast S. cerevisiae (Madalinski et al.,
2008). It is thus important for some studies to have analytical methods to
quantify metabolite pools that are not restricted to sulfur metabolites alone.

2. ANALYTICAL METHODS FOR THE DETERMINATION
OF SULFUR AND AMINO AcID METABOLITES

Sulfur metabolites are molecules containing either a free thiol func-
tion, as for example is the case for homocysteine, cysteine, glutathione, and
its precursor the dipeptide y-glutamyl-cysteine, or a blocked thiol function,
as 1s the case for cystathionine and methionine. Metabolites containing free
thiol groups are present at different redox states in biological media, either as
reduced or oxidized (i.e., dimeric) forms. Other oxidized states are possible
and metabolites may also be detected as sulfoxides, sulfonates, and sulfinic
acids in biological extracts.

The detection and quantification of sulfur metabolites has to overcome
three major analytical challenges. The first is to preserve the redox state of
such metabolites for further biological interpretation of the results, the
second is to detect both free and blocked thiol metabolites, and lastly, sulfur
metabolites are highly polar and their retention on chromatographic col-
umns may be problematic. Various analytical tools based on gas or liquid
chromatography (LC) have been developed for the determination of sulfur
metabolites.
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Thiol derivatization with specific reagents coupled with reverse phase
chromatography followed by ultraviolet (Raggi et al., 1998), fluorimetric
(Luo et al., 1995; Parmentier et al., 1998; Salazar et al., 1999; Sentft et al., 2000;
Yan and Huxtable, 1995), or mass spectrometric detection (Guan ef al., 2003;
Hammermeister ef al., 2000) is a popular approach. Thiol labeling with bro-
mobimanes can be used in LC methods for the quantitative determination of
low-molecular-weight thiol molecules in biological extracts (Fahey and
Newton, 1987). The reaction of bromobimanes with thiol metabolites con-
verts the nonfluorescent derivatization agent into a water-soluble derivative.
The specificity of this reagent is provided by its poor reactivity toward other
nucleophiles (Kosower and Kosower, 1987). When coupled with fluorescent
detection, such a method allows quantification of thiol metabolites at the
picomole level (Fahey and Newton, 1987). However, because of the prior
derivatization of sulthydryl groups, these methods are limited to free thiol-
containing compounds, thus preventing the concomitant analysis of both the
reduced and oxidized glutathione, as well as compounds bearing a blocked thiol
function such as methionine or cystathionine.

These drawbacks can be overcome by the use of LC coupled to electro-
chemical (Lakritz ef al., 1997) or mass spectrometric detection. Although gas
chromatography—electron impact-mass spectrometry (GC-EI-MS) allows
sensitive detection of sulfur metabolites such as cysteine, homocysteine, methi-
onine, and cystathionine (Stabler et al., 1987; White, 2003), this technique
requires chemical derivatization procedures in order to enhance the volatility
of compounds. Lastly, by using electrospray—tandem mass spectrometric (LC/
MS-MS) detection, it is possible to detect both reduced and oxidized sulfur
metabolites without any prior derivatization step, as reported for glutathione
and glutathione disulfide in various biological extracts (Gucek et al., 2002).

Electrospray MS-based techniques are of special interest because of their
ability to cover different analytical needs such as qualitative or quantitative
determination, structural characterization, and also metabolite profiling or
targeted analysis of a few to many metabolites. This is mainly due to the
sensitivity, specificity, and versatility of the different types of analyzers that
are commercially available. Each of these analyzers has its own appropriate field
of application. Triple quadrupole mass spectrometers operated in the selected
reaction monitoring (SRM) MSZ—scanning mode are considered as reference
instruments for quantification experiments, whereas ion traps, allowing rapid
scanning over a large m/ z ratio range and sequential MS" experiments are well
suited for metabolic profiling and structural elucidation. This is also the case for
TOF and hybrid Q-TOF analyzers, thanks to their high acquisition rates and
the possibility to perform accurate mass measurements (i.e., the capacity of a
mass spectrometer to separate ions of adjacent but different m/z ratios).

Fourier transform-mass spectrometry (FT-MS) instruments, such as the
Fourier Transform Ion Cyclotron and the recently released LTQ-Orbitrap
mass spectrometers, provide accurate mass measurements with ppm and
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even sub-ppm errors, high and ultrahigh resolving power, and MS" cap-
abilities. This is of special interest for global metabolite detection. Accurate
mass measurements together with ultrahigh resolving power enable dis-
crimination between isobaric ions and also indicate their elemental compo-
sition, which is useful for identification purposes.

The LTQ-Orbitrap® is a new type of hybrid mass spectrometer which
consists of a linear ion trap coupled to an Orbitrap analyzer (Hardman and
Makarov, 2003; Makarov, 2000). The linear ion trap is able to record its
own full-scan mass spectra and sequential MS" activation spectra from low-
resolution precursor ion selection (mass window > 0.3 u). Ions transitorily
accumulated in the C-trap are injected into the Orbitrap analyzer (Hu et al.,
2005; Makarov et al., 2006). Orbitrap devices achieve accurate mass mea-
surements with errors below 3 ppm and resolving powers up to 100,000
(m/Am at m/z 1000, full width at half maximum).

We started to work on sulfur metabolites by developing an LC/ESI-MS/
MS method based on hydrophilic interaction LC coupled to an ESI-triple
quadrupole mass spectrometer operating in the SRM mode. When com-
bined with uniform "N-metabolic labeling, this enabled absolute quantifi-
cation of eight metabolites involved in the glutathione biosynthesis pathway
(i-e., cysteine, homocysteine, methionine, y-glutamyl-cysteine, cystathio-
nine, reduced and oxidized forms of glutathione, and S-adenosylhomocys-
teine) (Lafaye ef al., 2005b). An alternative approach was then developed by
directly introducing biological samples into the LTQ-Orbitrap mass spec-
trometer, allowing both targeted (i.e., focusing on few metabolites) and
global metabolomics (i.e., coupling mass spectrometric detection with statis-
tical and chemometric tools) approaches. Here, detection and further quan-
tification are achieved in accurate mass measurements of ions contained in the
mass spectra. When applied to the study of cadmium toxicity in the yeast
S. cerevisiae, the latter method gave quantitative results similar to those of the
initial LC/ESI-MS/MS (Madalinski ef al., 2008).

We report here on different MS-based methods for the detection and
quantification of sulfur metabolites and also other metabolites closely
connected to the glutathione biosynthesis pathway. All the procedures
and analytical methods have been developed for the analysis of yeast cell
extracts. However, their application to other cell types is possible. This will
be discussed throughout this chapter.

3. PROCEDURES

3.1. Cell growth and >N metabolic labeling

3.1.1. General considerations

Several issues have to be addressed for the quantification of metabolites in
biological media. First, ion suppression effects caused by biological matrices
have deleterious effects on the limits of quantification and on the precision
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of analytical methods. Furthermore, the natural presence of metabolites in
biological extracts complicates the construction of standard calibration
curves. Lastly, because matrix effects are compound dependent, quantifica-
tion requires an internal standard for each metabolite of interest. All these
issues are addressed by developing a standardization procedure based on '°N
metabolic labeling of the yeast S. cerevisiae (Lataye et al., 2005b). Absolute
quantification is achieved by mixing an aliquot of a labeled reference extract
with the unlabeled biological sample before the LC/MS/MS analysis.

In principle, the ideal labeling of the reference extract would be with the
stable isotope **S. This isotope is commercially available in its sulfate form
enriched at 90%. It is more expensive than >N sources but the amount of
sulfate required for growth (e.g., around 0.1 mM for microorganisms) is
lower than that of nitrogen (around 3 mM for microorganisms). Using >*S
labeling, only sulfur compounds can be analyzed. However, in large-scale
analyses, '°N labeling is preferable, since a large number of metabolites
contain at least one nitrogen atom. '°N labeling is also relevant to the
analysis of sulfur metabolites as most of them contain at least one nitrogen
atom.

The '"N-metabolite extract is prepared by in vivo labeling with an
inorganic source of '’N and extraction of the pool of labeled metabolites.
[°N]-ammonium, ["*N]-nitrate, and ['°N]-nitrite are commercially avail-
able. The cells used in the preparation of the reference extract must be
grown in a minimum medium, deprived of '*N-labeled compounds, but
replaced by their corresponding '°N-labeled forms in appropriate amounts.
In order to obtain uniform labeling, cells must first be grown for at least
5-10 generations with ['’N]-nitrogen as the sole source of nitrogfen.
Depending on the cell type, it can be useful to freeze aliquots of this '°N
preculture. This precaution will avoid restarting the >N preculture and
enrichment step if the '’ N labeling has to be repeated.

This approach is well adapted to bacteria (Sailer et al., 1993), yeasts
(Lafaye et al., 2005b), algae, and plants (Engelsberger et al., 2006). It can
also be envisaged for organisms capable of consuming labeled microorgan-
isms or plants, although in this case the time necessary to obtain efficient
labeling may be long. For example, efficient '°N metabolic labeling of rats
has been successfully obtained by feeding the rats with a diet enriched in
N-labeled algae (Wu et al., 2004a). Alternative to '°N labeling, °C
labeling can also be used if the analysis includes metabolites devoid of
nitrogen (Birkemeyer et al., 2005), but this type of labeling may be very
expensive.

3.1.2. >N labeling of yeast

The S. cerevisiae strain S288c was grown in a minimum medium
corresponding to YNB (yeast nitrogen base) medium minus ammonium
sulfate (Difco). [°N]-(NH,),SO, was added to the medium at a final
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concentration of 5 mM. In order to save '°N, the concentration of ['°N]-
(NH,)>SOy can be decreased to 3 mM without any growth problem.

Strain S288c is autotrophic for each amino acid and is therefore appro-
priate to obtain complete uniform labeling. An S288c strain colony grown
on "N medium was inoculated and grown for at least seven generations in
50 mL of the "N medium. Such a ">N preculture can be used to inoculate a
large culture of approximately 1 L. It is important to prepare a large amount
of >N metabolite extract to increase the number of analyses that can be
performed with the '°N reference extract (a given reference extract can be
utilized several hundred times).

The culture was then treated with 50 uM cadmium for 3—4 h. This
treatment has been shown to increase the pool of sulfur metabolites, leading
to an elevated concentration of these '°N sulfur metabolites in the reference
extract (Lafaye et al., 2005a,b). In this way, the volume of the culture can be
limited to 1 L. If large volumes of culture can be processed, the cadmium
treatment is not necessary. The '°N-labeled metabolites were extracted as
described below.

3.1.3. Culture conditions

For absolute quantification, the "°N reference extract and the extracts to be
analyzed must be prepared by the same methods and from similar cell types
and culture media. In such conditions, the “‘matrix effects’” can be consid-
ered to be the same in both '°N and "*N extracts. We used this method for
metabolite quantification in S. cerevisiae extracts grown in different condi-
tions (standard, H,O,, supplementation of different sulfur metabolites,
treatment with cadmium (Lafaye ef al., 2005a), arsenite (Thorsen et al.,
2007), chromate (Pereira ef al., 2008), sulfur starvation, nitrogen starvation
(not shown) or S. cerevisiae extracts from mutant strains. For each condition
tested, a 25-mL culture was grown to a cellular concentration of 2—
3 x 107 cells/mL in YNB minimum medium (with ["*N]-(NH,),SO, as
source of nitrogen). From this culture, at least 4 x 10 cells were collected
for metabolite extraction (see below).

For relative quantification, the "’N reference extract prepared from a
given species (e.g., S. cerevisiae) can be used as an internal standard for
extracts prepared from other organisms (e.g., bacteria or other yeast species
or plants). In this case, the growth medium and the extraction method can
be different from the ones used for the preparation of the "N reference
extract.

3.2. Metabolite extraction

Metabolite extraction is highly dependent on cell type (i.e., mammalian cells,
prokaryotic or eukaryotic cells) and also on the chemical structures of the
metabolites to be detected. In some circumstances, metabolites are highly
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unstable in biological media, requiring a quenching procedure in order to stop
their enzymatic degradation. This is usually achieved by using cold water—
organic mixtures during the collection step (Sellick et al., 2009; Spura ef al.,
2009), the leakage of intracellular metabolites being the majorissue. Extraction
procedures are performed by using cold organic solvents such as methanol,
ethanol, or chloroform, or boiling ethanol or water (Canelas et al., 2009; Villas-
Boas et al., 2005; Winder ef al., 2008). Metabolite extraction is especially a
matter of concern for bacterial, fungal, and plant cells, due to the particular
properties of their cell membranes, and readers are advised to refer to published
extraction protocols, which should be as closely applicable as possible to the
kind of cell studied and the field of application.

Typical extraction procedures for thiol-containing compounds are per-
formed in 0.1 N hydrochloric acid (Gucek et al., 2002; Noctor and Foyer,
1998), 200 mM phosphoric acid (Lenton et al., 1999), or 10% perchloric acid
(PCA) (Hammermeister ef al., 2000). Strong acid solvents are used to precipi-
tate proteins and to preserve the redox state of thiol compounds. However, the
use of such acid solutions may be prevented by the need to obtain a pH
compatible with chromatographic column specifications. Furthermore, high
concentrations of inorganic acids are not suitable for electrospray MS. As a
consequence, we decided to use boiling water for protein precipitation. The
pH of the extraction medium was optimized to obtain final pH values ranging
from 2 to 3 in the cell extracts. For yeast cell extracts corresponding to
10” cells/mL, the use of 0.1% PCA (pH 2) appeared to be the best compromise
between metabolite stability and LC/MS detection (Lafaye et al., 2005b).

The protocol selected for yeast cell metabolite extraction was as follows.
Cells were collected (typically n = 10%) by centrifugation (4000 rpm at
4 °C), washed with cold water, boiled for 5 min in 0.1% PCA (pH 2), and
centrifuged for 2 min at 4000 rpm. The supernatant containing the meta-
bolites was collected and stored at —80 °C until further analysis.

4. ABSOLUTE LC-ESI-MS/MS QUANTIFICATION
OF THIOL AND AMINO AcCID METABOLITES IN
YEAST EXTRACTS

4.1. Sample preparation

Two kinds of samples have to be analyzed in the course of a typical experi-
ment: biological samples and standard samples used for the calibration curve.

4.1.1. Biological samples

Aliquots of unlabeled and '’N-labeled yeast extracts are mixed together
(1/1, v/v) and 20 uL of the resulting sample (5x 10 cells/mL) is injected
into the chromatographic system. Working at high cell concentrations is
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expected to improve the detection of analytes. Actually, decreased sensitiv-
ity is observed in these conditions because matrix-based ion suppression
effects lead to an alteration of the ionization recoveries of analytes (Gangl
et al., 2001; Matuszewski et al., 1998). It is thus recommended to carefully
optimize the number of cells injected into the LC/MS system. This can be
achieved by measuring the repeatability of the analytical method as a
function of the number of injected cells (Lafaye et al., 2005b). Matrix effects
can also be evaluated by spiking selected metabolites in extracts from
uniformly metabolically labeled cells and by comparing the resulting peak
intensities observed for different cell concentrations with those obtained in
pure solvent (Madalinski ef al., 2008).

For our application, a cell concentration of 5 x 10" cells/mL was found
to provide suitable signal intensities for the metabolites of interest with
limited clogging of the electrospray source.

4.1.2. Standard samples

Alanine, arginine, asparagine, aspartate, arginine, cysteine, glutamine, gluta-
mate, glycine, histidine, isoleucine, leucine, methionine, phenylalanine,
proline, serine, threonine, tyrosine, tryptophan, valine, y-glutamyl-cysteine,
reduced glutathione (GSH), oxidized glutathione (GSSG), S-adenosylhomo-
cysteine, and cadmium were from Sigma-Aldrich (Saint Quentin Fallavier,
France). O-acetylhomoserine was synthesized as previously described (INagai
and Falvain, 1971).

Our procedure for plotting standard calibration curves is as follows:

— Preparation of individual stock solutions at 1 mg/mL in 0.01 N HCl and
at 2 mg/mL for cysteine and y-glutamyl-cysteine.

— The stock solutions are mixed as indicated in Table 2.1 to obtain the first
calibration point. Each metabolite concentration is adapted to the levels
expected in cell extracts from preliminary experiments. Twelve calibra-
tion points are then obtained by further twofold serial dilutions.

— Each calibration point (20 uL) is mixed with 20 uL of the "°N reference
extract. The cell concentration of the latter (i.e., 10° cells/mL) is twice
the number of cells used for sample preparation in order to keep the total
cell concentration constant between samples and standard samples.

4.2. Liquid chromatography

Several approaches are available for the analysis of polar metabolites without
derivatization, relying on ion exchange, hydrophilic interaction liquid
chromatography (HILIC), and ion-pair chromatography. Ion exchange
chromatography involves nonvolatile solvents with strong ionic strength
requiring a desalting interface for further electrospray MS detection. Good
chromatographic retention is obtained by using HILIC (Bajad ef al., 2006;
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Table 2.1 Preparation of the first calibration point

Concentration in

the first calibration
Metabolite point (ug/mL)
Alanine 100
Arginine 15
Asparagine 50
Aspartate 50
Cysteine 50
Glutamine 15
Glutamate 50
Glycine 100
Histidine 5
Isoleucine 15
Leucine 15
Lysine 15
Methionine 25
Phenylalanine 5
Proline 5
Serine 25
Threonine 25
Tryptophan 5
Tyrosine 5
Valine 15
Cystathionine 25
y-Glutamyl-cysteine 50
Glutathione (reduced form) 25
Glutathione (oxidized form) 25
Homoserine + Threonine 15
Cystine 25
o-Acetylhomoserine 25
Methylthioadenosine 5
Transproline 15
S-adenosylhomocysteine 15
Homocysteine 25

Kiefer ef al., 2008; Lafaye ef al., 2005b; Strege et al., 2000; Tolstikov and
Fiehn, 2002). Bajad et al. have developed an HILIC-ESI-MS/MS-based
method for the analysis of 141 metabolites and reported the quantification
of 69 of them in Escherichia coli cell extracts. However, this method was not
selective enough for the discrimination between isomers such as leucine and
isoleucine.
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The chromatographic retention and separation of the metabolites of
interest may be improved by using ion pair-reverse phase chromatography.
In this case, a hydrophobic counter ion is introduced in the mobile phase to
form an ion pair with the analytes. Typical ion-pairing reagents are amines
(Coulier et al., 2006) and hydrophobic organic acids (Chaimbault et al., 1999)
for the analysis of acids and bases, respectively. The resulting ion pairs are
neutral, hydrophobic, and well retained on reverse phase columns. The two
main drawbacks of this approach are the limited volatility of the ion pair and/
or the too strong affinity between the ion-pairing reagent and the analyte.
This prevents the dissociation of the ion pair in the electrospray source and
induces signal suppression eftects (Apftel ef al., 1995). Perfluorinated carbox-
ylic acids have been reported to provide optimal results for the analysis of
basic metabolites (Chaimbault et al.,, 1999; Gu et al., 2007). Among the
different kinds of perfluorinated acids, pentadecafluorooctanoic acid
(PDFOA) provided optimal chromatographic retention and selectivities.

An HP1100 series LC system (Agilent Technologies, Massy, France) is
used for sample introduction and separation. The chromatographic separa-
tion is performed on a BioSuite Cyg column (2.1 X 150 mm, 3 um) from
Waters (Saint Quentin en Yvelines, France) equipped with an online
prefilter (Interchim, Montlu¢on, France). The mobile phases are either
(A) water containing PDFOA 5 mM or (B) acetonitrile. PDFOA and
acetonitrile were from Sigma-Aldrich (Saint Quentin Fallavier, France).
‘Water was deionized and filtered through a Millipore Milli-Q water purifi-
cation system. Warning: PDFOA is a corrosive agent and precaution such as
the use of gloves and goggles should be taken to avoid skin contact.

Gradient conditions were as follows: 0% B from 0 to 5 min, 0—100% B from
5 to 40 min, 100% B from 40 to 50 min, and 100% A from 50.1 to 60 min, ata
flow rate of 300 uL/min. The temperature of the column isset at 30 °C, and the
samples are stored at 4 °C in the autosampler. For optimal retention time
stability, the column should be equilibrated overnight before analysis with 50%
A at a low flow rate (e.g., 50 uL/min) and PDFOA should be added to the
samples to be injected in order to improve the formation of the ion pair.
Interfering peaks generated by PDFOA may be observed in chromatograms,
limiting the detection of low levels of metabolites such as arginine, histidine,
and lysine. If such artifacts are observed in blank samples, the experiment
should be repeated with a new PDFOA batch. Typical retention times
obtained with our chromatographic system are shown in Table 2.2.

4.3. Mass spectrometry

Electrospray mass spectrometric detection is performed by using a triple
quadrupole instrument, the Quantum Ultra from ThermoFisher Scientifics
(Courtaboeuf, France) operated in the positive ion mode. Capillary voltage
issetat 4 kV and capillary temperature at 270 °C. The sheath gas pressure and
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Table 2.2 Metabolite retention time and CID parameters
4N metabolites 15N metabolites
Retention Transition Transition Elab
Metabolites time (min) [MH]" pairs [MH]" pairs (eV)
Alanine 2.8 90 90 — 55 91 91 — 55 20
Arginine 25.2 175 175 — 158 179 179 — 161 15
Asparagine 2.4 133 133 — 87 135 135 - 89 15
Aspartate 4.0 134 134 — 88 135 135 -89 15
Cystathionine 6.8 223 223 — 134 225 225 — 135 17
Cysteine 2.7 122 122 — 105 123 123 — 105 15
Cystine 3.5 241 241 — 152 243 243 — 153 19
Glutamate 4.2 148 148 — 102 149 149 — 103 15
Glutamine 2.6 147 147 — 130 149 149 — 131 15
y-Glu-Cys 8.1 251 251 — 122 253 253 — 123 17
Glycine 2.4 76 76 — 59 77 77 — 59 25
Glutathione 10.1 308 308 — 179 311 311 — 181 17
(reduced
form)
GSSG 22.4 613 613 — 355 619 619 — 359 23
(oxidized
form)
Histidine 24.2 156 156 — 110 159 159 — 113 17
Homocysteine 4.3 136 136 — 90 137 137 — 91 15
Homoserine 2.7 120 120 — 74 121 121 —= 75 15
+ Threonine
Isoleucine 18.9 132 132 — 86 133 133 — 87 13
Leucine 20.6 132 132 — 86 133 133 — 87 13
Lysine 25.0 147 147 — 130 149 149 — 131 15
Methionine 11.7 150 150 — 133 151 151 — 105 16
methylthio-5"  22.6 298 298 — 136 303 303 — 141 17
adenosine
o-Acetylhom- 6.4 162 162 — 102 163 163 — 103 15
oserine
Phenylalanine  21.9 166 166 — 120 167 167 — 121 13
Proline 3.5 116 116 — 70 117 17 — 71 17
S-adenosylho  25.1 385 385 — 136 391 391 — 141 18
mocysteine
Serine 2.4 106 106 — 60 107 107 — 61 15
Threonine 2.7 120 120 — 102 121 121 — 103 15
trans-Proline 2.4 132 132 — 68 133 133 - 69 15
Tryptophan 24.3 205 205 — 188 207 207 — 189 12
Tyrosine 14.8 182 182 — 136 183 183 — 137 15

Valine 11.6 118 118 — 72 119 119 — 73 12
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the auxiliary gas pressure (both nitrogen) are set at 50 and 10 (arbitrary units).
The mass resolution was fixed at 0.7 Th (as full width at half~-maximum
(FWHM) height, for a single charged ion) for both the first and third
quadrupole mass analyzers. The collision gas (argon) pressure in the second
quadrupole (RF only) is set at 1.5 mTorr. The dwell time and interchannel
delay are fixed at 0.1 and 0.01 s, respectively. Cone voltage values, which
have been optimized for each metabolite, are in the ranges from 20 to 30 V.

Metabolites are detected in the positive ionization mode using the SRM
scanning mode. Collision energy values in the RF only quadrupole and
transition pairs have to be optimized for each metabolite on reference com-
pounds. The transition pairs of >N metabolites are calculated by taking into
account the number of nitrogen atoms that are contained in both parent and
product ions. Each product ion has to be carefully selected in order to avoid the
occurrence of interference in the mass spectrometric detection (i.e., two transi-
tion pairs detected at the same retention time and having the same product ion).
This is of special importance for this method because m/z values of '’N-labeled
and unlabeled metabolites may difter by only one or two units. This point is
addressed in the following validation study. The SRM parameters (transition
pairs and collision energies) for the 31 metabolites are shown in Table 2.2.

Furthermore, as many transition pairs have to be monitored by the mass
spectrometer, it is necessary to optimize the detection parameters in order to
achieve suitable chromatographic performances (i.e., more than 10 scans per
chromatographic peak). To this end, the scan time has been set at 0.03 s and
the SRM detection is performed according to two time segments, the first
one corresponding to the first 8.5 min and the second the remaining part of
the acquisition. Each time segment includes half of the transition pairs.

A typical LC/ESI-MS/MS chromatogram is shown in Fig. 2.2. By using
a reverse phase column and PDFOA as ion-pairing reagent, most metabo-
lites were retained and separated. Two distinct segments can be observed
from Fig. 2.2: the first one contains peaks eluted from 2.5 to 5 min and
corresponds to hydrophilic acid compounds, whereas the second corre-
sponds to hydrophobic and basic compounds eluted from 5 to 30 min. This
chromatographic method is able to discriminate between isomers such as
leucine and isoleucine, but was unable to separate hydrophilic isomers like
threonine and homoserine. Threonine was quantified by using a specific
SRM transition corresponding to a loss of water, whereas no specific
reaction was found for homoserine. As a consequence, the couple (homo-
serine + threonine) was quantified instead of homoserine alone.

4.4. Data processing

The areas of the signal corresponding to each SRM transition pair are
obtained from the Quanbrowser® version 2.0 SR2 (Thermo-Fisher, Les
Ulis, France), a software developed for quantification applications. Results
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Figure 2.2 LC/ESI-MS/MS chromatogram of a yeast cell extract (5.107 cells/mL). The
chromatographic separation is performed on a BioSuite Cyg column (2.1 x 150 mm,
3 pum) from Waters (Saint Quentin en Yvelines, France) equipped with an online
prefilter (Interchim, Montlugon, France) and 20 uL of the extract are injected into
the chromatographic system. The mobile phases are either A: water containing 5 mM
pentadecafluorooctanoic acid (PDFOA) and B: acetonitrile. PDFOA and acetonitrile
were from Sigma-Aldrich (Saint Quentin Fallavier, France). Gradient conditions were
as follows: 0% B from 0 to 5 min, 0-100% B from 5 to 40 min, 100% B from 40 to
50 min, and 100% A from 50.1 to 60 min, at a flow rate of 300 yL/min.

can be expressed as "N/'5N ratios for accurate quantification or as molarity
units by using standard calibration curves for absolute quantification. Abso-
lute concentrations in biological samples are obtained by comparing the
"N/"°N ratios obtained for the samples with those of the calibration curves.
Typical standard calibration curves, together with their equation and regres-
sion coefficients, are shown in Fig. 2.3.

Intracellular concentrations of metabolites are obtained as follows:

(i) The concentration (C) of a given metabolite expressed as ng/mL is
obtained from its related calibration curve: C = a X R + b, where R
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corresponds to the '*N/'°N ratio corresponding to a metabolite in a
given biological sample.

(i1) Determine the injected quantity and then the quantity of metabolite
present in 1 mL of solution.

(iii) The intracellular concentration expressed in mol/L is finally obtained
by calculating the volume corresponding to the cell concentration of
the sample. Assuming that yeast cells are spherical, the intracellular
volume of 107 cells was calculated to be 4.5 x 1077 L.

Typical concentrations of extracts from yeast cells cultured on minimal
medium are shown in Table 2.3. Values are highly dependent on strains and
culture conditions. Literature data were added for comparison.

4.5. Method validation

Bioanalytical method validation includes all the procedures required to
demonstrate that a particular method for the quantitative determination of
the concentration of an analyte in a given biological matrix is reliable for its
intended application (Shah et al., 2000). In this section, a methodology is
proposed to validate analytical methods for quantitative metabolite
profiling. It focuses on the evaluation of selectivity, stability, precision of
the measurements, linearity, and determination of the limits of
quantification.

4.5.1. Selectivity

Selectivity is challenging for analytical methods based on metabolic '°N
labeling of organisms because the natural occurrence of stable isotopes such
as °C (1.09%), °N (0.40%), "*O (0.20%), **S (0.76%), and **S (4.22%) in
unlabeled metabolites could produce a significant signal at [M + 1] or
[M + 2], which may interfere with the selective detection of °N-labeled
metabolites containing only one or two nitrogen atoms. It must then be
demonstrated that both '*N and "N metabolites can be selectively detected
when they are present in the same extract.

To evaluate the selectivity of the method, yeast cell extracts grown on a
"N-containing culture medium were analyzed to evaluate the interfering
presence of signals that could be attributed to '°N metabolite. As expected,
no interference was found for metabolites containing two and three nitro-
gen atoms. Conversely, interfering signals were observed for metabolites
containing a single nitrogen atom and corresponding to the contribution of
stable isotopes occurring in these molecules. Intensities of these signals were
below 10% of the intensities of the related "*N signals. This was the case for
the signals corresponding to (Homoser 4+ Thr): 5.7%, OAH: 5.1%, Tyr:
9.5%, lle: 6.7%, Leu: 6%, and Phe: 9.4%. No interfering signals were
observed for cysteine, cystine, and HOC because of their naturally low
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Table 2.3 Intracellular concentrations of metabolites obtained from yeast cell
extracts
Intracellular Data from Data from
concentrations Messenguy Kitamoto
Metabolites (mM)“’ et al. (mM)" et al. (mM)*
Arginine 20.7 16.2 15.5
Aspartate 9.6 11.7 3.8
Glutamate 22.0 42.7 NA
Histidine 2.7 3.1 8.6
Isoleucine 0.3 1.2 2.1
Leucine 0.3 0.8 1.4
Lysine 4.2 10.1 10.4
Phenylalanine 0.2 0.6 0.3
Proline 1.1 NA 0.7
Serine 1.8 5.7 3.5
Threonine 2.0 5.2 NA
Tyrosine 0.09 0.5 1.4
Valine 0.8 55 55
Alanine 2.8
Asparagine 1.0
Glutamine 34.4
Glycine <1
Homoserine + Threonine 2.3
Tryptophan 0.2
Homocysteine <0.04
Cystathionine 0.05
Cysteine <0.4
y-Glutamyl-cysteine 0.1
Glutathione 1.3
(reduced form)
Glutathione 0.1
(oxidized form)
Methionine 0.1
S-adenosylhomocysteine 0.03
o-acetylhomoserine 2.9
Methylthio-5'-adenosine 0.005
Cystine <0.02

“ These values were obtained from cell extracts of the yeast S. cerevisiae (see the protocol Section 3.1.3).

Y Yeast cells (S. cerevisiae, stain $288¢) were grown in a minimum medium containing 0.01 M
(NH,4)>SOy as nitrogen source, 3% glucose, vitamins, and mineral traces (Messenguy et al., 1980).
 Yeast cells (S. cerevisiae, stain X2180-1A) were grown in YNBD medium (Kitamoto ef al., 1988).
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levels in cell extracts. The symmetric analysis was performed on °N
metabolically labeled yeast extracts and no signal corresponding to the
MRM transition pairs of ' *N metabolites was detected in this extract.

In conclusion, these results demonstrate that '*N and >N metabolites
can be monitored without significant interference for further absolute
quantification studies. They also confirm a high efficiency of >N labeling,
close to 100% for all metabolites analyzed. Note that a '°N-labeling effi-
ciency of 95% may be sufficient.

4.5.2. Linearity of the calibration curves and limits of quantification
For absolute quantification purposes, standard calibration curves should be
constructed in biological media and should have a minimum of five standard
points, excluding blanks, and should cover the entire range of expected
concentrations of the biological samples (Shah et al., 2000). As shown in
Table 2.4, each metabolite is normalized by its '°N-related signal, except for
alanine, cysteine, glycine, homocysteine, methionine, and transproline
because their '’N-related signals were not abundant enough to be taken into
account. For these metabolites, a >N signal of similar structure and retention
time was selected. The linearity of the calibration curves was optimized by
selecting the most appropriate weighting indexes that give the best fit and
minimize the relative errors in back-calculated values (i.e., the concentrations
of the calibration points calculated with the equation of the calibration curve).
All regression coefficients were in the range from 0.985 to 0.999.

The limit of quantification (LOQ) refers to the lowest concentration of
the standard curve which can be measured with acceptable accuracy and
precision (coefficients of variation, CV, below 20%) (Shah et al., 2000). The
accuracy of an analytical procedure expresses the closeness of agreement
between a reference value and the value found, whereas precision, which is
evaluated by calculating CVs, expresses the closeness of agreement between
a series of measurements obtained from multiple sampling of the same
homogeneous sample under the prescribed conditions.

Accuracy and precision are evaluated at each concentration level by using
the back-calculated values obtained from five independent calibration curves.
Back-calculated values should not deviate by more than +15% from their
theoretical values, and the CV should be below 15%. The lower and the
upper limits of quantification (LLOQ and ULOQ), respectively) correspond
to lowest and the highest calibration levels whose values do not deviate by
more than 20 and 15% from their theoretical values, with CVs below 20 and
15%, respectively.

The LLOQ and ULOQ values for each metabolite are listed in Table 2.4.
Of'the 30 metabolites investigated, 18 had LLOQ values below 10 ng/mL and 9
of them between 10 and 50 ng/mL, whereas LLOQ values of cysteine and
both alanine and glycine were 98 ng/mL and 195 ng/mL, respectively. Finally,
the difference between LLOQ and ULOQ indicates the concentration range



Table 2.4 Linearity of the calibration curves and limits of quantification

Metabolites

Alanine

Arginine

Asparagine

Aspartate

Cysteine
Cystathionine
Cystine

Glutathione (reduced form)
GSSS (oxidized form)
y-Glutamyl-cysteine
Glutamine

Glutamate

Glycine
Homocysteine
Homoserine 4+ Threonine
Histidine

Isoleucine

Leucine

Lysine

Methionine
Methylthioadenosine
o-acetylhomoserine
Phenylalanine
Proline

Internal standard”®

N-Homo + Thr
15N—Arg

5N-Asn

PN-Asp
®*N_Homo + Thr
’N-Cystathionine
N-Cystathionine
PN-GSH
’N-Cystathionine
PN-G-Glu-Cys
N-Gln

BN-Glu
®N_Homo + Thr
SN-Homo + Thr
15N-Homo + Thr
1>N-His

PN-Ile

BN-Leu

15N—Lys
N-Cystathionine
N-MTA
N-OAH
>N-Phe

BN-Pro

Weighting”

1/X>
1/X

1/X

1/X>
1/X>
1/X>
1/X>
1/X>
1/X?
1/X?
1/X>
1/X>
1/X

1/X>
1/X>
1/X

1/X?
1/X>
1/X

1/X>
1/X?
1/X>
1/X>
1/X>

Retention
time (min)

2.8
25.2
2.4
4.0
2.7
6.8
35
10.1
22.4
8.1
2.6
4.2
2.4
4.3
2.7
24.2
18.9
20.6
25.0
11.7
22.6
6.4
21.9
3.5

LLOQ’ (ng/mL)

195
29
49
49
98
3
12
3
3
6
2
24
195
12
3
10
7
15
7
12
1
12
5
5

ULOQ"
(ng/mkL)

3125
1875
3125
6250
6250
3125
391
3125
3125
1563
1875
6250
6250
1563
781
625
468
937
1875
781
625
3125
625
313




S-adenosylhomocysteine
Serine

Threonine

Transproline
Tryptophan

Tyrosine

Valine

SN-SAH
I5N_Ser
BN-Thr
N-Pro
PN-Trp
PN-Tyr
15N-val

1/X?
1/X>
1/X>
1/X°
1/X
1/X
1/X>

25.1
2.4
2.7
2.4
24.3
14.8
11.6

10
4

1875
1562
3125
59
625
625
1875

“ Signals related to "N metabolites are normalized by their related >N signals, except when the latter are not abundant enough. In such a situation, another >N

metabolite of chemical structure and chromatographic retention time similar to those of the '*N metabolite to be quantified is then selected.
» The standard curve is linear and the selected weighting index minimizes the relative error in the back-calculated values.

“ Lower limit of quantification (LLOQ) refers to as the lowest concentration value exhibiting acceptable accuracy (relative error below 20% in five-independent

calibrations) and precision parameters (CV below 20% in five-independent calibration curves).
p P P

¢ Upper limit of quantification(ULOQ) refers to as the highest concentration value exhibiting acceptable accuracy (relative error below 15% in five-independent

calibration curves) and precision (CV below 15% in five-independent calibration curves).
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over which metabolites can be quantified in biological extracts. Large con-
centration ranges (i.e., from ng/mL to pug/mL) are enabled for sulfur metabo-
lites such as GSH, GSSG, cystathionine, homocysteine, y-Glu-Cys, MTA,
and SAH, whereas they are of two orders of magnitude for most other
metabolites.

4.5.3. Precision

Although precision studies are usually performed by calculating CVs
for multiple injections of quality control (QC) samples (Shah et al., 2000),
it appears more convenient for us to evaluate precision on biological
samples. Two levels of precision are considered: repeatability (i.e., intra-
assay precision) and intermediate precision (i.e., inter-assay precision).
Repeatability expresses the precision under the same operating conditions
over a short time interval. It is typically assessed using five consecutive
injections of the same sample. The study of intermediate precision evaluates
the impact of factors like the day, the analyst, and the equipment on the
performance of the method.

A typical example of a precision study is shown in Table 2.5: repeat-
ability and intermediate precision of the analytical method were evaluated
for cell extracts from yeast exposed or not to 50 uM CdCl,. Intra-assay
precision was determined by calculating CVs for six consecutive injec-
tions of the same samples. Intermediate precision was evaluated for both
the day and the overall procedure of sample preparation effects. Interday
precision was obtained by injecting the same two samples (i.e., one
control and one Cd-exposed cell extract) on 6 different days, whereas
the impact of sample preparation was investigated by performing five
independent extractions of the two cultures corresponding to control
and cadmium conditions. Except for S-adenosylhomocysteine, intra-
and intermediate precision CVs were below 15%, indicating that the
overall procedure is reliable.

4.5.4. Stability

Cell extracts were stored at —80 °C and maintained at 4 °C in the auto-
sampler of the chromatographic system. The stability in experimental con-
ditions is assessed by analyzing a QC sample corresponding to a calibration
point. It is injected at least three times during the experimental process: at
the beginning, the middle, and the end of the experiment, and it is checked
that both areas of >N SRM transition pairs and "*N/"°N ratios of analytes
are constant throughout the LC/ESI-MS/MS acquisitions. We found that
the metabolites of interest in cell extracts were stable in the experimental
conditions for at least 72 h. Otherwise, aliquots of '°N reference extracts are
stored at —80 °C and used for a one-year period.
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Table 2.5 Precision studies

Intraday
precision Intermediate precision CV (%)
Overall

Repeatability  Interday extraction

CV (%) precision process
Metabolites Control Cd Control Cd Control Cd
Alanine NA“ NA NA NA NA NA
Arginine 3.64 3.57 3.79 279 293 4.85
Asparagine 4.55 3.49 9.08 10.27 11.56  8.85
Aspartate 1.63 3.32 4.31 253 6.79 2.38
Cysteine NA NA NA NA NA NA
Cystathionine 3.03 2.17 3.58 1.84 12.62 8.91
Cystine NA NA NA NA NA NA
Glutamine 1.64 450 271 1.16 3.87 4.38
Glutamate 1.06 1.54 256 4.49 5.08 5.57
y-Glutamyl-cysteine 9.73 3.01 7.54 450 15.40 7.82
Glycine NA NA NA NA NA NA
Glutathione (reduced form) 1.86 1.71 5.01 3.34 1098 5.96
GSSS (oxidized form) 4.04 6.60 10.94 9.53 8.65 12.33
Histidine 0.81 0.74 197 1.34 5.17 4.06
Homocysteine NA NA NA NA NA NA
Homoserine + Threonine 3.28 1.49 1.23 2.08 6.03 4.30
Isoleucine 2.65 3.07 10.76  5.48 6.96 3.89
Leucine 3.06 3.02 1470 454 449 2.15
Lysine 1.65 1.67 5.36 10.72 6.23 1.30
Methionine 4.62 5.55 6.03 12.23 12,40  10.33
Methylthioadenosine 2.37 298 9.94 1.84 6.69 5.85
o-Acetylhomoserine 0.89 1.15 1.83 1.91 5.15 4.33
Phenylalanine 2.45 1.82 2.90 243 5.54 5.30
Proline 2.11 1.25 1.70 2.04 3.88 3.38
S-adenosylhomocysteine 11.65 11.41 10.30 12.00 32.04 34.38
Serine 5.02 420 6.02 7.44 1194 11.72
Threonine 5.09 7.97 10.01 2.69 9.03 3.26
Transproline NA NA NA NA NA NA
Tryptophan 1.31 2.58 3.04 355 642 6.03
Tyrosine 3.07 0.71 4.05 1.28 4.77 7.10
Valine 1.77 111 3.16 283 5.73 3.12

“ NA: not available (metabolite not detected in these experimental conditions). The precision is expressed
as coefficient of variation (CV) and is considered at two levels: repeatability (intra-assay) and intermediate
precision (inter-assay precision and precision related to the overall extraction process). The repeatability
is determined from six consecutive injections of either a control or cadmium-exposed yeast cell extract.
The interday precision obtained by injecting the sample at 6 different days. The precision related to the
overall extraction process is determined from five different extractions of the same preculture.
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5. QUALITATIVE AND QUANTITATIVE DETERMINATION
OF THIOL AND AMINO ACID METABOLITES IN YEAST
EXTRACTS BY USING AN LTQ-ORBITRAP MASS
SPECTROMETER

5.1. Sample preparation

Cell extracts are diluted in 0.1% formic acid to a cell concentration of
1.6 x 10° cells/mL and are then mixed 1:1 (v/v) with ""N-labeled yeast
extracts, at the same cell concentration. The resulting sample is directly
introduced into the analytical system: direct introduction into an LTQ-
Orbitrap mass spectrometer by using flow injection analysis (FIA) or LC
coupled with an LTQ-Orbitrap instrument.

5.2. Direct introduction

The analyses are carried out by using FIA at a flow rate of 30 yuL/min by
using a Surveyor LC system (ThermoFisher Scientifics, Courtaboeuf,
France) and 20 uL samples are injected in the system for the acquisition of
mass spectra. The mobile phase consists of a mixture of acetonitrile/water
(1/1, v/v) with addition of formic acid (0.1% final concentration). Acquisi-
tions are performed in the positive ion mode of electrospray ionization in
the range from 75 to 1000 u at the maximum resolving power value
100,000 (FWHM: for a mass of 400 u). Each mass spectrum is the average
of four scans. The electrospray voltage is set at 4 kV, the capillary voltage at
35V, and the tube lens offset at 75 V. The sheath flow (both nitrogen) has
been optimized at 16 (arbitrary units) and no auxiliary gas is used. The
drying gas temperature is fixed at 275 °C. A typical mass spectrum of cell
yeast extract is displayed in Fig. 2.4.

5.3. LC/MS

Global mass spectrometric detection requires the possibility to detect ions in
both positive and negative modes of electrospray ionization. However,
PDFOA generated interfering signals in the negative mode that hamper
the recording of mass spectra. We then had to turn to an alternative chro-
matographic separation. We selected a pentafluorophenylpropyl bonded silica
(HS-F5) column which has previously been reported to achieve efficient
separations of polar metabolites such as amino acids, amines, nucleic bases,
nucleosides, nucleotides, and organic acids (Yoshida et al., 2007, 2009).
Chromatographic separation is performed on a Discovery® HS-F5
(2.1 x 250 mm, 5 pm) from Supelco Analytical (Interchim, Montlucon,
France) by wusing a Surveyor LC system (ThermoFisher Scientifics,
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Figure 2.4 Mass spectrum of a cadmium-exposed yeast extract (1.6.108 cells/mL) acquired by

flow injection analysis in the positive ion mode of electrospray. The analyses are carried out at a
flow rate of 30 uL/min by using a Surveyor LC system (ThermoFisher Scientifics,
Courtaboeuf, France) and 20 uL of samples are injected in the system for the acquisition
of mass spectra. The mobile phase consists of a mixture of acetonitrile/water (1/1, v/v)
with addition of formic acid (0.1% final concentration). Mass spectrometry detection is
performed using an LTQ/Orbitrap hybrid mass spectrometer (ThermoFisher Scienti-
fics, Courtaboeuf, France) fitted with an electrospray source operated in the positive
ionization mode. The detection is achieved from 75 to 1000 u at the maximum
resolving power (i.e., 100,000, FWHM for an ion at 400 u). Two insets show enlarge-
ment of the m/z ranges of 307-312 and 611-616, corresponding to ions related to
reduced and oxidized glutathione, respectively.

Courtaboeuf, France). Before injection, samples are stored at 4 °C in the tray of
the autosampler. Separations are carried out using the following gradient at
200 uL/min: 0—3 min, 0% B; 3—20 min, from 0 to 100% B; 20—25 min, 100%
B; and 25—45 min, 0% B. Solvent A was water and solvent B was acetonitrile,
both containing 0.1% formic acid. Column temperature is set at 30 °C.

Mass spectrometric detection is performed using an LTQ-Orbitrap
hybrid mass spectrometer (ThermoFisher Scientifics, Courtaboeuf, France)
fitted with an electrospray source operated in the positive ionization mode.
The detection is achieved from 75 to 1000 u at the maximum resolving
power (i.e., 100,000, FWHM for an ion at 400 u). The mass spectrometer is
operated with capillary voltage at 4 kV and capillary temperature at 275 °C.
The sheath gas pressure and the auxiliary gas pressure are set respectively at
45 and 10 (arbitrary units) with nitrogen gas. A typical LC/MS chromato-
gram of yeast cell extract is shown in Fig. 2.5.
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Figure 2.5 LC/MS chromatogram of a yeast cell extract (1.6.10° cells/mL). Chro-
matographic separations are performed on a Discovery® HS F5 (2.1 x 250 mm,
5 um) from Supelco Analytical (Interchim, Montlugon, France). using the following
gradient at 200 uL/min: 0-3 min, 0% B; 3—-20 min, from 0 to 100% B; 20-25 min, 100%
B; and 25-45, 0% B. Solvent A was water and solvent B was acetonitrile, both contain-
ing 0.1% formic acid. Column temperature is set at 30 °C and 20 uL is injected into the
chromatographic system. Mass spectrometry detection is performed using an LTQ/
Orbitrap hybrid mass spectrometer (ThermoFisher Scientifics, Courtaboeuf, France)
fitted with an electrospray source operated in the positive ionization mode. The
detection is achieved from 75 to 1000 u at the maximum resolving power (i.e.,
100,000, FWHM for an ion at 400 u). Two insets show enlargement of the mass spectra
recorded at 7 and 13 min, corresponding to ions related to reduced and oxidized
glutathione, respectively.

5.4. Data processing

Spectra are recorded in RAW files and the data extraction from spectra is
performed by using either the qualitative browser of the instrument software
Xcalibur version 2.0 (ThermoFisher Scientifics, Les Ulis, France) or the peak
detection software XCMS. The latter is a software dedicated to the analysis of
series of chromatograms in the framework of metabolomics studies. It was
initially developed at the Scripps Center for Mass Spectrometry (Smith ef al.,
2006) and has subsequently been improved by other teams (Tautenhahn ef al.,
2008). XCMS is a set of functions that have been included in an R library.
Both library (XCMS) and platform (R) are free and regularly updated. XCMS
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is an algorithm using mainly five functions (xcmsSet( ), group( ), rector( ),
fillPeaks( ) and diffreport( )) that convert raw files (in netCDF or mzXML
format) into a peak list (namely a retention time and a mass-to-charge ratio)
reporting the peak area for each sample. Each function includes several
parameters that should be optimized in the particular context of the analysis.

Peak detection is performed by the xcmsSet( ) function. It includes several
peak picking methods such as Matched Filter as default method, which
supports mass spectra recorded in both centroid and continuum modes, and
also CentWave (Tautenhahn ef al., 2008), which supports only centroid data.
These algorithms work with extracted ion chromatograms (EICs), and the
width of the EIC is defined by the step parameter. Expected peak character-
istics depending on chromatography performance, such as FWHM, as well as
mass spectrometer characteristics, such as signal to noise (snthresh) or mass
accuracy/precision (mzdift), should also be defined in the peak picking step.

The peak matching step (group( )) makes clusters of signals across the
samples. The main parameters of the peak matching step encompass (i) min-
frac/minsamp, that is, the relative/absolute minimal number of samples exhi-
biting a particular signal, to compose a valid group and (ii) chromatographic
(bw) and mass spectrometric (mzwid) tolerances in retention time and mass-to-
charge ratio, respectively, for signals that are selected in the group.

The Retcor() function allows calculation of the corrected retention time of
avalid group. The fillPeaks( ) function works on samples where peaks belong-
ing to a validated group are not represented,; it integrates the signal of the EIC in
the region of the expected peaks. fillPeaks do not have any parameters. The
diffreport( ) function generates the final peak list as a data matrix (*.tsv) (easily
readable with Microsoft Excel®) that contains some basic statistical analyses.

All useful documents (tutorial and in-depth descriptions of functions
and parameters) are available on the bioconductor website (http:/www.
bioconductor.org/packages/bioc/html/xcms.html) and on the XCMS
website at the Scripps Center (http:/masspec.scripps.edu/xcms/xcms.
php). In addition, a user group was created a few years ago and its discussions
are archived on Google groups (http:/groups.google.com/group/xcms).

5.4.1. XCMS parameters for direct introduction MS

The parameters for the xcmsSet function have been optimized for the most
reliable peak detection by using the Matched Filter algorithm, because our
data are recorded in the continuum mode. They were set as follows: FWHM
= 50, step = 0.01, steps = 2, mzdiff = 0.001, and snthresh = 3. The
parameter values for the group function were bw = 50, minfrac = 0.3,
mzwid = 0.01, max = 200, and sleep = 0. The resulting data matrix typi-
cally contains 2000 variables (i.e., m/z ratios) for a simple experimental
design of six samples (i.e., n = 3 per group). The ions related to metabolites
of interest and their areas in the samples are then picked up from the data
matrix.


http://www.bioconductor.org/packages/bioc/html/xcms.html
http://www.bioconductor.org/packages/bioc/html/xcms.html
http://masspec.scripps.edu/xcms/xcms.php
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5.4.2. XCMS parameters for LC/ESI-MS

As for FIA spectra, LC/MS files are converted by using the file converter of
the Xcalibur instrument software into netCDF files and the resulting data
files are processed by using the XCMS package. When the Matched Filter
algorithm is used, the parameter values for the xcmsSet function are as
follows: FWHM = 25, step = 0.01, steps = 3, mzdiff = 0.01, and snthresh
= 3. The values of the parameters for the group functions are bw = 5,
minfrac = 0.3, mzwid = 0.01, max = 50, and sleep = 0. The resulting
data matrix typically contains 2269 variables (i.e., retention time, m/z ratio
couples) for a simple experimental design of six samples (i.e., n = 3 per
group). In this case, a variable corresponds to an ion-retention time pair.
The ions related to metabolites of interest and their areas in the samples are
then picked up from the data matrix.

6. DIScuSSION

MS-based methods enable the determination of sulfur metabolites in
both their oxidized or reduced states without any derivatization step. They
also make it possible concomitantly to evaluate other metabolites closely
connected to the glutathione biosynthesis pathway. The aim of this paper is
to provide the readers with different MS protocols for the detection and
relative and absolute quantification of sulfur and related metabolites, thus
illustrating the versatility of atmospheric pressure ionization MS instruments.

Absolute quantification was performed by using ion-pair chromatogra-
phy, which provided good retention and appropriate chromatographic
separation of the analytes, and a triple quadrupole instrument operated in
the SRM detection mode. Limits of quantification in the range from 1 to
50 ng/mL were obtained for 31 metabolites. Absolute concentration can
also be expressed in molarity units by taking into account the number of
cells injected into the chromatographic system and their corresponding
intracellular volume.

This method was initially developed for yeast cell extracts, but can be
transposed to other cell types. Uniform metabolic labeling of microorgan-
ism or plant cells can be obtained for quantification purposes. For other
kinds of cells, such as mammalian cells, which cannot be cultured in
minimum media, it is possible to use the labeled yeast cell extracts whose
preparation is described in this chapter. It should then be ensured that
the biological samples do not generate additional matrix effects. This can
be checked by spiking the '°N yeast extract with either solvent or an aliquot
of the sample. The "N metabolites should have similar peak areas or
intensities in both situations.
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Quantification with triple quadrupole instruments operated in the SRM
mode suffers from two major drawbacks: development and validation are
time-consuming and the inclusion of additional metabolites in the method
is problematic because the validation process has to be started again. The use
of global mass spectrometric detection using FT-MS instruments (i.e.,
LTQ-Orbitrap and FTICR devices) offers an attractive solution to these
limitations (Zhang et al., 2009), although it has not been demonstrated that
the same level of sensitivity as that obtained with triple quadrupole mass
spectrometers is generally achieved.

With FT-MS instruments, the protonated or deprotonated ions related to
the metabolites of interest are picked up from mass spectra of biological
samples and quantification is achieved by measuring the areas or intensities
of their EICs. Very accurate mass measurements with sub-ppm errors and the
high resolution achieved by using LTQ-Orbitrap mass spectrometers unam-
biguously discriminate isobaric ions, improving the number of metabolites to
be detected when compared with low-resolution instruments. Furthermore,
linear signal-concentration curves have been observed in biological extract
conditions, indicating that such instruments are suitable for metabolite quan-
tification (Madalinski ef al., 2008). The two protocols that are reported in this
chapter enable detection and relative metabolite quantification in yeast
extracts, and also in any other kind of biological media. Relative quantifica-
tion of nitrogen-containing metabolites can be improved by adding labeled
extracts to the biological extracts. When compared with the triple quadrupole
mass spectrometer, FT-MS instruments make save time for optimization and
method development. However, data treatment methods such as software for
automatic peak detection have to be implemented in order to get the relevant
analytical information. Optimization of software parameters is critical and
time-consuming. The values reported in this chapter were optimal for our
experimental conditions and should be carefully optimized for each set of
analytical and biological conditions by evaluating the automatic recovery of
selected standard compounds spiked in the biological medium of interest
(Tautenhahn et al., 2008).

Direct introduction of the biological sample into the LTQ-Orbitrap
mass spectrometer is rapid but suffers from several drawbacks (Madalinski
et al., 2008). First, the sensitivity of the detection in biological media is
altered by matrix effects, which can be attenuated by dilution or optimiza-
tion of the cell concentration. Second, a metabolite does not produce a
single m/z peak since adduct and product ions can be generated during the
desolvation step following the atmospheric pressure ionization process. It is
more difficult to highlight such signal redundancy in direct introduction MS
than in LC/MS. For example, it is not possible to discriminate cysteine from
the dipeptide y-glutamyl-cysteine because the latter metabolite undergoes
an in-source collision-induced dissociation process that generates some
cysteine (Madalinski ef al., 2008). Identification of ions is achieved by
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calculating elemental compositions thanks to accurate mass measurements.
Databases are then consulted and the structure proposals are validated or not
by further MS" experiments. However, many metabolites are isomers or at
least have similar accurate masses. In the latter case, the structural elucida-
tion by using the LTQ-Orbitrap instrument is complicated by the selection
of the precursor ion for further collision-induced dissociation (CID) that
occurs at a low resolution in the LTQ cell, resulting in a mixture of isobaric
1ons undergoing the CID process. Thanks to the high resolving power, the
Orbitrap analyzer allows discrimination between the origins of the frag-
mentation pattern. In some instances, it is also possible to distinguish
between isomers with different CID spectra (Madalinski ef al., 2008).

Many of these issues may be addressed by using LC separation adapted
to the retention of polar metabolites prior to mass spectrometric detection. For
example, cysteine can be quantified in our two LC methods since its retention
time is not the same as that of y-glutamyl-cysteine (see Tables 2.2 and 2.6).
Furthermore, metabolites such as cystine and S-adenosylhomocysteine that
cannot be observed by using direct introduction are detected with the LC
procedure, as shown in Table 2.6. Metabolite identification is also improved
and facilitated by taking into account their retention time.

7. SUMMARY

Three MS-based methods for the determination of sulfur metabolites
and also related amino acids involved in the glutathione biosynthesis path-
way have been presented and discussed. The first one enables absolute
quantification of these metabolites in cell extracts. It is based on LC coupled
to MS and "N uniform metabolic labeling of the yeast S. cerevisiae. The
chromatographic separation involves PDFOA as an ion-pairing reagent.
The mass spectrometer is a triple quadrupole instrument fitted with an
electrospray source and the metabolites are detected using 54 SRM transi-
tions over two time segments. Some strategies addressing method validation
are proposed and, by using this assay, most metabolites of interest are
quantified with limits of quantification ranging from 1 to 50 ng/mL.

The two other methods involve a high-resolution mass spectrometer,
the LTQ-Orbitrap, which performs accurate mass measurements with ppm
errors. Biological samples are introduced into the mass spectrometer either
directly or after a chromatographic separation. Detection and quantification
of the metabolites of interest are achieved by picking their accurate masses
either manually or automatically from complex and information-rich
metabolite fingerprints. By these means, several inspections of the data can
be performed in order to get analytical information which may be outside
the initial scope of the investigation.



Table 2.6 Detection of metabolites using the LTQ-Orbitrap mass spectrometer

Metabolites

Alanine
Arginine
Asparagine
Aspartate
Cysteine
Cystathionine
Cystine
GSH
GSSG
Glu-Cys
Glutamine
Glutamate
Glycine
Homocysteine
Homoserine/
threonine
Histidine
Isoleucine
Leucine
Lysine
Methionine

[M + H]+

90.0550
175.1190
133.0608
134.0448
122.0270
223.0747
241.0311
308.0911
613.1593
251.0696
147.0764
148.0604

76.0393
136.0427
120.0655

156.0768
132.1019
132.1019
147.1128
150.0583

Direct introduction mass spectrometry LC/MS
RT (min) Detection

Detection in from in
biological Isotopes commercial biological Isotopes
extracts observed  Identification sample extracts observed Identification
Yes BN Identified 3.70 Yes N Identified”
Yes 5N Identified 3.74 Yes 15N Identified”
Yes PN To be confirmed’ 3.20 Yes PN Identified”
Yes 5N To be confirmed” 3.25 Yes BN Identified?
Yes 5N To be confirmed® 3.46 Yes 15N,34S Identified”
Yes PN,*S  Identified 3.14 Yes PN,**s Identified
No 3.06 Yes* N Identified
Yes BN Identified 7.09 Yes 5N, Identified”
Yes’ BN To be confirmed® 13.21 Yes NS Identified”
Yes 151\1,348 Identified 7.18 Yes 151\1,348 Identified”
Yes N Identified 3.29 Yes N Identified’
Yes N Identified 3.57 Yes BN identified”
Yes” BN To be confirmed® 3.16 Yes 15N Identified?
Yes” To be confirmed® 4.71 Yes” Identified”
Yes PN Identified 3.31 Yes PN Identified’
Yes 5N Identified 3.57 Yes 15N Identified”
Yes N Identified 12.74 Yes N Identified

11.14 Yes BN Identified”
Yes BN Identified 3.31 Yes 15N Identified”
Yes 15N,MS Identified 7.01 Yes 15N,34S Identified”

(continued)




Table 2.6 (continued)
Direct introduction mass spectrometry LC/MS
RT (min) Detection
Detection in from in
biological Isotopes commercial biological Isotopes
Metabolites [M + H]+ extracts observed  Identification sample extracts observed Identification
5-methylthio  298.0968  Yes PN,*S  Identified 16.40 Yes PN,**s Identified’
adenosine
Phenylalanine ~ 166.0863 Yes PN To be confirmed”  15.34 Yes PN Identified”
Proline 116.0706 Yes 15N To be confirmed” 3.91 Yes 15N Identified?
S-adenosylho-  399.1445  No 13.98 Yes PN Identified”
mocysteine
Serine 106.0499 Yes* 5N Identified 3.16 Yes N Identified”
Threonine 120.0655 Yes 15N To be confirmed” 3.31 Yes 15N Identified?
Tryptophan 205.0972 Yes PN To be confirmed”  17.18 Yes PN Identified’
Tyrosine 182.0812 Yes* N Identified 13.83 Yes N identified”
Valine 118.0863 Yes BN To be confirmed" 5.74 Yes N Identified”
Cysteinyl- 179.0485  Yes" N To be confirmed”  4.99 Yes 5N,**s Identified”
Glycine

“ Detection in biological extract with low intensity.

b

Identification on the basis of accurate mass measurement.

¢ No CID spectra due to low-signal intensity.
d . . . . . .
Identification on the basis of accurate mass measurement and retention time of commercial product.
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Abstract

Sulfenic acids, formed as transient intermediates during the reaction of cyste-
ine residues with peroxides, play significant roles in enzyme catalysis and
regulation, and are also involved in the redox regulation of transcription factors
and other signaling proteins. Therefore, interest in the identification of protein
sulfenic acids has grown substantially in the past few years. Dimedone, which
specifically traps sulfenic acids, has provided the basis for the synthesis of a
novel group of compounds that derivatize 1,3-cyclohexadione, a dimedone
analogue, with reporter tags such as biotin for affinity capture and fluorescent
labels for visual detection. These reagents allow identification of the cysteine
sites and proteins that are sensitive to oxidation and permit identification of the
cellular conditions under which such oxidations occur. We have shown that
these compounds are reactive and specific toward sulfenic acids and that the
labeled proteins can be detected at high sensitivity using gel analysis or mass
spectrometry. Here, we further characterize these reagents, showing that the
DCP-Biol incorporation rates into three sulfenic acid containing proteins,
papaya papain, Escherichia coli fRMsr, and the Salmonella typhimurium
peroxiredoxin AhpC, are significantly different and, in the case of fRMsr, are
unaffected by changes in buffer pH from 5.5 and 8.0. We also provide protocols
to label protein sulfenic acids in cellular proteins, either by in situ labeling of
intact cells or by labeling at the time of lysis. We show that the addition of
alkylating reagents and catalase to the lysis buffer is critical in preventing the
formation of sulfenic acid subsequent to cell lysis. Data presented herein also
indicate that the need to standardize, as much as possible, the protein and
reagent concentrations during labeling. Finally, we introduce several new test or
control proteins that can be used to evaluate labeling procedures and efficiencies.

1. INTRODUCTION

Cysteine sulfenic acids in proteins are formed upon reaction of an
activated cysteinyl residue with oxidants such as hydrogen peroxide, hydro-
peroxides, hypochlorous acids, or peroxynitrite (Poole ef al., 2004; Reddie
and Carroll, 2008). This chemistry occurs, and can be important for modulat-
ing biological outcomes (Michalek ef al., 2007; Oshikawa et al., 2010), during
many receptor-mediated cell signaling processes and as a consequence of
oxidative injury occurring due to environmental insults or pathogenic pro-
cesses (Poole et al., 2004). Thus, development of comprehensive (or even
partial) lists of bona fide oxidation-sensitive sites in proteins, as well as cellular
conditions under which such oxidation sites are engaged, will be critical to
better inform biochemical and cellular studies on the consequences of oxida-
tion at specific sites in target proteins and to enhance our understanding of the
features characteristic of oxidation-sensitive cysteine sites (Salsbury et al.,



Use of Chemical Probes for Sulfenic Acids 79

2008). At the protein level, the sulfenic acid moiety may be generated as a
catalytic or regulatory species or may be the result of an adventitious oxidation
with or without structural and/or functional consequences. The development
of chemical tools to identify oxidation sites is an important first step toward
determining the role that these oxidation events play in modulating protein
activity, and ultimately, cellular processes.

Several chemical approaches have been used to evaluate sulfenic acid
formation in pure proteins (Allison, 1976; Poole and Ellis, 2002; Turell
et al., 2008); the most promising approach for directly and irreversibly mod-
ifying sulfenic acids within proteins for proteomics-level analyses has been
through use of 5,5-dimethyl-1,3-cyclohexanedione (dimedone), an alkylating
agent specific for cysteine sulfenic acid (Allison, 1976; Poole et al., 2005, 2007)
or analogues thereof to chemically trap such species (Fig. 3.1) (Poole and
Nelson, 2008). This strategy provides new, powerful tools to investigate
sulfenic acid formation in proteins. A series of reporter-linked or -linkable,
sulfenic acid-directed labeling reagents have been generated by our group and
others based upon dimedone or 1,3-cyclohexadione (Fig. 3.1), the latter
of which lacks the two methyl groups attached to the ring of dimedone
(Poole et al., 2005, 2007; Charles et al., 2007; Leonard et al., 2009; Reddie
et al., 2008). Reagents that incorporate a biotin affinity tag or fluorescent
groups into a 1,3-cyclohexadione moiety via a linker (Poole et al., 2005, 2007)
were used in this work and are shown in Fig. 3.2.

Reactivity of these reagents with protein sulfenic acids is determined in
part by the accessibility and stability of the sulfenic acid species at each site.
Moreover, within cells, “stability” of the sulfenic acid modification is
significantly influenced by the local environment of the oxidized cysteine,

Protein-S~
ROS
RNS .
Protein_
$-OH Protein
(' H,0 !
Ly
R
R
DCP-linked probe Covalently labeled
(enol form) protein conjugate

Figure 3.1 Reaction scheme for labeling protein sulfenic acids with DCP-linked
probes. Protein thiolates (R—S-), which are susceptible to oxidation by reactive oxygen
and nitrogen species (ROS and RNS, respectively) generate sulfenic acids (R-SOH),
which can then be labeled by the probes that are synthesized using the reactive 1,3-
cyclohexadione core of dimedone.
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its tendency to react with other oxidants to form further oxidized cysteinyl
moieties (i.e., sulfinic or sulfonic acids), and its accessibility to other thiol
groups (1.e., cysteine or glutathione) that can react to form a disulfide bond.
Thus, rapid “trapping’ of sulfenic acids in proteins with alkylating chemical
probes is of great advantage for detecting and identifying these species, even
though only substoichiometric amounts of label would ever likely be
incorporated into given proteins due to the generally transient nature of
the modification. Reliable quantitative measurements based on the extent
of probe incorporated are likely to be difficult to achieve, though large
variations in oxidation for individual cellular proteins may be observable
across samples within the same experimental set.

Evaluation of the reactivity of one of the most useful sulfenic acid
probes, DCP-Bio1, toward pure proteins is the subject of the first part of
this chapter. The second part provides protocols for labeling oxidized
proteins within the cell and introduces several new tests or control proteins
for evaluating labeling procedures and efficiencies. An accompanying chap-
ter (Nelson et al., 2010) addresses the use of various approaches for detecting
and identifying oxidized proteins and specific sites of oxidation once probes
have been incorporated.
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Figure 3.2 (Continued)
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Figure 3.2 Structures and shortened names for the DCP-linked, sulfenic acid-reactive
probes used in the present work.

2. MATERIALS

2.1. Solutions

1. 100 mM Diethylene triamine pentaacetic acid (DTPA) in 1 M sodium
hydroxide
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w

10.

. Potassium phosphate bufters (5, 25, and 50 mM), pH 7.0, 100 uM

DTPA

. 50 mM Tris—HCI, pH 8.0, 100 uM DTPA
. 50 mM 2-(N-morpholino)ethanesulfonic acid (MES), pH 5.3, 100 uM

DTPA

. 100 mM Methionine sulfoxide (racemic mixture) in 5 mM potassium

phosphate, pH 7.0, 100 uM DTPA

. 30% (~10 M) Hydrogen peroxide (H,O»,)

100 mM 1,4-Dithio-pL-threitol (DTT), 154.2 g/mol

. Cell lysis buffer: 50 mM Tris base, pH 7.5 containing 100 mM sodium

chloride, 100 uM DTPA, 20 mM f-glycerophosphate, 0.1% sodium
dodecyl sulfate, 0.5% sodium deoxycholate, 0.5% NP-40, and 0.5%
Triton-X-100

. Phosphate-buffered saline (PBS); 100 mM sodium phosphate, 150 mM

sodium chloride, pH 7.2
Sinapinic acid (20 mg) in 0.3% trifluoroacetic acid, 50% acetonitrile.
Since this is a saturated solution, centrifuge prior to using.

2.2. Chemical modification agents

1.
2.
3.

® N

10.

11.

N-Ethylmaleimide (NEM), 125.13 g/mol

lodoacetamide (IAAm), 184.96 g/mol

3-(2,4-Dioxocyclohexyl)propyl 2-(methylamino)benzoate (DCP-MAB),
303.35 g/mol (Poole et al., 2005)

. 3-(2,4-Dioxocyclohexyl)propyl = 7-methoxy-2-oxo-2H-chromen-3-

ylcarbamate (DCP-MCC), 387.38 g/mol (Poole ef al., 2005)

. Fluoresceinamine-5'-N-[3-(2,4-dioxocyclohexyl)propyl) |carbamate

(DCP-FL1), 543.5 g/mol (Poole et al., 2007)

. Fluoresceinamine-5'-N-[3-((1-(3-(2,4-dioxocyclohexyl)propyl)-1H-1,2,

3-triazol-4-yl)methyl]-urea (DCP-FL2), 623.6 g/mol (Poole et al., 2007)
(DCP-Biol), 396.5 g/mol (Poole et al., 2007)

. 5-((3aR,68,6a8)-hexahydro-2-oxo-1H-thieno[3,4-d]imidazol-6-yl)-

N-((1-(3-(2,4-dioxocyclohexyl)propyl)-1H-1,2,3-triazol-4-yl)
methyl)pentanamide (DCP-Bio2), 476.6 g/mol (Poole et al., 2007)

. 3-(2,4-Dioxocyclohexyl)propyl 4-(5-((3aR,6S,6aS)-hexahydro-2-oxo-1

H-thieno[3,4-d]imidazol-6-yl)pentanamido)butylcarbamate (DCP-Bio3),
510.7 g/mol (Poole et al., 2007)

Rhodamine B [4-[3-(2,4-dioxocyclohexyl)propyl]carbamate]pipera-
zine amide (DCP-Rho1), 707.9 g/mol (Poole ef al., 2007)
Rhodamine B 3-(2,4-dioxocyclohexyl)propyl 4-oxo-4-(piperazin-1-
yl)butylcarbamate (DCP-Rho2), 793.0 g/mol (Poole et al., 2007)
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12. 4-(3-Azidopropyl)cyclohexane-1,3-dione, (DCP-N3), 195.1 g/mol,
generated by deprotection of 3-ethoxy-6-(3-azidopropyl)-cyclohex-
2-enone (Poole et al., 2007) by treatment with 3 M HCI

2.3. Proteins

1. Catalase (2000 units/ml, Sigma) in 50 mM Tris—HCI, pH 7.5, 100 uM
DTPA.

2. Salmonella typhimurium of AhpC C165S mutant, purified as described
previously (Nelson et al., 2008; Poole and Ellis, 1996) and stored at —
20 °C in 5 mM DTT. Prior to conducting experiments, DTT is
removed using a Bio-Gel P6 spin column equilibrated in 25 mM potas-
sium phosphate, pH 7.0, 100 uM DTPA.

3. Escherichia coli R-specific free methionine sulfoxide reductase (fRMsr)
C84, 94S mutant, purified as described previously (Lin ef al., 2007), and
stored at —80 °C in 5 mM DTT. Prior to conducting experiments,
DTT is removed using a Bio-Gel P6 spin column equilibrated in 5 mM
potassium phosphate, pH 7.0, 100 uM DTPA.

4. E. coli OxyR, “C4A-RD” with C208S mutation and C-terminal His-
tag, expressed and purified as described in Section 3 and stored at
—80 °C in 5 mM DTT. Prior to conducting experiments, DTT is
removed using a Bio-Gel P6 spin column equilibrated in 50 mM
Tris—HCI, pH 8.0, 100 uM DTPA.

3. METHODS

3.1. Characterization of “DCP”’-linked compounds

3.1.1. Specificity of DCP-linked probes for cysteine sulfenic acid

The first two fluorophore-linked probes generated from 1,3-cyclohexa-
dione had in common the sulfenic acid-reactive 3-(2,4-dioxocyclohexyl)
propyl (DCP) group to which the fluorophores were attached (Poole ef al.,
2005). As all subsequent reagents also possess this reactive “core,” we used
the “DCP” abbreviation followed by the reporter designation to nickname
all subsequent reagents (Poole et al., 2007) (Fig. 3.2). All compounds were
tested for their dimedone-like chemical properties using the sulfenic acid-
containing C165S mutant of the bacterial peroxiredoxin AhpC (Ellis and
Poole, 1997; Poole and Ellis, 2002) and measuring adduct formation by
electrospray ionization mass spectrometry (ESI-MS). Using this approach,
all compounds demonstrated reactivity with sulfenic acid similar to dime-
done and gave distinct adducts with AhpC by mass spectrometry (Poole
et al., 2005, 2007). This result indicates that the addition of the hydrocarbon
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chain and reporter group, and the lack of the dimethyl group present in
dimedone, do not interfere with sulfenic acid reactivity. To confirm the
specificity of these reagents and dimedone toward only the sulfenic acid
torms of Cys, control reactions were conducted and demonstrated that the
thiol, disulfide, or hyperoxidized forms of AhpC (wild type or C165S) did
not react with the original two compounds (DCP-MAB and DCP-MCC)
and dimedone, based on the lack of ESI-MS-detectable adduct formation
(Poole et al., 2005). To test for general cross-reactivity of these reagents with
other oxidized sulfur-containing functional groups, we tested the reactivity
of dimedone, as a model reagent, with one S-nitrosothiol and two sulf-
oxides. Dimedone did not react with S-nitrosoglutathione (GSNO) over
1 h at room temperature as judged by absorbance spectroscopy. In addition,
nuclear magnetic resonance (NMR), spectroscopic, and chemical isolation
experiments showed that dimedone does not react with aqueous solutions
of either dimethyl sulfoxide or methionine sulfoxide. Although dimedone is
known to react with both aldehydes and amines (Benitez and Allison, 1974;
Halpern and James, 1964; Vogel, 2005), control reactions demonstrated that
these reactivities are only exhibited under very basic or organic solvent
conditions (Poole et al., 2005). The failure of these same compounds to
react with either reduced or oxidized wild type or reduced or hyperox-
idized (sulfinic or sulfonic acids) C165S AhpC proteins also indicate that
these compounds do not react with protein amine groups under these
conditions. In addition, a C165S adduct with hydroxynonenal was unreac-
tive with DCP-FL1. Taken together, these results demonstrate the specific-
ity of the reaction of these compounds for sulfenic acids in proteins in
aqueous bufters.

3.1.2. Measuring rates of DCP-linked probe incorporation into

pure proteins
Reactivity of protein sulfenic acids toward dimedone-based chemical
probes is a complex function of the accessibility, electrostatic microenvi-
ronment, and stability of the sulfenic acid species within each protein; the
specific nature of the probe will undoubtedly influence the reaction rate as
well. To measure the rate of reaction, the sulfenic acid (or potentially
sulfenamide) form of pure proteins can be generated, incubated with the
reagent of interest for varying times, and then rapidly exchanged via a Bio-
Gel P6 spin column into ammonium bicarbonate for analysis by ESI-time of
flight (TOF) or matrix-assisted laser desorption/ionization-time of flight
(MALDI-TOF) MS. Changes in intensity of peaks corresponding to the
various mass components observed can then be fit to an appropriate kinetic
model to evaluate rates of alkylation by the reagent; this is best accomplished
in cases where hyperoxidation of the sulfenic acid is relatively slow com-
pared with alkylation.
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Three proteins known to form regulatory or catalytic sulfenic acids were
investigated to address probe reactivity using DCP-Bio1 (Fig. 3.2). The first
two proteins, alkyl hydroperoxide reductase C component (AhpC) and a
methionine sulfoxide reductase protein (fRMsr), are oxidative defense
enzymes known to form a sulfenic acid intermediate at the active site
Cys during the course of turnover with their respective substrates, hydro-
peroxides or R-methionine sulfoxide. For each protein, all Cys other
than the peroxide-sensitive Cys were removed by mutagenesis (C165S
mutant of AhpC, with Cys46 remaining, and C84,94S mutant of fR Msr,
with Cys118 remaining) (Ellis and Poole, 1997; Lin et al., 2007) in order to
stabilize the active site sulfenic acid, at least with respect to disulfide bond
formation which is normally the next step of the mechanism. Papain is a
cysteine protease with a low pK, Cys at the active site that is sensitive to
oxidation by hydrogen peroxide, reversibly blocking its protease activity
(Allison, 1976).

To assess sulfenic acid alkylation rates, proteins are first incubated with
10 mM DTT for 30 min at room temperature, then excess DTT is
removed using a Bio-Gel P6 spin column preequilibrated in 25 mM
potassium phosphate, pH 7.0, and 100 uM DTPA (DTPA is a metal
chelator). At this point, stable sulfenic acid forms of the protein to be
assayed can be generated in advance of the alkylation reaction, or the
protein oxidation reaction can be conducted in the presence of the DCP-
Biol to help promote alkylation and avoid hyperoxidation in the presence
of excess oxidant or air. For the experiments to assess alkylation rates, the
sulfenic acid form of fR Msr was prepared in advance by incubation with a
100-fold excess of methionine sulfoxide for 2 min and removal of the
excess amino acid using a Bio-Gel P6 column, and then DCP-Biol was
added. Because papain and C165S AhpC are somewhat prone to hyper-
oxidation under aerobic conditions, as noted during the MS analyses,
these proteins were oxidized by one (AhpC) or two (papain) equivalents
of hydrogen peroxide after the addition of DCP-Biol. The reaction was
allowed to proceed at pH 7.0 and, at various times, a portion of the
reaction mixture was rapidly exchanged into 50 mM ammonium bicarbon-
ate using a Bio-Gel P6 spin column and analyzed by MS (Table 3.1).

The rates of probe incorporation into the three proteins are very differ-
ent, as shown in Table 3.1, with papain (1.65 min™') being faster than either
fRMsr (0.13 min™') or AhpC (0.003 min'). These data suggest that the
sulfenic acid intermediate in papain is more accessible and/or reactive than
in C84, 94S fR Msr, and C165S AhpC. The results for AhpC are consistent
with previous studies showing that alkylation of AhpC by IAAm is very
slow, presumably due to relative inaccessibility of Cys46 at the active site
(Nelson et al., 2008).
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Table 3.1 Rates of DCP-Bio1 incorporation into pure proteins at pH 7.0 and 25 °C?

Proteins Rate (min™")
Papain 1.65 £ 0.22
fR Msr 0.13 + 0.014
AhpC 0.003 + 0.0004

“ For AhpC and papain, 50 uM of prereduced protein was incubated in the presence of 1 mM DCP-
Biol, 25 mM potassium phosphate, pH 7.0, 100 uM DTPA with one (AhpC) or two (papain)
equivalents of hydrogen peroxide. fRMsr was oxidized with a 100-fold excess of methionine
sulfoxide; excess methionine sulfoxide was removed using a Bio-Gel P6 column, and the protein
was diluted into a solution containing 2 mM DCP-Bio1 to give final concentrations of 50 uM fR Msr
and 1 mM DCP-Biol in 5 mM potassium phosphate buffer, pH 7.0. At each timepoint, the reaction
was quenched by rapidly removing compound using a Bio-Gel P6 spin column equilibrated in 50 mM
ammonium bicarbonate. For AhpC and papain, 50% acetonitrile and 1% formic acid were added to
each sample followed by direct infusion into an ESI-TOF MS. fR Msr was measured by MALDI-TOF
MS using sinapinic acid as the matrix. The time-dependent appearance of alkylated protein by MS
analysis was fit to a single exponential equation to obtain first-order rates. Alternatively, both the
oxidation and alkylation rates for papain could be evaluated using KinTekSim and the kinetic model
A — B — C, where A is the R—SH form, B the R—SOH form, and C the biotinylated form of papain
(Poole et al., 2007).

3.1.3. Effects of pH on probe incorporation into pure proteins
Variation of buffer pH may affect the rate at which oxidized proteins are
alkylated with the DCP-linked probes either due to a change in the
inherent rate at which the probe reacts with sulfenic acids or due to a
change in accessibility and/or microenvironment of the target sulfenic
acid. To assess the effect of pH changes on reactivity of the sulfenic acid
in fR Msr, oxidized protein was prepared as described above, then diluted
1:1 into bufters containing various concentrations of DCP-Bio1 to obtain
final pH values of 5.5 and 8.0. First-order reaction rates from three inde-
pendent experiments were obtained for each buffer and reagent concentra-
tion. Results with oxidized fR Msr indicated that the labeling rate for this
protein is constant between pH 5.5 and 8.0 (an equivalent rate was also
observed at pH 7, Table 3.1), with an overall second-order reaction rate of
0.12 £ 0.012 mM~" min™' (Fig. 3.3). These data suggest that there is no
effect of pH between 5.5 and 8 on the inherent reactivity of DCP-Biol
toward sulfenic acids.

3.2. Protocols for labeling cysteine sulfenic acids within
cellular proteins

3.2.1. Choice of approaches for labeling cysteine sulfenic
acids within cellular proteins
We have synthesized a range of sulfenic acid-directed compounds and the

choice of compound will depend on the types of experiments that are
planned. The biotin-linked compounds (DCP-Biol, DCP-Bio2, and
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Figure 3.3 Effects of pH on incorporation of biotinylated probe into oxidized fMsr.
Oxidized fRMsr (prepared by incubation with excess methionine sulfoxide in 5 mM
potassium phosphate bufter, pH 7.0, as described in the text) was diluted 1:1 into either
50 mM MES, 100 mM DTPA, pH 5.3 or 50 mM Tris—HCI, 100 mM DTPA, pH 8.0, to a
final concentration of 50 uM fRMsr, 0.5-2 mM DCP-Bio1, and a final pH of 5.5 (closed
diamonds) or 8.0 (open circles). At the given incubation time, a sample of the reaction
mixture was applied to a Bio-Gel P6 spin column to remove small molecules and
exchange the protein into 50 mM ammonium bicarbonate, and then analyzed using
MALDI-TOF MS using sinapinic acid as the matrix. Shown is the primary plot of the
data obtained with 1 mM DCP-Bio, fit to a single exponential equation, yielding a first-
order rate of 0.13 & 0.014 min". Using the secondary plot (inset), the second-order
rates at both pH values were indistinguishable, at 0.12 £ 0.012 mM ' min™". Each point
represents a single replicate.

DCP-Bi03) are particularly powerful as they provide a means to affinity
capture labeled proteins prior to analysis. DCP-Biol has been the most
widely used among these reagents. We have also developed a series of
compounds linked to fluorescent groups including methoxycoumarin
(DCP-MCC), isatoic acid (DCP-MAB), fluorescein (DCP-FL1, DCP-
FL2), and rhodamine (DCP-Rhol, DCP-Rho2). Finally, we have also
generated an azide-linked reagent (DCP-N3) that can, after labeling, be
further derivatized to any reporter group containing an alkyne or phosphine
using either click chemistry or Staudinger ligation techniques, respectively
(Reddie and Carroll, 2008).

With purified proteins, trapping of sulfenic acids can be conducted with
reagent already present at the time of oxidant addition (AhpC and papain,
above; Conway ef al., 2004), or with pretreatment of the protein prior to
reagent addition, relying on generation of a relatively stable sulfenic acid
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(fRMsr, above). Similarly, oxidized proteins can be cumulatively trapped
over time within living cells or sampled at various times after treatment using
lysis buffer containing the chemical probe. Neither approach is ideal;
trapping of sulfenic acids at the time of cell lysis is dependent on the time
chosen between stimulation and lysis and may cause certain sulfenic acids to
be missed due to the transient nature of this species in many proteins. In
contrast, trapping of sulfenic acids (e.g., by dimedone addition) within intact
cells during the progression of signal transduction processes can and does alter
the course and output of signaling pathways (Michalek ef al., 2007), and
therefore does not reflect oxidation patterns of proteins during the normal
course of signaling. Extent of labeling of given proteins using this latter
approach may also reflect more of an accumulation of the product over
time due to rapid redox cycling rather than serving as a readout of the amount
ofa given sulfenic acid form present at any one time in the intact cell. Because
we are most interested in obtaining a “‘snapshot’ of protein oxidation that
reflects a given point in time after cell stimulation, we typically trap sulfenic
acids during cell lysis. As there are situations where in situ labeling is more
desirable, we provide below brief protocols for both approaches.

3.2.2. Protocol for “in situ” labeling of sulfenic
acid-containing proteins in live cells

Cell permeability of the labeling reagent, which is observed with DCP-
Biol, DCP-Rhol, DCP-Rho2, and DCP-N3, allows for alkylation of
protein sulfenic acids in situ prior to disruption of cells. Although one
might expect the ester linkage of DCP-Bio1 to be subject to hydrolysis by
nonspecific esterases in cells, our findings to date suggest that this reagent is
resistant to such cleavage.

Briefly, cells of interest are grown in the appropriate media to 60-90%
confluence in 100-mm dishes. The cells are then switched to media con-
taining 100 uM DCP-Bio1 for a total of 30 or 60 min, and treated or not
with the stimulant of interest during the course of this incubation. Follow-
ing labeling, PBS is used to wash the cells three times to remove the excess
DCP-Biol (or other reagent) and the stimulant. For further biochemical
analyses, the cell lysates containing biotinylated proteins are analyzed using
one of the methods described in the following chapter (Nelson ef al., 2010).

3.2.3. Protocol for labeling sulfenic acid-containing

cellular proteins at time of lysis
Because cell lysates are exposed to oxidative stress as a result of lysis and
exposure to atmospheric oxygen, the lysis buffer described here has been
developed to minimize protein oxidation after cell disruption. Following
treatment of cells with the stimulant of interest for the desired time, cells are
washed with PBS to remove excess media and serum proteins, and
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immediately scraped from the plate into lysis buffer containing DTPA,
protease and phosphatase inhibitors, 1 mM DCP-Bio1, 200 units/ml cata-
lase, 10 mM NEM, and 10 mM IAAm (note that phosphatase inhibitors may
in some cases protect protein tyrosine phosphatases with oxidized Cys
residues from being labeled by the probe). Typically, samples are incubated
on ice for 1 h to let the reagent react with sulfenic acids then frozen at
—80 °C to preserve the samples prior to analysis. We have found that
sonication increases the amount of label incorporated into proteins, but
may promote the adventitious oxidation that we are trying to avoid. In
order to further protect against postlysis cysteine oxidation, we include
catalase (which removes hydrogen peroxide) and DTPA (which complexes
metals and prevents hydrogen peroxide generation through the Fenton
reaction) to the lysis bufter containing the labeling agent. The NEM and
IAAm are added to block free thiols and help prevent the formation of
sulfenic acids after cell lysis. Previous studies have shown that individual Cys
residues may be preferentially alkylated by either IAAm or NEM (Dennehy,
20006); therefore, we include both reagents. Note: for downstream MS
analysis, it may be desirable to minimize the potential modifications and
to only use one of the alkylating agents. Biotinylated proteins can be
analyzed using methods shown in Figs. 3.4 and 3.5 and described in the
accompanying chapter (Nelson ef al., 2010). As expected, excluding alky-
lating agents from the lysis bufter appears to cause an increase in nonspecific
labeling of cellular proteins (Fig. 3.4), and this effect is further exacerbated if
catalase is also excluded (not shown).

3.2.4. Effects of variables such as protein concentration and

reagent concentration on extent of probe incorporation

into cellular proteins
In addition to changes in lysis buffer components, the amount and/or
concentration of cellular protein and the concentration of chemical trapping
agent also affect the degree to which sulfenic acids are labeled. We have
observed that the extent of DCP-Biol incorporation is affected by the
protein concentration of the samples; as the protein concentration
decreases, a higher percentage of cellular proteins are labeled by DCP-
Biol. This effect appears to be independent of stimulation with a cellular
cytokine known to release intracellular reactive oxygen species, tumor
necrosis factor o (Fig. 3.5A). The amount of label incorporation is also
increased with increasing concentration of the DCP-Biol reagent, due at
least in part to the better ability of the reagent to successfully outcompete
other fates for the sulfenic acids (Fig. 3.5B). The presence of several strong
bands in the samples, even in the absence of DCP-Biol (Fig. 3.5B),
demonstrates the importance of including a “‘no reagent” control to identify
protein bands that are present in the sample due to endogenous biotinyla-
tion. Together, these findings indicate that the optimal reagent
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Figure 3.4 Addition of thiol alkylating agents helps block postlysis protein oxidation
during incubation of cellular proteins with DCP-Biol in lysis buffer. For these experi-
ments, HEK293 cells were grown in complete DMEM low glucose medium supple-
mented with 10% fetal bovine serum. Cells from each 100-mm plate were scraped into
1 ml PBS and transferred to microtubes. Cells were spun down and lysed with lysis
buffer containing 0.1% SDS and protease and phosphatase inhibitors, as well as 1 mM
DCP-Biol and 200 units/ml catalase. Thiol alkylating agents (10 mM NEM and 10 mM
IAAm) were included or not as indicated. After incubation of the mixture on ice for 1 h,
biotinylated proteins were captured using Streptavidin agarose resin. Mutant fRMsr
was biotinylated with biotin maleimide (see Nelson et al., 2010, for detailed protocol)
and 1 ug fRMsr/500 pg of cell lysate was added to each sample prior to affinity capture
for use as a procedural and loading control. Prereduced OxyR (mutated to contain only
the peroxide-sensitive Cys) was included in the lysis buffer and used as a sensor of
postlysis cysteine oxidation. The presence of biotinylated OxyR in the avidin-enriched
material was visualized by Western blot using an antibody that recognizes the His tag.

concentration and cell number will have to be determined for each system
and carefully matched in all experiments in order to obtain reproducible
results.

3.2.5. OxyR as a reporter of postlysis cysteine oxidation
E. coli OxyR is a transcription factor which is directly activated by H,O,
through the oxidation of the reactive Cys residue, Cys199. In wild-type
protein, the oxidation results in the formation of a sulfenic acid at Cys199
which subsequently reacts with Cys208 to form a disulfide bond (Choi et al.,
2001; Zheng et al., 1998). A truncated construct of the C-terminal regu-
latory domain of OxyR lacking C208 as well as other nonperoxide sensitive
cysteinyl residues, designated C4A-RD C208S OxyR, was previously
generated (Choi ef al., 2001). Beginning with the pET21a-derived expres-
sion vector for this protein construct, we used the QuikChange XL Site-
Directed Mutagenesis Kit (Stratagene) to remove the stop codon and
express the protein with a C-terminal His tag.

The His-tagged C4A-RD C208S OxyR construct was expressed in
E. coli strain B834 (DE3) using autoinduction medium PASM-5052
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Figure 3.5 Effects of protein and reagent (DCP-Bio1) concentration on incorporation
of biotin into cellular proteins. HEK293 cells were cultured and harvested as described
in the text. After labeling with 1 mM DCP-Biol, free probe was removed from the
samples using a Bio-Gel P6 spin column and prepared for analyses as described in
greater detail in the following chapter (Nelson et al., 2010). In panel A, tumor necrosis
factor alpha treated (closed circles) and untreated (open circles) samples were assessed
for total biotin incorporation into proteins using the FluoReporter biotin incorporation
assay kit from Invitrogen. For panel B, prebiotinylated fRMsr mutant was added to the
starting protein concentrations prior to affinity capture for use as a procedural and
loading control. Biotinylated proteins were captured using streptavidin-agarose, and
extensively washed with 1% SDS, 4 M urea in PBS, 1 M NaCl, 100 mM ammonium
bicarbonate, and deionized H,O. The samples were eluted with 2% SDS in 50 mM Tris,
pH 8.0, analyzed by SDS-PAGE, and stained with SYPRO Ruby.

overnight at 37 °C. Following centrifugation at 5000xg for 15 min, the
washed cell pellets were resuspended in ~ 100 ml 50 mM sodium phos-
phate, pH 7.0, containing 10 mM 2-mercaptoethanol, and lysed with a
pneumatic cell homogenizer (Avestin EmulsiFlex-C5). After centrifugation
at 20,000 x g, streptomycin sulfate (1%, w/v) was added to the supernatant,
with stirring, for 15 min prior to centrifugation. The supernatant was
filtered and bound to a Ni-NTA Superflow (Qiagen) column. The His-
tagged C4A-RD C208S OxyR was eluted by gradually increasing the
imidazole concentration to 250 mM. The eluted protein was concentrated
and loaded onto a gel filtration (Superose 12 PG) column equilibrated with
50 mM Tris—HCI, pH 8.0, containing 100 mM NaCl, 100 uM DTPA, and
2 mM DTT. The pure protein was concentrated to ~ 10 mg/ml based on an
€550 0f 14,440 M~ cm™ ' and molecular weight 0£26,470 Da (€55 and molecular
weight of His-tagged C4A-RD C208S OxyR were calculated using http://ca.
expasy.org/tools/protparam.html) and stored at —80 °C.

Attempts to determine a rate for DCP-Biol incorporation into the
OxyR construct as reported for the other three test proteins (Table 3.1)
were inconclusive due to the high rate of hyperoxidation of this protein in
the presence of oxygen or a second molecule of H,O,. With OxyR at


http://ca.expasy.org/tools/protparam.html
http://ca.expasy.org/tools/protparam.html

92 Chananat Klomsiri et al.

neutral pH, no further incorporation of DCP-Bio1 labeling is observed after
5 min and sulfinic and sulfonic acids can be observed within 2 min of the
addition of 1.2 equivalents of H,O,. While this does not interfere with
the ability to use OxyR as an effective sensor of adventitious oxidation
occurring during lysis, it complicates the kinetic analyses.

As shown in Fig. 3.4, OxyR can be used as a “negative’” control to
monitor the amount of postlysis Cys oxidation. For this purpose, add reduced
OxyR to the lysis bufter prior to harvesting the cells. The extent of undesired
OxyR oxidation can be monitored by probing the OxyR content in the
biotin pulldown using an antibody to the His-tag (Fig. 3.4). Using this
technique, we confirmed that excluding thiol alkylating agents NEM and
IAAm from the lysis buffer causes an increase in postlysis labeling (Fig. 3.4)
since reduced OxyR becomes labeled under this experimental condition.

4, SUMMARY

The development of a series of tagged sulfenic acid-directed compounds
paves the way to determine the sites and proteins that are sensitive to cysteine
oxidation in the cell as well as the cellular conditions under which such
oxidations occur. We have shown that these compounds are reactive and
specific. The rates with which DCP-Bio1 reacts toward sulfenic acids are
significantly different for each of three pure proteins, papain, the C84, 94S
mutant of fR Msr, and the C165S mutant of AhpC (Table 3.1), suggesting that
the reaction of our DCP-linked probes is highly dependent on the accessibility
and stability of sulfenic acid intermediates within their protein microenviron-
ment. Interestingly, there was no difference in the rates of probe incorporation
into fR Msr between pH 5.5 and 8.0. We have also provided protocols to label
sulfenic acid modifications in cellular proteins; either in situ labeling of intact
cells or labeling at the time of lysis can be conducted. We have investigated
components of the lysis buffer and highly recommend the addition of alkylat-
ing reagents and catalase to prevent the formation of sulfenic acid subsequent to
cell lysis. Data presented herein also indicate that the extent of labeling is highly
dependent on protein concentration in the sample and highlight the need to
standardize as much as possible the protein and reagent concentrations during
labeling, especially when these reagents are applied to monitor temporal
changes of oxidation or in comparative studies.
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Abstract

Reversible thiol modification is a major component of the modulation of cell-
signaling pathways by reactive oxygen species. Hydrogen peroxide, peroxyni-
trite, or lipid hydroperoxides are all able to oxidize cysteines to form cysteine
sulfenic acids; this reactive intermediate can be directly reduced to thiol by
cellular reductants such as thioredoxin or further participate in disulfide bond
formation with glutathione or cysteine residues in the same or another protein.
To identify the direct protein targets of cysteine modification and the conditions
under which they are oxidized, a series of dimedone-based reagents linked to
affinity or fluorescent tags have been developed that specifically alkylate and
trap cysteine sulfenic acids. In this chapter, we provide detailed methods using
one of our biotin-tagged reagents, DCP-Bio1, to identify and monitor proteins
that are oxidized in vitro and in vivo. Using streptavidin-linked agarose beads,
this biotin-linked reagent can be used to affinity capture labeled proteins.
Stringent washing of the beads prior to elution minimizes the contamination
of the enriched material with unlabeled proteins through coimmunoprecipita-
tion or nonspecific binding. In particular, we suggest including DTT in one of the
washes to remove proteins covalently linked to biotinylated proteins through a
disulfide bond, except in cases where these linked proteins are of interest. We
also provide methods for targeted approaches monitoring cysteine oxidation in
individual proteins, global approaches to follow total cysteine oxidation in the
cell, and guidelines for proteomic analyses to identify novel proteins with redox
sensitive cysteines.

1. INTRODUCTION

It is increasingly clear that reversible thiol modification is a major
component of the modulation of cell-signaling pathways by reactive oxygen
species (ROS). Superoxide anions result from the partial reduction of
oxygen by the mitochondrial electron transport chain (Jones, 2006) and
are subsequently converted to H,O, either nonenzymatically or by super-
oxide dismutase. ROS are also generated by activated forms of the enzymes
NADPH oxidase, xanthine oxidase, cyclooxygenase, and lipoxygenase
(Schneider et al., 2007; Thomas et al., 2008). In general, the initial product
of cysteine oxidation by H,O,, peroxynitrite, or lipid hydroperoxides is
cysteine sulfenic acid, suggesting a pivotal importance for this modification
in the response of proteins to ROS. Sulfenic acid-modified proteins can be
directly reduced to thiol by cellular reductants or further participate in
disulfide bond formation with glutathione or cysteine residues in the same
or another protein.

Most evidence of catalytic or regulatory sulfenic acid formation has
come from individual studies of purified proteins including peroxiredoxins,
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organic hydroperoxide resistance protein (Ohr), NADH peroxidase, and
methionine sulfoxide reductase (Claiborne et al., 1999; Poole et al., 2004).
The redox status of cysteine has been shown to regulate cellular metabolism
through oxidation of glyceraldehyde-3-phosphate dehydrogenase (GAPDH)
(Cotgreave et al., 2002; Schmalhausen et al., 1999) and MetE (Hondorp and
Matthews, 2004), and to regulate the molecular chaperone activity of
HSP33 (Jakob ef al., 1999) and the activity of protein tyrosine phosphatases
including PTP1B and PTEN (Tonks, 2005). Oxidative cysteine modifica-
tions have also been shown to control transcriptional regulation by OxyR
(Zheng et al., 1998), OhrR (Fuangthong and Helmann, 2002; Hong ef al.,
2005; Panmanee et al., 2006), RsrA (Kang ef al., 1999), Yaplp (Kuge et al.,
2001), and p53 (Rainwater ef al., 1995).

Because cysteine sulfenic acid is unstable in many proteins, studies have
been limited by the ability to monitor and identify proteins and sites that
have redox-regulated cysteines. To fill this gap, our labs and other groups
have developed a series of reagents, based on dimedone, that specifically
alkylate and, therefore, trap cysteine sulfenic acids; these chemical probes are
or can be linked to affinity or fluorescent tags (Fig. 4.1) (Leonard ef al., 2009;
Poole and Nelson, 2008; Poole et al., 2007; Reddie et al., 2008). These
reagents are designed to enable enrichment and sensitive detection of pro-
teins or peptides bearing sulfenic acid modifications. Though sulfenic acids
likely represent a dynamic and transient oxidation product, their unique
chemistry allows them to be captured by dimedone-based labeling reagents
before progression to a potentially more complex array of disulfide-bonded
or oxidized products. Even rapid “‘trapping” of sulfenic acids in proteins is
still likely to yield substoichiometric amounts of label incorporated into given
proteins due to the generally transient nature of the modification. Reliable
quantification based on extent of probe incorporation is likely to be difficult
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Figure 4.1 Reaction of DCP-Biol with cysteine sulfenic acid. The sulfenic acid-
reactive reagent designated DCP-Bio1 [3-(2,4-dioxocyclohexyl)propyl 5-((3aR,6S,6aS)-
hexahydro-2-oxo-1H-thieno[3,4-d]imidazol-6-yl)pentanoate] is shown in its enol form,
reacting with a protein sulfenic acid to generate a stable, alkylated form of the protein
(Poole et al., 2007).
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to achieve, though large time-dependent responses in oxidation for individ-
ual cellular proteins may be observed across samples within the same experi-
mental set. Despite these challenges, these probes and techniques representan
important step forward in identifying cysteine residues that are oxidized in
cells in response to a particular stimulant. As with phosphorylation sites, all
oxidation sites are not expected to have the same role (or for that matter any
role) in modulating protein function. Not only may cysteine oxidation be
stimulatory, inhibitory, or inconsequential to the activity, stability, or locali-
zation of a given protein, but sulfenic acids also have the capacity to go on to
form multiple products depending on cellular context that may themselves
have different functional effects (Poole and Nelson, 2008). The true bio-
chemical evaluation of these sites must ultimately involve both mapping the
specific residue being oxidized and evaluating the effect of these oxidations
on protein function.

We report here some of the potential applications of these sulfenic acid-
specific reagents and provide protocols for visualizing and identifying
labeled proteins. The previous chapter in this volume provides detailed
protocols and controls for labeling both pure and cellular proteins with
these probes (Klomsiri ef al., 2010). Although we have developed and used a
variety of probes containing fluorescent groups such as rhodamine and
fluorescein (Klomsiri ef al., 2010; Poole et al., 2007), we have found that
biotin-linked reagents are particularly powerful tools because they allow for
affinity capture of the labeled proteins and/or peptides. In this chapter, we
provide detailed methods using one of our biotin-tagged reagents, DCP-
Bio1 (Fig. 4.1) to identify and monitor proteins that are oxidized in vitro and
in vivo. We also provide methods to monitor global changes in cysteine
sulfenic acid formation.

2. BIOTIN-BASED AFFINITY CAPTURE TO IDENTIFY
PROTEINS CONTAINING CYSTEINE SULFENIC ACIDS

The greatest advantage of the biotin-conjugated, sulfenic acid-
directed reagents is the ability to use affinity methods to capture the labeled
proteins. Because the captured material will be used in many cases to
identify labeled proteins and determine the extent of protein labeling, it is
very important to ensure that essentially all proteins in the affinity-enriched
material contain the biotin modification and are not simply coprecipitating
with the labeled proteins. Thus, we have developed a protocol to stringently
wash the streptavidin beads prior to elution. In particular, including DTT in
one of the washes ensures that unlabeled proteins covalently linked to
biotinylated proteins through a disulfide bond will not be included in the
eluted material.
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2.1. Materials
2.1.1. Solutions

1.
2.
3.

o

10.

11.
12.
13.
14.
15.
16.
17.
18.

19.

500 mM biotin maleimide in dimethyl sulfoxide (DMSO)

100 mM 1,4-dithio-DL-threitol (DTT) in dH,O

100 mM diethylene triamine pentaacetic acid (DTPA) in 1 M sodium
hydroxide

25 mM potassium phosphate, pH 7.0, 100 uM DTPA

. Empty spin columns with ~1.2-ml bed volume (e.g., Bio-Spin

Chromatography columns from Bio-Rad)

Bio-Gel P6 desalting resin (Bio-Rad); 1 ml resin is loaded into empty
spin column and equilibrated with 3 column volumes (CV) of buffer
Spin column with screw cap and column plug — 500-ul bed volume
(e.g., Pierce Spin Columns — screw cap with Luer-Lok adaptors)

. Streptavidin beads (e.g., Pierce High Capacity Streptavidin—Agarose

Resin)

. Sepharose CL-4B (or other resin similar to the streptavidin support

material)

Phosphate-buffered saline (PBS): 100 mM sodium phosphate, 150 mM
sodium chloride, pH 7.2

8 M urea in PBS

Wash solution 1: 1% SDS in dH,O

Wash solution 2: 4 M urea in PBS

Wash solution 3: 1 M NaCl in dH,O

Wash solution 4: 100 uM ammonium bicarbonate with 10 mM DTT
Wash solution 5: 100 uM ammonium bicarbonate

Deionized H,O (dH,O)

Elution butter for 1D gel electrophoresis: 2% SDS, 50 mM Tris—HCI,
1 mM EDTA, pH 8.0

Elution buffer for 2D gel electrophoresis: 8 M urea, 2% CHAPS

2.1.2. Proteins

1.

Protein samples labeled with biotin-linked reagent specific for sulfenic
acid (e.g., DCP-Bio1) (Poole et al., 2007); see accompanying chapter for
suggested labeling protocols (Klomsiri ef al., 2010).

. Salmonella typhimurium AhpC C165S mutant, purified as described pre-

viously (Nelson et al., 2008; Poole and Ellis, 1996) and stored at —20 °C
in 5mM DTT. Prior to conducting experiments, DTT is removed using
a Bio-Gel P6 spin column equilibrated in 25 mM potassium phosphate,
pH 7.0, 100 uM DTPA. Alternatively, any other pure protein contain-
ing at least one cysteine residue can be used.
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2.2. Methods

2.2.1. Use of biotinylated AhpC as a procedural control for affinity
capture of biotinylated samples

To ensure that changes to biotinylation levels between a set of samples is
due to physiological changes and not variation in the efficiency of the
affinity capture and elution procedure, we add a biotinylated control pro-
tein to each sample before affinity capture. We typically use a biotinylated
version of the C165S mutant of S. ftyphimurium AhpC because large
amounts of this recombinant protein can be purified in Escherichia coli and
because the presence of only one cysteine allows for stoichiometric labeling.
This protein is stored in 5 mM DTT, which is removed using a desalting
column (i.e., PD10 or Bio-Gel P6). To do this, spin columns (1.2-ml bed
volume) containing ~ 1 ml Bio-Gel P6 Resin are equilibrated with 25 mM
potassium phosphate, 100 uM DTPA, pH 7.0, centrifuged for 25 min at
1000 g, and moved to clean, labeled microfuge tubes. Samples are applied
to the top, the column is centrifuged for 2 min at 1000 X g, then the material
from the flow-through is supplemented with biotin maleimide from a
200 mM stock to a final concentration of 10 mM (DMSO concentration
in final solution should be no more than 2%) and incubated at room
temperature overnight. Excess biotin maleimide is removed using a second
desalting column equilibrated in 25 mM potassium phosphate with 100 uM
DTPA, pH 7.0, and the concentration of C165S AhpC is determined based
upon absorbance at 280 nm (¢ = 24,300 M~ ' cm™'). Using this procedure,
C165S AhpC was fully labeled with biotin maleimide based upon matrix-
assisted laser desorption/ionization time of flight (MALDI-TOF) mass
spectrometry (MS) analysis.

Any pure protein can be used for this purpose as long as it contains at
least one Cys residue and is not present in the sample to be analyzed. For
proteins not stored in DTT, 10 mM DTT should first be added and
incubated for 30 min at room temperature prior to the first desalting column
and alkylation with biotin maleimide.

2.2.2. Sample preparation to remove unreacted DCP-Biol and to
add control protein

Cell lysates are labeled with DCP-Bio1 (Poole ef al., 2007) according to the
protocol described in the preceding chapter (Klomsiri ef al., 2010). In order
to prevent further biotinylation of proteins due to nonphysiological oxida-
tion and to prevent free DCP-Biol from competing with biotinylated
protein for binding to the streptavidin binding sites on the resin, proteins
in the cell lysate are separated from small molecules immediately upon
thawing. Columns containing ~1 ml Bio-Gel P6 resin are equilibrated
with 2 CV PBS and 2 CV 2 M urea in PBS, pH 7.2. Columns are
centrifuged for 2 min at 1000x¢ and moved to clean, labeled microfuge
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tubes. Cell lysates are applied to the top of each 1-ml column (if samples are
more than 0.2 ml, multiple columns are used). Samples are centrifuged for
2 min at 1000 ¢ and the flow-through material contains the small mole-
cule-free protein. Protein concentrations of each sample are measured using
an appropriate assay, such as the BCA Protein Assay (Pierce) or the DC
Protein Assay (Bio-Rad). Samples are diluted to 1 mg/ml with urea to a
final concentration of 2 M, and biotinylated C165S AhpC (1 pug/500 pug of
cell lysate) is added as a procedural control (prepared as described above).

2.2.3. Capture of biotinylated proteins with stringent washing to
prevent coprecipitation of unlabeled proteins

For each sample, one spin column (0.5-ml bed volume with screw cap lid) is
prepared with nonliganded support beads (i.e., cross-linked agarose, e.g.,
Sepharose CL-4B) to remove proteins with a tendency to bind nonspecifi-
cally to such beads; a second column with streptavidin—agarose beads is also
prepared. The binding capacity of the streptavidin beads is used to deter-
mine the resin volume needed for the amount of protein being enriched.
For Sepharose CL-4B (Sigma) and High Capacity Streptavidin—Agarose
Resin (Pierce), 80 pul of resin is used for a typical sample containing
400 pg cell lysate. For HEK293 cells, 400 pg cellular protein can typically
be obtained from two 75% confluent, 100-mm dishes harvested with 150 ul
lysis bufter per plate. Both columns are equilibrated with 20 CV 2 M urea in
PBS, pH 7.2. Immediately prior to adding sample, columns are placed in
1.5-ml microfuge tubes, then centrifuged for 2 min at 1000 xg.

To remove proteins that might bind nonspecifically to the beads,
prepared cell lysates are added to the plugged columns containing Sepharose
CL-4B beads, the tops are closed with a screw cap lid, columns are sealed
into a clean microfuge tube with Parafilm to prevent leaks, and the samples
are incubated for 2 h at 4 °C with constant rotation. Parafilm and plugs are
removed and columns are returned to the tubes, then centrifuged for
1000x g for 2 min. The flow-through from these columns is transferred to
plugged columns containing streptavidin—agarose beads, capped, and sealed
into microfuge tubes, and rotated for ~ 16 h at 4 °C. Column assemblies are
centrifuged at 1000 x ¢ for 2 min to remove unbound proteins.

Beads bound to the biotinylated proteins are washed twice with 4 CV 1%
SDS, twice with 4 CV 4 Murea, and twice with 4 CV 1 M NaCl. For each of
these solutions, the first wash is incubated with constant rotation for 30 min at
4 °C and the second wash is applied for 1 min at room temperature prior to
centrifugation. These are followed by additional successive washes at room
temperature, once with 4 CV 10 mM DTT in 100 uM ammonium bicarb-
onate for 5 min, once with 100 M ammonium bicarbonate without DTT,
and twice with 4 CV dH,O. For each wash, the beads are resuspended in the
wash solution, rotated for the indicated amount of time, centrifuged at
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1000 g for 2 min, and the supernatant is discarded. The last dH,O wash is
used to remove any resin from the lid of the column.

2.2.4. Elution conditions depend on the downstream application

Although streptavidin has a high affinity for biotin, various elution condi-
tions can be used (Fig. 4.2) and should be selected based upon the intended
downstream application. We recommend use of an SDS-containing sample
buffer for 1D gel electrophoresis. First, the bottom of the column is
stoppered, 2.5 CV of 2% SDS in 50 mM Tris—HCI, 1 mM EDTA pH 8.0
is added, the cap is replaced loosely to prevent leakage due to pressure build
up, the column is placed inside a clean microfuge tube to collect any sample
that might leak, and the whole assembly is heated to 90 °C for 10 min
(Fig. 4.2 A). For 2D gel electrophoresis, we recommend adding 2.5 CV of
8 M urea, 2% CHAPS, and 50 mM DTT to the plugged and loosely capped
column and heating for 20 min at 37 °C, shaking periodically. If the
presence of SDS or urea is problematic for downstream applications (e.g.,
tor MS experiments), alternate elution conditions include incubation with
100 mM glycine, pH 2.8 for 10 min at room temperature (Fig. 4.2 A) or
proteolytic digestion of the sample while still bound to the streptavidin

A B
Urea Ammonium
SDS  Tris CHAPS GuHCI Glycine hydroxide SDS

W W e

Figure 4.2 Use of various elution conditions to recover biotinylated proteins from
streptavidin beads. A. Biotinylated AhpC (180 pg) was incubated with 80 ul streptavi-
din beads in 250 pl total volume of 2 M urea in PBS, pH 7.2 and incubated for 1.5 h at
24 °C. Beads were washed 3 X 0.5 ml 2 M urea in PBS, pH 7.2 and aliquotted into five
different tubes prior to centrifugation for 2 min at 1000 X ¢ and removal of the superna-
tant. Elution solutions (10 ul) were added to each tube and incubated at the appropriate
temperature for 10 min. Elution conditions were: 2% SDS in 50 mM Tris—HCI, 1 mM
EDTA, pH 8.0 (90 °C); 50 mM Tris—HCI, 1 mM EDTA, pH 8.0 (90 °C); 8 M urea with
2% CHAPS (37 °C); 8 M guanidine hydrochloride (GuHCI) (37 °C); and 100 mM
glycine, pH 2.8 (24 °C). The amount of AhpC protein in 2 ul of the eluted fraction was
visualized by Coomassie Blue stain after SDS-PAGE. B. Sulfenic acid-containing
C165S AhpC labeled with DCP-Biol was incubated with monoavidin beads overnight,
washed three times with PBS buffer, and aliquotted into separate tubes. Samples were
either incubated with 2.25 M ammonium hydroxide for 16 h at 24 °C or boiled in SDS
sample buffer containing f-mercaptoethanol for 10 min, and AhpC in the eluant was
visualized as in (A).
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beads. Because DCP-Bio1 contains an ester linkage, labeled proteins con-
taining the DCP functional group can be cleaved from the biotin moiety by
incubation with 2.25 M ammonium hydroxide for ~16 h at 24 °C
(Fig. 4.2 B). For all elution conditions, the spin column is centrifuged at
1000 x ¢ for 3 min and the flow-through is retained.

3. DETECTION METHODS TO IDENTIFY OXIDIZED
PROTEINS AND CYSTEINES

Potential uses for sulfenic acid-specific trapping agents include moni-
toring of cysteine oxidation of a particular protein under various conditions
(targeted approaches), following cysteine oxidation of total cellular proteins
in response to various stimuli (global approaches), and identifying novel
proteins with redox sensitive cysteine residues (proteomic approaches). In
this section, we provide protocols suitable for all of these approaches.
Although we briefly touch on techniques including Western blots, immu-
noprecipitation (IP), and MS analysis, detailed protocols for these are only
given for the proteins studied herein, and we focus on how these techniques
can be adapted to identify and monitor proteins labeled with DCP-Bio1 and
related compounds.

3.1. Targeted approaches: Western blot of affinity-enriched
proteins to analyze proteins of interest

3.1.1. Materials

1. DCP-Biol-labeled samples after affinity capture of biotinylated proteins
2. Materials for 1D gel electrophoresis and transfer to nitrocellulose (or
PVDF) membrane
3. TBST buffer: 50 mM Tris—HCI, 150 mM NaCl, 0.1% (v/v) Tween-20,
pH 7.5
4. 5% (w/v) dried milk in TBST (alternate blocking and binding buffer may
be preferred for individual antibodies; commonly used buffers include
1-5% bovine serum albumin (BSA) or 1-10% fetal bovine serum (FBS)
. Primary antibody to protein of interest
6. Secondary antibody conjugated to horseradish peroxidase (HRP) (other
conjugates such as alkaline phosphatase or fluorescein may also be used)
7. Chemiluminescence detection kit (such as Western Lightning® Plus—
ECL, Enhanced Chemiluminescence Substrate form Perkin Elmer or
Pico, Dura, or Femto Chemiluminescence kits from Pierce)

ul



104 Kimberly ). Nelson et al.

3.1.2. Methods

Western blots are performed on equal volumes of biotinylated, affinity-
enriched samples according to the established protocol for each antibody
and target protein. Although different proteins and samples will require
optimization of conditions, we have found that the amount of affinity-
captured material from 40 ug starting lysate is typically sufficient for visuali-
zation using the Dura chemiluminescence kit from Pierce.

Time-dependent changes in protein sulfenic acid levels in HEK293 cells,
analyzed by Western blot analyses of the affinity-captured material, show
that phosphatases (PTEN and SHP-2), kinases (protein kinase C, PKC-f1),
chaperones (heat shock protein, HSP70), and glycolytic enzymes (GAPDH)
are all transiently oxidized and labeled by DCP-Biol in tumor necrosis
factor-o. (TNFa) treated cells (Fig. 4.3). Some of the proteins we observe,
such as GAPDH, are known to form a stabilized sulfenic acid, and others
(PTEN, SHP-2, and HSP70) are known to be redox regulated, though not
specifically through sulfenic acid formation. The signaling phosphatases
PTEN (Kwon et al., 2004; Lee et al., 2002) and SHP-2 (Chen et al., 2006;
Kwon et al., 2005; Meng et al., 2002) are known to be oxidation sensitive,
with the former yielding an intrasubunit disulfide bond between the active
site Cys (Cys124) and Cys71; sulfenic acid formation has been postulated
based on other protein tyrosine phosphatases (Tonks, 2005), but not fully
demonstrated in each case. In the case of HSP70, protein S-glutathionylation
in retinal pigment epithelium has been shown to convert this protein to an
active chaperone (Hoppe ef al., 2004).

We note from our blots (Fig. 4.3) that patterns of oxidation differ between
proteins in the same experimental samples, suggesting distinct influences on
oxidation status of various proteins after cell stimulation. Because each protein
exhibits a different profile (Fig. 4.3), we typically select a range of times
between 1 min and 1 h after TNFo stimulation to maximize the chance of
observing the transient intermediate on a particular protein.

3.2. Targeted approaches: Immunoprecipitation of protein of
interest followed by Western blot to detect biotin

3.2.1. Materials

DCP-Biol-labeled samples prior to affinity enrichment

Primary antibody to protein of interest (suitable for IP)

Secondary antibody complexed to agarose or magnetic beads

2 M urea in PBS

Elution buffer for 1D gel electrophoresis: 2% SDS, 50 mM Tris—HCI,
1 mM EDTA, pH 8.0

6. Materials for 1D gel electrophoresis and transfer to nitrocellulose
(or PVDF) membrane

Ul A DN =
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Figure 4.3 Time course of sulfenic acid formation in individual proteins monitored by
Western blot analysis. HEK293 cells were stimulated with TNFo for the indicated
amount of time, cells were washed with PBS, and sulfenic acids were trapped by the
addition of lysis buffer containing 1 mM DCP-Bio1l, 10 mM N-ethylmaleimide, 10 mM
iodoacetamide, 200 U/ml catalase, 100 mM NaCl, 100 uM DTPA, 20 mM f-glycero-
phosphate, 1 mM sodium vanadate, 50 mM sodium fluoride, 1 mM PMSF, 0.01 mg/ml
aprotinin, 0.01 mg/ml leupeptin, 0.1% sodium dodecyl sulfate, 0.5% sodium deoxy-
cholate, 0.5% NP-40, and 0.5% Triton-X-100 in 50 mM Tris—HCI, pH 7.5, incubated
on ice for 1 h, and stored at —80 °C. Biotinylated proteins were affinity captured
according to the protocol described in methods, then separated by SDS-PAGE and
transferred to a nitrocellulose membrane. The extent of cysteine oxidation on individ-
ual proteins was evaluated using protein-specific antibodies. Biotin-labeled AhpC was
added based on protein concentrations prior to affinity capture and used as a procedural
control for the biotin-based affinity capture, elution and gel loading steps. Antibodies to
HSP70, PKC-f1, and GAPDH were from Santa Cruz; antibodies to PTEN and SHP-2
were from Cell Signaling, and the AhpC antibody was purified from rabbit serum.

7. Antibiotin antibody and HRP-conjugated secondary antibody (or
streptavidin—HR P conjugate)

8. 5% (w/v) dried milk in TBST

9. 1% BSA in TBST

3.2.2. Methods

The previous section described performing a Western blot on the affinity-
captured biotinylated samples to look for the target protein; an alternate and
complementary approach is to immunoprecipitate the target protein, then
probe the samples for biotin. Use of both techniques gives the strongest
evidence that a given protein is indeed labeled by the biotinylated reagent as
long as proper controls in the absence of reagent are included.
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IP is performed according to established protocols specific to the protein of
interest. After beads have been incubated with the protein samples, they are
washed with PBS or more stringent conditions (if possible), then eluted with
SDS sample buffer. Biotin blots are then performed on the eluted, electro-
phoresed samples using either HRP-conjugated streptavidin or antibiotin
antibodies. In our hands, antibiotin antibodies perform somewhat better. In
order to avoid coelution of the antibody proteins, antibodies may be cross-
linked to the beads prior to IP. Otherwise, a control for the antibody without
lysate should be included as we have observed biotinylation of the antibody
subunits and these can mask detection of the target protein if of similar size.

Using this approach, we were able to clearly demonstrate the presence of
biotinylated proteins at the correct molecular weight in the IPs of PTEN
and SHP-2 proteins (Fig. 4.4), confirming the data using the affinity-
captured material that identified these two proteins as sulfenic acid-contain-
ing proteins. For IP experiments shown in Fig. 4.4, TNFa-treated HEK293
lysates were preincubated with 20 ul Dynabeads-Protein A magnetic beads
preequilibrated in PBS and then incubated overnight at 4 °C with 0.5 ul
of either anti-PTEN or anti-SHP-2 antibody (Cell Signaling) and 20 ul
Dynabeads-Protein A magnetic beads. The supernatant was then removed
and the beads were washed three times with PBS bufter. Immunoprecipi-
tated proteins were eluted with 35 ul SDS-PAGE-loading buffer and
biotinylated proteins were visualized using Streptavidin—HRP.

3.3. Controls for endogenous biotinylation

The biotin affinity capture and detection procedures described herein (with
the exception of MS analysis) cannot distinguish between proteins labeled
with a biotinylated chemical reagent and those that are endogenously
biotinylated on lysine. To test for endogenous biotinylation, it is important
to include a sample that has not been labeled with the biotin compound as a
control in all experiments (Fig. 4.4).

3.4. Global approaches: Identification of overall sulfenic acid
levels for cellular proteins in response to stimuli

In order to estimate the relative of abundance proteins containing sulfenic acid
in the cellular proteome under various conditions, we have used both bioti-
nylated and fluorescent reagents. In addition to the affinity-based methods
employed above, global biotin incorporation can be visualized using gel-based
techniques such as total protein staining of gels following affinity capture of
biotinylated proteins (Fig. 4.5 A ) and antibiotin Western blots using either a
streptavidin—HR P conjugate or an antibiotin antibody (Fig. 4.5 B). We have
also labeled lysates with DCP-FL1, a dimedone analogue containing a fluores-
cein moiety (as well as other fluorescent compounds including DCP-FL2,
DCP-Rho1, and DCP-Rho?2) and have visualized sulfenic acid-modified
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Figure 4.4 SHP-2 (A) and PTEN (B) labeling is established by immunoblots to SHP-2
and PTEN after biotin affinity capture (biotin AC) and by visualizing biotinylated
proteins after immunoprecipitation (IP) of SHP-2 and PTEN, but these proteins are
not endogenously biotinylated. HEK293 cells were grown in DMEM media containing
10% FBS and exchanged into serum-free DMEM media for 30 min prior to the addition
of the 5 mM DCP-Bio1l-containing lysis buffer and incubation (see Fig. 4.3). Cell lysates
were centrifuged at 14,000xg for 10 min, and the protein concentration in each
supernatant was determined using the BCA protein assay. For immunoprecipitation,
lysates (175 ug of protein each) were preincubated for 1 h at 4 °C with 20 ul Dynabeads-
Protein A magnetic beads preequilibrated in PBS (but lacking antibody) to remove
nonspecifically associating proteins, then supernatants were transferred to tubes con-
taining 0.5 pl of either anti-PTEN or anti-SHP-2 antibody (Cell Signaling) and a fresh
aliquot (20 ul) of magnetic beads and incubated overnight at 4 °C. Supernatants were
then removed and the beads were washed three times with PBS buffer. Immunopreci-
pitated proteins were eluted with 35 ul SDS sample buffer. Affinity capture of biotiny-
lated proteins was conducted according to the protocol described in methods. Proteins
(10 pl per sample) were separated by SDS-PAGE in 10% polyacrylamide gels, trans-
ferred to nitrocellulose membrane, and blocked with 5% milk. For immunoblotting,
membranes were incubated for 2 h at 24 °C with a 1:10,000 dilution of streptavidin—
HRP or for 16 h at 4 °C with a 1:1000 dilution of either anti-SHP-2 (A, Cell Signaling)
or anti-PTEN antibodies (B, Cell Signaling), then visualized with Pico chemilumines-
cent substrate (Pierce).

proteins both in 1D (not shown) and 2D gels using a fluorescence imager
(Fig. 4.5 C). Finally, we have used a FluoR eporter biotin incorporation assay
to evaluate total biotin incorporation into cellular proteins (Fig. 4.5 D).
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Figure 4.5 Techniques to monitor global sulfenic acid formation. (A) To visualize
protein bands in samples after affinity capture of biotinylated proteins, HEK293 cells
were treated (or not) with 100 nM insulin for 2 min, then sulfenic acids were trapped
with 1 mM DCP-Biol in lysis buffer as in Fig. 4.3. Streptavidin—agarose beads were
used to capture biotinylated proteins from lysates, then extensively washed with 1%
SDS, 4M urea in PBS, 1 M NaCl, 100 uM ammonium bicarbonate and dH,O. Proteins
were eluted with 2% SDS in 50 mM Tris—HCI, pH 8.0, 1 mM EDTA, separated by
SDS-PAGE, and stained with SYPRO Ruby (Pierce). Proteins showing increased
sulfenic acid labeling in response to insulin are marked with arrows. (B) To blot for
biotin after separation of total protein samples on gels, HEK293 cells were treated (or
not) with TNFu for the indicated amount of time, then sulfenic acids were trapped with
1 mM DCP-Biol in lysis buffer. Unreacted DCP-Bio1 was removed using a Bio-Gel P6
spin column and 20 ug of protein from each sample was separated on a 10% SDS-PAGE
followed by transfer to nitrocellulose. Membranes were blocked overnight with 5%
milk, incubated with a 1:1000 dilution of antibiotin, HRP-conjugated antibody (Cell
Signaling) for 2 h at 24 °C, and visualized with Pico chemiluminescence kit. As a
loading control, 10 ug of each sample was probed for actin using an anti-actin antibody
(Cell Signaling). (C) For protein analyses using 2D gels, HEK293 cells were treated
with TNFa or insulin and labeled with 1 mM DCP-FL1. Proteins were precipitated with
cold acetone, washed with 10% TCA and 1:1 ether:ethanol, and then resolubilized in
8 M urea, 2% CHAPS, 50 mM DTT, and 0.2% ampholytes. Proteins were separated by
2D electrophoresis using pH 3-10 IPG strips (BioRad), followed by 4-20% Criterion
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For gel-based analyses of proteins labeled with fluorescent analogues, it is
often preferable to first remove excess reagent either by passing lysates
through a Bio-Gel P6 spin column, or by precipitating proteins and washing
the pellets before resuspension into sample bufter. After electrophoresis, gels
can be fixed with 10% acetic acid, 40% methanol and washed at least three
times with water prior to visualization. For fluorophores such as fluorescein
which are less fluorescent at low pH, fixed gels are washed two times for
15 min each with 40 mM ammonium bicarbonate, pH 8.0.

For separation of either biotinylated or fluorescently labeled proteins by
2D electrophoresis, it is important to ensure that samples not contain any
excess reagents or salts as either of these may interfere with isoelectric
focusing. Therefore, samples (up to 200 ul) are precipitated with 1 ml
cold acetone, incubated on ice for 10 min and centrifuged at 14,000 xg
for 10 min at 4 °C. Supernatants are removed, the pellets are washed with
0.5 ml 10% trichloroacetic acid, then samples are centrifuged again and
washed one more time with 200 ul of 1:1 ether:ethanol. Liquid is removed
and pellets are allowed to air dry prior to the addition of an appropriate
buffer for isoelectric focusing (e.g., 8 M urea 2% CHAPS). Sample resus-
pension is allowed to proceed at 37 °C for 20-60 min with occasional
tapping. Protein content is measured, then ampholytes and DTT (10 ul of a
freshly prepared 1 M stock per 200 pul final volume) are added to the samples
just prior to their application onto isoelectric focusing strips. For 2D gels of
affinity-captured, biotinylated samples, we typically use samples derived
from 0.4 to 1 mg of starting lysate.

We have used the FluoReporter® biotin assay kit from Invitrogen to
evaluate biotin incorporation into total protein, an assay which measures the
increase in fluorescence as biotin displaces quencher dye from the biotin
binding sites on their Biotective'™ Green reagent. For this and all assays
designed to measure biotin, unreacted DCP-Bio1l and other small molecules
must first be removed using a Bio-Gel P6 spin column and the samples
exchanged into PBS or another buffer compatible with the assay of interest.
Following the directions in the kit, cell lysates (~ 10-25 ug total protein in 50-ul
volume) are digested with a protease to disrupt protein structure and allow
protein-bound biotin to access the binding sites on the dye (Fig. 4.5 D).

gel (BioRad), and fluorescein labeled proteins were visualized on a Amersham
STORM 840 fluorescence imager. (D) A FluoReporter biotin quantitation assay kit
(Invitrogen) was used to quantify the amount of biotin incorporation into HEK293 cells
before and after stimulation with TNFo for 10 min. Briefly, cell lysates (~10-25 ug)
were digested with Streptomyces griseus Protease type XIV overnight at 37 °C and diluted
in PBS until each sample contained 1-2 ug total protein. After incubation for 5 min at
room temperature in the dark with an equal volume of Biotective Green reagent,
fluorescence was measured on a Tecan Safire 2 fluorescence plate reader using
Aex = 485 nm and /.,,, = 530 nm.



110 Kimberly J. Nelson et al.

The FluoR eporter assay is able to detect between 4 and 80 pmol of biotin per
50-ul sample, and the digestion mixture will most likely need to be diluted
for samples to be in the correct range; for our experiments, 1-2 ug total
protein per sample was a good starting amount. A standard curve is generated
using a small molecule biotin provided in the kit; the standard curve should
include 2-3 replicates of a zero and a minimum of four other biotin con-
centrations. Analysis of a biotinylated protein used as a positive control is also
recommended in order to confirm that proteolysis is sufficient to yield assay-
accessible biotin. Each sample is incubated with 50 ul of Biotective Green
reagent in a 96-well plate for 5 min at room temperature in the dark. Sample
fluorescence is measured on a fluorescence plate reader using 4., = 485 nm
and A.,, = 530 nm.

For all of these assays, it is important to gauge the endogenous levels of
biotinylation on lysine. Studies in our laboratory to date indicate that these
levels are very low when compared with the amount of DCP-Biol incor-
poration, but some prominent bands are present even when no biotin is
added (see Fig. 3.5B in the preceding chapter, Klomsiri ef al., 2010).

3.5. Global approaches: Identification of oxidized proteins by
mass spectrometry after biotin affinity capture

Biotinylated samples can be used for proteomic level analyses in order to
identify unknown proteins with peroxide-sensitive cysteines. In order to
minimize false positives and to simplify analysis, we suggest performing affinity
capture along with stringent washing procedures on such biotinylated samples.
For these types of studies, the affinity-captured material is generally separated
by 1D or 2D electrophoresis followed by in-gel proteolysis and standard MS
analyses to identify the proteins (Shevchenko et al., 2006) Table 4.1 lists a
selection of proteins that we have identified from lysates, derived from TINFo:-
treated HEK-293 cells, using biotin-based affinity capture, separation by either
1D or 2D gel electrophoresis, in-gel proteolytic digestion, and MS analysis.

3.6. ldentification of oxidized cysteine by MS—MS analysis

Although stringent washing of the streptavidin beads may help minimize the
identification of false positives, the ultimate proof that a protein truly
contains an oxidized cysteine comes from the direct identification of the
oxidized cysteine. For this purpose, affinity capture of biotinylated peptides
can be performed after proteolytic digestion of the cellular proteins
(Dennehy et al., 2006; Shin ef al., 2007). Alternatively, biotinylated proteins
can first be enriched by affinity purification, then digested and further
enriched for biotinylated peptides using a second affinity capture step. We
have used the first type of experiment to identify the labeled cysteine residue
in peroxiredoxin VI using a DCP-Biol-treated lysate of HEK-293 cells
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Table 4.1 Cysteine sulfenic acid-modified proteins identified in TNF« treated
HEK293 cells

Affinity  Affinity
capture,  capture,  Cysteine
Protein name Function gel & MS” gel & WB j g
Actin’ Cell structure & X X C10
motility
Tubulin B Microtubule protein X X
Heat shock protein  Chaperone X X C17
70 (HSP70)*
PrxI* Peroxidase X
PrxII Peroxidase X X
PrxIII° Peroxidase X
PrxIV* Peroxidase X
a-Enolase’ Glycolytic enzyme X
Glyceraldehyde-3-P  Glycolytic enzyme X X C151/
dehydrogenase 155
(GAPDH)*
Protein kinase C Signaling kinase X
(PKC-p1)*
Protein and lipid Signaling phosphatase X
phosphatase
(PTEN)‘
SH2 homology Signaling phosphatase X
protein 2 (SHP-2)

Gels were stained with Coomassie Blue dye, and protein spots of interest were excised, washed three
times with 50% acetonitrile, dried, washed twice, successively, with 200 ul ammonium bicarbonate
and 100% acetonitrile, dried, and digested with 0.1 mg/ml trypsin in 50 mM ammonium bicarbonate
for 16 h at 37 °C. Peptides in the supernatant were combined with peptides eluted with 50%
acetonitrile and spotted using a matrix containing 30 mg of dihydroxybenzoic acid in 1 ml 50%
acetonitrile, 0.1% trifluoroacetic acid. Protein identifications were made using a Bruker Autoflex
MALDI-TOF mass spectrometer with dihydroxybenzoic acid as the matrix, and data were analyzed
using MASCOT software (www.matrixscience.com).

In these cases, identification of the labeled peptide by mass spectrometry gave an unambiguous determi-
nation of the labeled Cys residue, except for GAPDH, which has two Cys residues on the MALDI-
TOF-identified labeled peptide; based on data from other laboratories, Cys151 has been shown to form a
sulfenic acid.

Data present in literature showing sulfenic acid formation.

¢ Redox regulation known, but sulfenic acid not previously identified.

¢

stimulated with 12-O-tetradecanoylphorbol-13-acetate (TPA). This pep-
tide was identified by performing a tryptic digest, biotin-based affinity
capture of the labeled peptides, and LC—MS/MS analysis (Fig. 4.6). Because
this method is only expected to capture 1 or a few peptides per protein, the
results will be heavily influenced by the choice of protease. For this reason,
it may be desirable to use more than one protease for each sample in order to
increase the number of peptides identified.
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Figure 4.6 LC/MS/MS spectrum of a DCP-Bio1-labeled tryptic peptide from PrxVI
labeled on the reactive Cys residue, Cys46. HEK293 cells were grown in DMEM media
to 80% confluence, serum-starved for 20 h, and treated with 100 nM TPA for 1 min.
Cells were scraped, then lysed in lysis buffer containing 5 mM DCP-Biol and 10 mM
NEM and incubated at room temperature for 30 min; proteins in the sample were
further treated under denaturing conditions by adding urea to 6 M and incubating for
10 min with 10 mM DTT, then adding NEM to 20 mM for another 35 min incubation.
To remove excess labeling agents and protease inhibitors, the sample was exchanged
into digestion buffer (2 M urea, 100 mM ammonium bicarbonate) using a G-25 spin
column. Trypsin was added (1:100, w/w) and incubated at 37 °C for 15 h. Excess
trypsin and undigested protein was removed by passing peptides through a 5000
molecular weight cut-off Ultrafree-MC centrifugal filter (Millipore) following diges-
tion. For biotin affinity capture, peptides were incubated with a preequilibrated mono-
avidin resin (from Pierce) at 4 °C overnight. The beads were washed several times with
additional urea/bicarbonate buffer, followed by 10 mM ammonium bicarbonate, then
water. Peptides were eluted with 30% acetonitrile containing 500 mM formic acid, then
concentrated in a SpeedVac before analysis. Reverse phase chromatography on a C-18
column was used to resolve peptides, with a portion of the eluant injected directly into
the LTQ mass spectrometer. As illustrated above, cleavage of the amide bond results in
N-terminal fragments designated as ‘“‘b”’ and C-terminal fragments designated as “‘y”’.
The masses of both sets of ions are consistent with DCP-Biol linked covalently to
Cys46 of human peroxiredoxin VI (PrxVI) (y7 — y6 = b6 — b5 = 498.5 m/z).

4. SUMMARY

Reagents developed recently by us and others have provided a new set
of tools to specifically trap the largely unstable protein sulfenic acid inter-
mediate in cellular proteins. Using protocols optimized to minimize the
presence of unlabeled proteins in our affinity-captured material, it is now
possible to identify proteins and specific cysteine residues that are oxidized
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in response to cellular stimulation and to monitor the conditions under
which these oxidations occur. The protocols presented here are suitable for
the large-scale identification of these modified proteins by high-throughput
proteomics methods, yet can also be employed to investigate the oxidation
of a particular protein or system by a lab with limited access to MS.
Although the presence and location of an oxidized cysteine often does not
directly indicate whether it modulates protein function, it is an important
first step. Once the oxidized cysteine has been identified, future experi-
ments can be designed that explore the role of these oxidations on protein
function and cellular processes.
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Abstract

Protein sulfenic acids (R-SOH) are receiving increased interest as intermediates
in redox processes. Human serum albumin, the most abundant protein in
plasma, possesses a single free thiol. We describe herein the different meth-
odologies that we have employed to study the formation of sulfenic acid in this
protein and characterize some of its properties, including reactions that lead to
the formation of mixed disulfides and the sulfinic acid derivative. The thiol of
albumin is oxidized by hydrogen peroxide and peroxynitrite to a relatively
stable sulfenic acid, which can be detected through different strategies includ-
ing reduction with sodium arsenite and reaction with glutathione. Dimedone
trapping followed by mass spectrometry analysis confirmed the modification.
The challenge of obtaining quantitative data regarding albumin sulfenic acid
has been approached using the yellow thiol thionitrobenzoate. A careful analy-
sis has led to the determination of the rate constants of the reactions of sulfenic
acid with analytical probes and with possible biological targets such as plasma
thiols, which lead to mixed disulfides, and hydrogen peroxide, which overox-
idizes the sulfenic to sulfinic acid. Our results support the concept that sulfenic
acid is a central intermediate in the formation of oxidized albumin species that
are present in circulating albumin and increase under pathological conditions.

1. INTRODUCTION

Human serum albumin (HSA) is the predominant protein in the
intravascular, extracellular space, constituting about 60% of total protein.
It has a molecular mass of 66 kDa and ~19 negative charges at pH 7.4. Its
single nonglycosylated polypeptidic chain, with 67% a-helixes and no
f-sheets, contains three homologous domains, each containing two
subdomains. Albumin is secreted from the liver into the bloodstream, but
continuously travels into and out of the circulation, so that ~60% is
distributed in extravascular tissues, particularly skin and muscle. After an
average of 27 days, the molecule is degraded. The physiological functions of
albumin include the maintenance of colloid osmotic pressure and the
binding and transport of several ligands such as fatty acids, hormones,
bilirubin, hemin, and drugs (Peters, 1996).

Albumin contains 35 cysteines. All but one form intraprotein disulfides,
remaining only one free thiol, Cys34, located in a 9.5-10-A crevice. This
thiol can react with different targets. For example, it can react with plasma
low molecular weight disulfides as well as the disulfide drug disulfiram
forming a mixed albumin disulfide (HSA-SSR). It can also react with
reactive oxygen and nitrogen species, giving rise to an antioxidant scaveng-
ing function. The reactivity of the albumin thiol is reflected in its heteroge-
neity. Indeed, in ~30% of circulating albumin, the Cys34 thiol 1s oxidized to
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mixed disulfides or to higher oxidation states such as sulfinic (HSA-SO,H)
and sulfonic (HSA—SO3;H) acids, which cannot be reduced with thiol
reagents. The heterogeneity of albumin can be revealed by mass spectrome-
try and chromatography among other techniques (for review see Turell ef al.,
2009). The oxidized forms of albumin correlate with several conditions
including renal diseases (Musante ef al., 2006, 2007; Terawaki ef al., 2004),
liver failure (Oettl ef al., 2008), and aging (Era et al., 1995; Giustarini et al.,
2006; Leto et al., 1970), thus constituting potential markers of the scavenging
activity of the albumin thiol (for review see Turell et al., 2009).

A central intermediate in the oxidation of the albumin thiol is sulfenic
acid (HSA-SOH). This elusive functional group is being identified in a
growing list of proteins where it serves catalytic and signaling functions.
In albumin, a relatively stable sulfenic acid is formed after exposure to
oxidants such as hydrogen peroxide, and previous work from our group
has led to its detection, quantification, and characterization (Alvarez ef al.,
1999; Carballal et al., 2003; Radi et al., 1991a,b; Turell et al., 2008).
Working with the albumin protein has proved particularly challenging
because of the possibility of binding of different reagents, because of
allosterical changes and pH-dependent structural transitions, and because
of the presence of 17 disulfide bridges in addition to the Cys34 thiol. In this
chapter, we describe the methodology that we have used to study the
properties of the sulfenic acid of HSA.

2. PREPARATION OF ALBUMIN SOLUTIONS

2.1. Source of albumin for biochemical studies

Pure human albumin suitable for laboratory work can be obtained from
different commercial sources, including pharmaceutical preparations
intended for clinical administration (Baxter Healthcare, Glendale, CA;
ZLB Bioplasma, Switzerland or SIGMA, Fraction V). Alternatively, albu-
min can be freshly isolated from serum. The heterogeneity of albumin with
regards to the Cys34 thiol is more pronounced in commercial preparations,
which typically contain increased proportions of mixed disulfides and of
nondithiothreitol reducible species (Turell ef al., 2009).

2.2. Albumin delipidation

Removal of fatty acids and other hydrophobic components from albumin is
performed by charcoal treatment in acidic solution (Chen, 1967). Briefly,
albumin (4 g) is dissolved in 40 mL of distilled water and the pH of
the solution is lowered to 3.0 by the addition of 5 M HCI. Then, 2 g of
activated charcoal are added. The choice of charcoal is critical; we use
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SIGMA C4386 (washed with hydrochloric acid). After agitation for 1 hin an
ice bath, charcoal is removed by centrifugation at 12,700 ¢ for 30 min at
4 °C, followed by an additional centrifugation at 24,560 xg for 30 min
at 4 °C. The resulting supernatant is filtered through 0.8- and 0.22-um
membranes. Finally, the clarified albumin solution, typically 1.0-1.2 mM,
is brought to pH 7.4 by the addition of 5 M NaOH.

2.3. Albumin thiol reduction

Since in commercial preparations the Cys34 thiol content is usually low,
albumin has to be routinely reduced before working with it. Reducing the
Cys34 thiol, which is mostly in the mixed disulfide state, while leaving the
internal disulfide bridges intact, is challenging. No fixed recipe exists and
procedures need to be adjusted for different albumin sources and batches.
On our hands, the best results are obtained through incubation of delipi-
dated albumin solutions (1.0-1.2 mM) with 10 mM 2-mercaptoethanol,
overnight at 4 °C and pH 7.4, followed by gel filtration on Sephadex G-25
M (PD-10 columns, GE Healthcare) to remove excess reductant. This
treatment typically yields albumin with ~0.7 SH/HSA ratios. Dithiothrei-
tol should be used with caution because of the possibility of overreduction
of the albumin molecule. We have obtained good results with overnight
incubation at 4 °C with 5 mM dithiothreitol at pH 6.

2.4. Albumin quantification

The measurement of the concentration of albumin solutions is simple. In pure
solutions, concentration can be determined from its absorbance at 279 nm
(e = 0.531 (g/L)f1 cm™ ') for HSA; Peters, 1996), since it does not possess
any cofactor. However, in biological fluids such as plasma or serum, where
albumin is not pure, a specific method is needed. This is the case of the
bromocresol purple (BCP) method. This dye presents a shift in its absorption
maximum upon binding to albumin, providing an easy and specific way to
measure albumin (Pinnell and Northam, 1978). In Fig. 5.1, the quantification
of albumin in a fresh plasma sample is illustrated. A 500-fold dilution of
plasma was mixed with BCP (40 puM in acetate bufter, 0.1 M, pH 5) and
compared with a calibration curve using commercial HSA. Bromocresol
green can also be used for albumin measurement. However, this dye yields
overestimates because of nonspecific reactions with some globulins, specially
acute phase reactants (Gustafsson, 1976).

2.5. Thiol quantification

Since the thiol content of albumin is variable, it is necessary to measure thiol
concentration in albumin solutions immediately before using them. The
Ellman method can be used for assaying thiols in HSA (Ellman and Lysko,
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Figure 5.1 Quantification of human serum albumin using bromocresol purple (BCP).
UV-vis spectra of BCP (40 uM, acetate buffer, 0.1 M, pH 5.2) in the absence (—) and in
the presence (- - -) of HSA (0.066 g/L, 1 uM). Inset: Increasing volumes of commercial
HSA (0-3 uL, 34.0 g/L) were mixed with BCP (40 uM, 1 mL). The absorbance was
recorded at 603 nm and the data fitted the linear function: absorbance = 0.99[HSA]
+ 0.29. The absorbance of 2 uL of fresh plasma was 0.365, yielding an HSA concen-
tration of 37.9 g/L in this sample.

1979). This method is based on the reaction of thiols with 5,5'-dithiobis
(2-nitrobenzoic acid) (DTNB) with the formation of TNB (5-thio-2-
nitrobenzoic acid), as in Eq. (5.1). A revised absorption coefficient at
412 nm of 14150 M~ ' em™ ' is used to quantify the TNB formed
(Riener et al., 2002).

COO-

-00C
OZNOS—SGNZO +  HSA—S —
-00C ~00C
om@—s- * OZNO—S—S—HSA

The reaction of DTNB with low molecular weight thiols like cysteine
or glutathione is relatively fast and occurs within a few seconds. However,

the reaction with the Cys34 thiol of albumin is slower. At pH 7.4, the
reaction has a half-time of 3.9 min (room temperature, 0.2 mM DTNB,

(5.1)
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Figure 5.2 Quantification of the albumin thiol using 5,5'-dithiobis(2-nitrobenzoic
acid) (DTNB). Reduced HSA (15 uM) was mixed with DTNB (0.2 mM) in phosphate
bufter (0.1 M, pH 7.4) (trace a) or in pyrophosphate buffer (0.1 M, pH 9) (trace b) and
the absorbance at 412 nm was recorded. A control without HSA in pyrophosphate
bufter, pH 9, was included (trace c).

~20 uM HSA-SH). In order to make the reaction faster, albumin thiol
quantification is performed at pH 9 (pyrophosphate bufter, 0.1 M), where
the half-time is reduced to 0.85 min because of albumin thiol deprotonation
and the reaction is driven to completion in a few minutes (Fig. 5.2).
Protonation of TNB is not affected in this pH range (pKj ~ 4.4). It is
important to have a control without thiols to account for the alkaline
dismutation of DTNB, which leads to increases in absorbance (Fig. 5.2).

Alternatively, titration with p-chloromercuribenzoate (p-CMB),
Eq. (5.2), can be used to measure the albumin thiol (Boyer, 1954; Turell
et al., 2008). This reagent is instantaneously converted to p-hydroxymer-
curibenzoate in aqueous solution.

o o
}—@—Hg—opu HSA— SH }—@—Hg—s—HSA+ 1m0 (5.2)
0 0

Briefly, HSA (30 uM) is titrated by adding aliquots of p-CMB in Tris
buffer (0.1 M, pH 7.5) and the increase in absorbance at 250 nm is recorded
(Fig. 5.3). Two inconveniences are that the procedure is time consuming
and that the changes observed are relatively small.

Using both the methods, ratios ranging from 0.55 to 0.95 SH/HSA can
be determined for reduced albumin, depending on the age of the solutions,
on the source and batch of albumin and on the reduction procedure.
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Figure 5.3 Quantification of the albumin thiol using p-chloromercuribenzoate
(p-CMB). Titration of thiols in reduced HSA (30 M) with 2 mM p-CMB in Tris bufter
(0.1 M, pH 7.5).

2.6. Thiol blockage

The free thiol of albumin can be blocked by incubation of reduced HSA
with a sevenfold excess of N-ethylmaleimide (NEM) under agitation for
30 min at 25 °C. Then, excess NEM is removed by gel filtration. Typically,
this NEM treatment leaves no residual thiols. Alternatively, the thiol can be
blocked by the addition of an equimolar amount of the chelator mercuric
chloride (HgCly), but this treatment interferes with subsequent thiol
additions or determinations with DTNB.

3. PREPARATION OF OXIDIZED ALBUMIN

Mild oxidation of the albumin thiol can be performed using hydrogen
peroxide as oxidant. Previous work from our group has shown that HSA—
SH reacts with hydrogen peroxide with approximately a one-to-one stoi-
chiometry, as illustrated in Fig. 5.4. This stoichiometry is evidence that the
product formed is distinct from disulfide, since two thiols would be oxi-
dized per hydrogen peroxide if that was the case. Indeed, intermolecular
albumin disulfides (HSA-SS—-HSA) are not formed, probably because of
steric restrictions. The reaction proceeds with a second-order rate constant
of 2327 M 5! (Carballal ef al., 2003; Turell ef al., 2008), leading to the
formation of HSA-SOH, Eq. (5.3). The two-electron oxidation mecha-
nism implies the nucleophilic attack of the thiolate on the peroxidic oxygen.

HSA —S™ + H,O, — HSA —SOH + OH"~ (5.3)
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Figure 5.4 Stoichiometry of the reaction of the albumin thiol with hydrogen
peroxide. Reduced HSA (0.5 mM) was mixed with hydrogen peroxide in phosphate
buffer (0.05 M, pH 7.4, 0.1 mM dtpa). Samples were assayed for thiol content after
75 min at 37 °C. Reprinted with permission from Carballal et al. (2003). Copyright
2003 American Chemical Society.

Taking into account this rate constant, when the aim is to oxidize the thiol
to sulfenic acid, albumin (0.5 mM) is incubated with 4 mM hydrogen peroxide
for 4 min at 37 °C in phosphate buffer (0.1 M, pH 7.4, 0.1 mM diethylene-
triaminepentaacetic acid, dtpa) (Turell et al., 2008). Stock solutions of hydro-
gen peroxide are prepared from dilution of commercial sources in ultrapure
water and quantified immediately before use from the absorbance at 240 nm,
=436 M ' cm™ ' (Claiborne, 1985). The reaction is stopped by the
addition of enough catalase to consume 90% of the remaining hydrogen
peroxide in ~3 s. In these conditions, a maximum ratio of 0.18 £ 0.02
HSA-SOH/HSA can be obtained, and the oxidized albumin solution is
kept on ice and used the same day as prepared. When the aim is to overoxidize
albumin, either the incubation time is increased to 30 min or the hydrogen
peroxide concentration used is higher (15 mM) (Turell ef al., 2008).

Calculations involving catalase deserve special attention, since the kinet-
ics do not obey the usual pattern (Aebi, 1984). For typical enzymes, standard
units (umol min~ ') are independent of substrate concentration because
they are defined for saturating conditions. In contrast, for catalase the Ky
is infinitely high and the decomposition of hydrogen peroxide always
follows a first-order reaction. Catalase activity of stocks can be measured
by the decrease in absorbance at 240 nm with 10 mM hydrogen peroxide
during a short period of time (1-2 min), avoiding dioxygen bubbles and
suicide inactivation. This allows to measure the initial rate of the reaction,
vo. Since standard units cannot be defined, the rate constant of the pseudo-
first-order reaction (K, with v, = K'[H,O,] = k[catalase][H,O5]) is



Sulfenic Acid in Human Serum Albumin 125

recommended instead, as a measure of catalase concentration. Then, to
calculate how much catalase should be added to a working solution to
decompose a certain amount of hydrogen peroxide in a certain time, a
new K is calculated considering that [H,O,] = [H,O5], exp (— K1), and the
dilution related to the ¥’ of the stock. For example, when 4 mM hydrogen
peroxide is decomposed in 3's, k' is 0.77 s~ '

As an alternative to hydrogen peroxide, oxidation of the albumin thiol
can be performed with peroxynitrite (ONOQO ), which reacts directly with
HSA-SH with a second-order rate constant of 3.8 x 10° M 's™' (pH 7.4,
37 °C) (Alvarez ef al., 1999; Radi et al., 1991a). In addition, peroxynitrous
acid can homolyze spontaneously with a rate constant of 0.9 s~ ' (pH 7.4,
37 °C), yielding a ~30% free hydroxyl and nitrogen dioxide radicals. These
radicals can also react with the albumin thiol in a one-electron oxidation
process leading to thiyl radical, which can react with oxygen leading to a
number of secondary radicals, finally yielding sulfenic and sulfinic acid
(Bonini and Augusto, 2001; Carballal et al., 2007; Quijano et al., 1997).
Due to reactions of the derived free radicals, in addition to thiol oxidation,
nitration of tyrosine residues can occur with peroxynitrite (Alvarez et al.,
1999; Carballal et al., 2003).

Peroxynitrite stock solutions in sodium hydroxide are synthesized from
hydrogen peroxide and sodium nitrite (Saha ef al., 1998). Excess hydrogen
peroxide is removed by treatment with manganese dioxide and peroxyni-
trite concentration is determined at 302 nm (&30, = 1670 M ' em b
Hughes and Nicklin, 1968) in 0.1 M sodium hydroxide immediately before
use. Albumin oxidation is performed by incubating reduced HSA (0.5 mM)
with peroxynitrite (1 mM) for 3 min at 37 °C in phosphate buffer (0.1 M,
pH 7.4, 0.1 mM dtpa). To control the effects of potential peroxynitrite
contaminants, reverse order of addition experiments must be performed by
first decomposing peroxynitrite in the buffer (e.g., 2-min incubation) before
mixing with albumin. It is critical to use phosphate buffer with peroxyni-
trite, since other buffers such as Tris and Hepes can interfere, reacting with
peroxynitrite or its derived radicals. It is also important to prepare the
phosphate buffer daily and to avoid the use of sodium hydroxide in order
to minimize contamination with bicarbonate/carbon dioxide, which reacts
with peroxynitrite. Also, because of the alkaline pH of peroxynitrite stock
solutions, peroxynitrite additions should be < 5% of total volume, in order
to minimize changes in pH.

4. DETECTION OF ALBUMIN SULFENIC ACID

Since the sulfenic acid function does not possess distinguishing UV—vis
absorbance or fluorescence features, different tools must be used to trap it
and detect it. Herein, we analyze critically different strategies that we have
used to detect the sulfenic acid of HSA.
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4.1. Sodium arsenite

One of the first evidences for sulfenic acid formation in HSA was obtained
from its reaction with sodium arsenite, since this reagent reduces sulfenic
acid back to thiol but does not reduce disulfides (Radi et al., 1991a,b).
Indeed, incubation of oxidized HSA (4 mM H,O,, 4 min, 37 °C, pH 7.4)
with 0.167 M sodium arsenite (10 min, 37 °C) led to an increase in the
HSA-SH/HSA ratio by 0.051, which represents a 28% recovery with
respect to the initial amount of HSA-SOH/HSA (0.18 £ 0.02). The low
yield of recovery can be explained in terms of the spontaneous decay of
HSA-SOH (1.7 x 107> s~ ) which competes with the reaction with
arsenite (0.036 M~ ' s ") (Turell ef al., 2008).

4.2. 7-chloro-4-nitrobenz-2-oxa-1,3-diazole (NBD-CI)

The electrophilic reagent 7-chloro-4-nitrobenz-2-oxa-1,3-diazole (NBD-
Cl) is widely used to detect protein sulfenic acids (Denu and Tanner, 1998;
Ellis and Poole, 1997; Fuangthong and Helmann, 2002). This reagent reacts
both with thiol and with sulfenic acid, leading to different products with
distinct UV—vis absorbance characteristics, Eqgs. (5.4) and (5.5). The sulfox-
ide product formed between sulfenic acid and NBD-Cl absorbs at ~ 350 nm,
while the product with the thiol, a thioether, absorbs at ~420 nm.

N/O\N /O\
N N
\ /) \ / (5.4)
R—SH + Cl NO, — R—S NO, + H" + CI”
0 0

NG
3 f R z § )
R—SOH + CI NO, — ~S—O NO, + H" + ¢cI-

However, when reduced albumin (0.5 mM) was incubated with NBD-
Cl (1 mM, 30 min, 37 °C, pH 7.4) followed by gel filtration to remove
excess NBD-CI, we observed a maximum at 400 nm which corresponds to
the sum of the product with the thiol and the product with a tyrosine
(~382 nm) (Aboderin, 1976; Turell et al., 2008). In fact, when a stoichio-
metric NBD-CI concentration was used, we observed a peak at 388 nm,
indicating that NBD-Cl reacted preferentially with tyrosine. Furthermore,
NBD-CI binds noncovalently to HSA and absorbs at 343 nm, making it
difficult to discriminate between noncovalently bound NBD-CI and
the product of the reaction with HSA-SOH. It is important to note that
NBD-CI binds tightly to HSA, since it cannot be removed by gel filtration.
So, a large limitation of the use of NBD-CI with albumin sulfenic acid is its
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lack of specificity, making it an unsuitable reagent for spectrophotometric
detection, although it may be used in mass spectrometry studies (Kratochwil
et al., 1999; Turell et al., 2008).

4.3. Dimedone and mass spectrometry

Due to the electrophilic character of the sulfur atom of sulfenic acid, its
reactivity toward nucleophilic reagents constitutes an important strategy for
its detection, since other electrophilic groups are scarce in proteins (Allison,
1976; Poole et al., 2007). Dimedone (5,5-dimethyl-1,3-cyclohexanedione)
does not react with reduced thiol and reacts specifically with sulfenic acid,
Eq. (5.6). The second-order rate constant with HSA—SOH was recently deter-
minedas 0.027 M~ 's™ ' (pH 7.4, 37°C) (Turell et al., 2008). This reaction leads
to the formation of a stable thioether which can be identified by mass spectrom-
etry. This approach provided the definite evidence for the formation of sulfenic
acid in albumin samples oxidized with hydrogen peroxide and confirmed
the formation of this derivative at the level of Cys34 (Carballal ef al., 2003).

(0} (6]

HSA—SOH +

HSA—S + H0 (5.6)
0 0

The mass spectrometry analysis of the tryptic map of albumin can be
obscured by the presence of 35 cysteines that, after treatment with trypsin,
undergo disulfide exchange reactions, immensely increasing the number of
possible fragments. In fact, the tryptic fragment containing Cys34 in the
reduced thiol state (residues 21—41, 2432.3 Da) usually cannot be directly
observed. In order to detect the reduced thiol, reductive alkylation proce-
dures that block thiols should be performed. For the detection of oxidized
forms, reductive alkylation is not necessary.

To detect the dimedonylated tryptic fragment produced by reaction of
HSA-SOH with dimedone, reduced HSA (0.5 mM) is first oxidized with
hydrogen peroxide. Then, 2.5 mM dimedone (stock solution in 95%
ethanol) is added and, after 30 min agitation at room temperature, the
protein is passed through a water-equilibrated gel filtration column. For
the reductive alkylation, samples (1 mg, ~30 L) are mixed with 200 uL of
Tris buffer (0.2 M, pH 8) containing 6 M guanidine, purged with argon and
incubated for 2 h at 37 °C. Thiols are reduced overnight with 60 mM
dithiothreitol, which represents an ~25-fold excess with respect to total
protein cysteines, and then carboxymethylated with iodoacetic acid
(216 mM) for 1 h in the dark at room temperature, followed by the addition
of 2-mercaptoethanol (248 mM). The samples are washed and concentrated
by ultrafiltration and resuspended in 200 uL of ammonium bicarbonate
(0.1 M). Trypsin (10 ug) is added and left overnight at 37 °C. Peptide



Table 5.1 Oxidative modifications of the albumin cysteine observed through mass spectrometry

Monoisotopic
theoretical Observed
Cysteine modification Condition mass (Da)® Observed m/z mass (Da)” Reference
R-SH thiol 2432.3 ND* ND* Carballal et al.
(2003),
Turell et al.
(2008)
0 Reductive alky]ationd 2490.3 831.4 (triply 2491.2 Carballal et al.

_ charged)® 2003
R S\)J\ .- ged) (2003)

Carboxymethylcysteine

0 +H,O0, (1 mM, pH 7.4, 2570.3 857.4 (triply 2569.2 Carballal et al.
37 °C, 30 min) charged)® (2003)
R—S + dimedone
(2.5 mM, 30 min)
0 reductive alkylation?

Dimedonylcysteine




_0 +H,0, (4 mM, pH 7.4, 2464.3 1233.2 (doubly 2464.4 Turell ef al.
R—S” 37 °C, 30 min) charged)’ (2008)
“SOH

Sulfinic acid

* Expected mass of the tryptic fragment containing Cys34 (residues 21-41, ALVLIAFAQYLQQC;,PFEDHVK) and its modifications.

® Mass calculated from the m/z observed.

¢ ND, not detected.

¢ Reductive alkylation was performed by dithiothreitol reduction of disulfides in the presence of guanidine followed by treatment with iodoacetic acid as described in the
text.

¢ Electrospray ionization (ESI) mass spectrometry (MS) analysis of peptides obtained after reductive alkylation with iodoacetic acid followed by tryptic digestion of
albumin samples as described in the text. Peptide fragments were separated on a reverse-phase HPLC column (300 uM ID X 15 cm C18 PepMap) at a flow rate of
2 L min~ " with a gradient from 20% to 100% acetonitrile/0.1% formic acid and analyzed in a Q-TOF III MS, Micromass, Manchester, UK. The location of the

~ modification at Cys34 was confirmed through MS/MS analysis.

/ Electrospray ionization (ESI) mass spectrometry (MS) analysis of peptides obtained after tryptic digestion of albumin samples (75 £M in ammonium bicarbonate,
50 mM, pH 8.2). Peptide mixtures were diluted 26-fold in 1% acetic acid/50% methanol, injected into a QTR AP 2000 mass spectrometer (Applied Biosystems/MDS
Sciex) and analyzed directly in the enhanced resolution (ER) mode. The location of the modification at Cys34 was confirmed through MS/MS analysis.
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fragments can be analyzed directly in the crude mixtures through matrix-
assisted laser desorption ionization time-of-flight (MALDI-TOF) or elec-
trospray ionization (ESI) mass spectrometry, or after separation through
reverse phase high-performance liquid chromatography (HPLC).
Table 5.1 illustrates the resulting analysis (Carballal et al., 2003). In the
control sample of reduced albumin, the tryptic fragment containing Cys34
was detected as the carboxymethylated derivative and MS/MS spectra of
the triply charged ion confirmed the identity of the peptide. In the hydro-
gen peroxide-treated sample, a peptide with a mass increase of + 138 Da
could be detected, consistent with the reaction of dimedone with sulfenic
acid. MS/MS spectra of the triply charged ion pinpointed the position of
the dimedone modification at Cys34. Since reactions of dimedone with
other groups such as aldehydes may be possible, mapping the alkylation to a
specific cysteine residue is strongly recommended.

4.4, Glutathione

Evidence for sulfenic acid formation can also be obtained from its reaction
with low molecular weight thiols. For glutathione, this reaction leads to the
formation of mixed HSA—glutathione disulfide (HSA-SSG), which can also
react with another glutathione, leading to the formation of glutathione
disulfide (GSSG), Egs. (5.7) and (5.8).

HSA — SOH + GSH — HSA — SSG + H,O (5.7)
HSA — SSG + GSH — HSA — SH + GSSG (5.8)

Low molecular weight thiols do not react with reduced albumin thiol
nor with higher oxidation states such as sulfinic acid. However, the poten-
tial reaction with disulfide, Eq. (5.8), should be taken into account. Thus,
detection of sulfenic acid using low molecular weight thiols cannot be used
with crude plasma samples that contain mixed albumin disulfides, but has
proved very useful with laboratory samples that do not contain them
(Carballal et al., 2003).

To assess whether sulfenic acid formed from albumin reaction with
hydrogen peroxide or peroxynitrite is able to oxidize glutathione, oxidized
HSA (0.5 mM, prepared by incubation with hydrogen peroxide followed
by catalase, or with peroxynitrite) is mixed with GSH (0.5 mM) and
incubated for 30 min at 37 °C. Then, HSA is precipitated with perchloric
acid (0.4 M) and centrifuged at 18,000 ¢ for 10 min at 4 °C. Decreases in
reduced GSH in the perchloric acid-soluble fraction can be determined by
the DTNB assay. In turn, GSSG disulfide can be determined with NADPH
and glutathione reductase (Sies and Akerboom, 1984) and mixed HSA—
SSGs can be measured by reduction of disulfide bonds in the protein
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fraction with sodium borohydride (5 mM) and quantification of glutathi-
one. For example, oxidation of 0.14 mM GSH was detected (Carballal ef al.,
2003), and recent results have revealed that the reaction of GSH with HSA—
SOH is relatively slow, with a second-order rate constant of 2.9 M~ ' s~
(Turell et al., 2008).

5. QUANTIFICATION OF ALBUMIN SULFENIC
Acip USING THIONITROBENZOATE (TNB)

In contrast to glutathione, which does not have useful absorbance or
fluorescence features and reacts relatively slowly with HSA-SOH, the
yellow thiol thionitrobenzoate has become a valuable tool to characterize
sulfenic acid. Its reactions with HSA-SOH, which occur within a few
minutes, can be followed by the decrease in absorbance at 412 nm.

Thionitrobenzoate is not commercially available, so it must be synthe-
sized in the laboratory. It is important to have solutions of TNB free of
DTNB or other thiols. We developed a procedure based on the reduction
of DTNB with 2-mercaptoethanol followed by ion exchange chromatog-
raphy. A solution of DTNB (5 mM) is prepared in deionized water and
alkalinized until complete dissolution. A 20-fold excess of 2-mercaptoetha-
nol 1s added and the mixture 1s incubated for 30 min at room temperature.
The amount of TNB formed (100% yield) is confirmed by the absorbance at
412 nm. Excess 2-mercaptoethanol is removed with a Q-Sepharose fast
flow column previously equilibrated with Tris bufter (pH 7.5, 20 mM).
After washing thoroughly with Tris bufter and water, TNB is eluted with
HCI (50 mM). The acidic solutions are aliquoted and stored at —20 °C.
In order to corroborate daily the absence of DTNB in the final TNB
solution, an appropriate dilution of TNB is incubated with either reduced
glutathione or 2-mercaptoethanol and no increases in the 412-nm absor-
bance should be observed.

Most procedures for detecting sulfenic acid, including mass spectrometry-
based methods, yield qualitative data. The challenge of obtaining quantitative
data was approached by our group by using TNB (Turell et al., 2008).
Although this reagent has been previously used for detecting sulfenic acid in
other proteins by making endpoint measurements, these can be misleading in
the case of albumin due to noncovalent binding of TNB and to the fact that the
reaction is relatively complex. Thus, a careful analysis of the reaction and its
kinetics is needed.

When oxidized HSA (50 uM) is mixed with TNB (80 puM, phosphate
buffer, 0.1 M, pH 7.4, 25 °C), a biphasic decay of absorbance at 412 nm is
observed. The first phase of the reaction (Fig. 5.5), lasting for ~ 15 min, fits
an exponential plus straight line equation and is assigned to the reaction
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Figure 5.5 Reaction of albumin sulfenic acid with thionitrobenzoate (TNB) and
competition with cysteine. HSA was oxidized with hydrogen peroxide (4 mM, 4 min,
37 °C) and the reaction was stopped with catalase. Aliquots (50 M) were mixed with
TNB (80 M) at 25 °C in the absence or presence of cysteine (0.16 mM) using a stopped
flow spectrophotometer at 412 nm.

between HSA—SOH and TINB to form the mixed disulfide HSA-STNB,
Eq. (5.9), with a second-order rate constant of 105 M Tl

~00C -00C
OZNO S+ HSA— SOH—— OZN—O—S—S—HSA+ on-  (5:9)

Accordingly, this phase of the reaction is first-order in TNB and oxi-
dized HSA, and controls using reduced or NEM-blocked HSA showed no
TNB consumption. Both the amplitude and the initial rate of the reaction
can be used to quantify sulfenic acid. This approach yielded a HSA-SOH/
HSA ratio of 0.18 £ 0.02. The relatively low yield of albumin sulfenic acid
is puzzling and may involve conformational effects in addition to decay
processes. It is critical to perform the reactions at 25 °C and ~ 80 uM TNDB,
since higher temperatures and concentrations led to increased consumption
of TNB with a concomitant increase in the absorbance at 279 nm, probably
due to partial denaturation of the protein.

6. REACTIVITY OF SULFENIC ACID

The possibility of obtaining quantitative data using TNB enables to
study the reactivity of HSA-SOH systematically. In order to do this, the
reaction between HSA—SOH and TNB can be exploited in two ways.
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First, a competition approach can be used. As illustrated in Fig. 5.5, the
addition of a target other than TNB in the mixtures, such as cysteine,
increases the observed rate constant (k) of TNB decay (e.g., from 0.466
to 0.665 min™' in the absence and presence of 0.16 mM cysteine, respec-
tively) and decreases the amplitude. These parameters are obtained from the
fit of the kinetic traces to an exponential plus straight line equation. The
variation of kg, with the concentration of target can be used to calculate
second-order rate constants of HSA—SOH reactions. This approach was
used to measure the rate constants of low molecular weight thiols present in
plasma (Table 5.2) and ruled out reactions with amino groups of amino
acids (Turell et al., 2008).

Second, an initial rate approach can be used. Oxidized HSA is incubated
in the absence or presence of possible targets. At increasing times, aliquots
are mixed with TNB and the initial rate of TNB consumption, which is
proportional to HSA-SOH concentration, is measured. This approach was
used to determine the rate of spontaneous decay of sulfenic acid. Although
relatively stable due to the absence of neighboring thiols and to its location
in a crevice, HSA—SOH decays spontaneously with an apparent first-order
rate constant of 1.7 x 107> s~ '. The decay does not involve the formation
of sulfenamides, as has 