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Preface

If we look at the history of development of the science of psychiatry in the world we will see
that the important change and developments have occurred in the last 50 years.

Mood disorders are thought to be a group of diseases which are mainly a result of disturb‐
ance of mood and it is also characterized by cognitive, psychomotor and interpersonal psy‐
cho-physiological disorders. These people lose self control and they have an extremely
distressed life.

Mood disorders are emotional tone disorders that affect perception of patients and their in‐
terest to themselves, others and environment profoundly.

In this book, we touched on different subjects, such as relationship of mood disorders with
mother-infant, mitochondrial functions, Omega 3 (DHA) and glycid metabolism. Also, we
paid attention to cognitive factors in euthymic BD with Lithium treatment. You will find the
topics interested which are focused on murine models for developing an individualized
neuropsychopharmacotherapy based on the behavior typology; relationships of mood disor‐
ders with biological markers; genetic factors; cognitive behavioral therapy; 5-HT system; de‐
pression-culture relationship; and neuronal insulin receptor signaling.

It can be said that the owners of different topics cooperate sincerely and prepared their own
issues with great precision in preparation of this book. Our common stance here is “what’s
new on the agenda under the heading of Mood Disorders” and what our friends are doing.
However, we know that the reader wants to reach more comprehensive and detailed infor‐
mation, here a feature of the scientist is acceptance of each resource in his hands as a new
starting point.

I thank to all of those who have contributed during the publication of this book, to all my
colleagues named on this book, to Publishing Process Manager Silvia Vlase and Head of Pro‐
duction Ms. Danijela Duric. They facilitated the duty of the editor with their careful work.

This book is dedicated to people who have psychiatric problems and people who care for them.

Prof. Dr. Neşe Kocabaşoğlu
Istanbul University,
Faculty of Medicine,

Department of Psychiatry
Istanbul / Turkey





Chapter 1

Murine Models for Developping an Individualized
Neuropsychopharmacotherapy Based on the Behaviour
Typology

Andreea Letitia Arsene, Niculina Mitrea,
Dumitru Lupuliasa, Cristina Manuela Dragoi,
Alina Crenguta Nicolae, Ion-Bogdan Dumitrescu,
Dragos Florian Ciolan and Doina Draganescu

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/53323

1. Introduction

A drug administered in the same dosage, under similar conditions, to adult individuals
from a population homogeneous in race, gender and age, triggers different pharmacological
effects. This phenomenon represents the pharmacological variability in a relatively homoge‐
neous population, as a natural expression of the biological variability of the response to any
stimulus. The cause of the pharmacological variability to a drug is often considerably differ‐
ent between the individuals of the same population. The pharmacology variability (pharma‐
cokinetics, pharmaco-dynamics and pharmaco-toxicological) is therefore of two types: inter-
individual (on population level) and, respectively, intra-individual (on individual level).

General mechanisms of the pharmacological variability

They can be grouped into: pharmacokinetic mechanisms (variations in the drug concentra‐
tions in the plasma and in the substrate receptor) and pharmaco-dynamic mechanisms (var‐
iations regarding the drug-receptor substrate complex).

Pharmacokinetic mechanisms of the pharmacological variability

The variations in the drug concentrations in plasma and on the level of the receptor sub‐
strate represent the pharmacokinetic variability which contributes to the pharmaco-dynam‐
ic, pharmaco-therapeutic and pharmaco-toxicological variability. The cases are represented



by inter and intra-individual differences, in the rate of the physiological processes: absorp‐
tion; distribution (transport, diffusion, storage); epuration (biotransformation, excretion).

The most extensive and complex pharmacokinetic variability is manifested in the biotrans‐
formation process, being caused by the following phenomena: enzyme induction or inhibi‐
tion, induced by various factors including by the inducing drugs or enzyme inhibitors;
enzymopathies genetically determined.

Pharmaco-dynamic mechanisms of the pharmacological variability

The variations regarding the complex drug- receptor substrate induce the pharmaco-toxico‐
logical and pharmaco-dynamic variability. The causes are represented by inter-intra-indi‐
vidual differences, in the functional state of the receptor system (R) - the effect on the
number and the binding capacity of R, the state of intermediate links in the chain of the re‐
ceptor-effector system and to the physiological agonist concentrations (chemical mediator )
and certain ions in the R level.

The biological variability in the functional state of the receptor-effector system is determined
by the following phenomena: desensitization of R ("down" - adjustment) or sensitization of
R ("up" - adjustment), caused by various factors, including the agonist drugs and the antago‐
nists drugs or of illnesses of the receptors (autoimmune diseases, genetic diseases, aberra‐
tions induced by mutagens and oncogenes drugs, diseases of the link of coupling R –
effector, represented by Gs protein).

The types of pharmacological variability

In accordance with these multiple mechanism generating individual reactivity on the drug
effect, the pharmacological variability can be classified into several types:

• By the criterion of the area of expansion of the population: inter-individual and intra-indi‐
vidual variability.

• By the criterion of the appearance time: congenital and acquired variability;

• By the criterion of the statistical classification: normal, uni-modal variability (Gaussian
type) and abnormal (bimodal or multimodal).

From a statistical viewpoint (reported on the average response of most individuals), the
pharmacological variability is manifested either uni-modal (Gaussian) or polimodal.

• The normalvariability depends on the physiological type (CNS type, endocrine, metabolic,
etc.) and on the ability to physiological control the enzyme functions (induction and en‐
zyme inhibition) and the receptors ("up" and "down" adjustment). The normal relation‐
ship between the intensity of the pharmaco-dynamic effect (the response) and the number
of the individuals from a community which respond with the same intensity, on the same
dose of medication, it is represented in Cartesian graph by the frequency-distribution curve.

• The abnormal variability is the consequence of the genetic diseases (receptoropaties and en‐
zymopathies) or the immunological mechanisms (allergic and autoimmune). In this case,
the normal frequency-distribution curve with the allure of a bell looks bimodal, trimodal
or even multimodal.
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Psychoneuroendocrine behavior typology, factor of the biological and pharmacological var‐
iability

The psychoneuroendocrine typology should be considered within the factors generating bi‐
ological and pharmacological variability. We refer to the following two types of psychoneur‐
oendocrine behaviours, described in literature:

• the adrenergic type "A". The differentiation of the adrenergic typology was first realized
in 1978 by RH Rosenman, by describing some specific behavioral characteristics that pre‐
dispose it to the emergence and the development of cardiovascular diseases: competitive‐
ness, sharp ambition, continuous involvement in multiple and diverse activities, with a
sense of haste and time urgency, irritability, impulsivity, reduced ability to disconnect
and relaxation.

• the opioid type "O". The “non-A” type, opposite to the adrenergic type from the behavior
point of view, with the psychoneuroendocrine predominance of the endogenous opioid
system. It has the following characteristics: defensive, calm, relaxed, non-aggressive, intro‐
verted, resistant to pain, but with predisposition to the hiperalgia post-stress syndrome.

Based on the studies performed and published by Rosenman RH on the adrenergic psycho‐
neuroendocrine type (A) [30], numerous experimental and clinical studies have been per‐
formed to highlight the neuroendocrine grounds of the opposite behavioral type, usually
called type B or “non-A". In this regard there was hypothesized that the "non-A" type has, in
fact, opioid neuroendocrine bases and was suggested as type "O". This hypothesis was
based on the following theoretical and practical considerations:

1. The endogenous opioid system (through a cybernetic mechanism of "feedback" type)
operates as a modulator system of the activator, "alarm", adrenergic (operating through
a cybernetic mechanism of "feed-before" type) systems. Between these two systems
there are highly complex interrelationships, their non-synchronization or physiological
alterations resulting in different pathological conditions such as the coronary disease or
cardiac ischemia. It was also shown that stress, adrenaline and endogenous opioids act
through some very well correlated mechanisms [8].

2. Pharmacological research has shown that the adrenergic system and the endogenous
opioid system are closely-correlated and involved in the informational aggression syn‐
drome [7,8]. Thus, it was shown that there are two types of individuals: those who have
the adrenergic type of behavior associated with basal pain hypersensitivity, and others hav‐
ing the opioidergic type of behavior associated with pain hyposensitivity [8].

Therefore, in order to differentiate the human and murine adrenergic and opioid types, the
literature presents the following methods:

• for human subjects: personality questionnaire - personality type O was found to be oppo‐
site (complementary) to type A, corresponding to type B (“non-A”);

• or humans and animals: the reaction to pain - it should be registered the time for the pain
reaction occurrence by using the heat stimuli.

Murine Models for Developping an Individualized Neuropsychopharmacotherapy Based on the Behaviour Typology
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Parameter followed Type A Type O

1. Hostility 1.1 Hostile No

1.2 Irritable, angry No

1.3 Aggressive Defensive

1.4 Agitated Relaxed

1.5 Randy Calm

1.6 Extroverted Introvert

2. The spirit of competition 2.1 Fighter No

2.2 Ambitious No

2.3 Dominant No

2.4 Confident No

2.5 Deep involvement in an activity, failing to distraction No

2.6 Hyperactive Slow

3. The urgency of time 3.1 Hurry Calm, slow

3.2 Tense Relaxed

3.3 Alert Fear

3.4 Strained countenance Relaxed

4. Appetite 4.1 Great (increases in stress) Anorexia

Table 1. Personality questionnaire for differentiating typologies A and O [7]

Assessment of the behavioral type of adrenergic type in children [13,16]

The clinical trials have included children of different ages (3-13 years) being included both
boys and girls. There were pursued the following parameters:

• the time in which the child likes to play;

• the impatience;

• the competitiveness;

• the anger;

• the aggressiveness;

• the crisis time;

• the cardiovascular response (the systolic blood pressure, the diastolic blood pressure, the
heart rate);

• the variation of the urinary catecholamine concentrations in basal and stress state.

These studies highlighted that the characteristic features of A type can be measured from
the early childhood (3-6 years). It was also noted that boys obtained higher scores for the A
type behavior, compared with the girls. In addition, the cardiovascular responses and the
urinary concentrations of catecholamines were much higher in boys than in girls, both in
basal state and in stress.

The assessment of the behavioral type of adrenergic type in men and women [13,14]

Mood Disorders4



The specialty literature describes numerous clinical studies that have attempted to differen‐
tiate the adrenergic feminine typology by the male typology. In this respect it was found
that the sex factor does not significantly influence the personality traits specific to adrener‐
gic, major differences occurring with the installation of stressful situations. Thus, it was
found that in stress, the systolic blood pressure, the heart rate and the urinary catecholamine
levels are significantly lower in women than men. Basically, the women's physiological reac‐
tivity is much less competitive than the men’s, in the same stressful situation.

Clinical studies on the impact of A Type behavior on the cardiovascular physiological reactivity.

Numerous clinical studies have been performed [14,16,17,19] to correlate the characteristic
features of A type with the cardiovascular responses, in stress. Heart rate, EKG, blood pres‐
sure and peripheral vasoconstriction were mesured. Type A individuals revealed increase
cardiovascular responsiveness.

Clinical studies for investigating the physiological reactivity of A type with sympathomi‐
metic or sympatholytic drugs [13,27,29].

There were carried out numerous research studies of the cardiovascular responses (systolic
and diastolic blood pressure, heart rate), in individuals with personality of type A, treated
with beta-adrenolitic. The results showed that these drugs reduced in type A statistically
significant cardiovascular physiological parameters investigated, compared with type B.

A number of clinical studies investigated the antagonistic potency in sympathetic/parasym‐
pathetic systems in type A, compared with type B. In this purpose were evaluated the spe‐
cific cardiovascular parameters (e.g. the amplitude of T wave from electrocardiogram) after
the administration of sympathomimetic drugs (isoproterenol, norepinephrine, etc). In all
cases the return to normal, physiological limits of the studied cardiovascular parameters
was achieved much faster (significant) in type B, suggesting a lower parasympathetic antag‐
onism in the adrenergic type.

Murine and clinical studies on the impact of A Type behavior on the CNS physiopathology

Published clinical studies, reported the prevalence of bipolar disorder and the ciclotimic
temper within the adrenergic behavioral type [2,3,7].

Experimetal actometry test (for investigation the spontaneous motor activity), the platform
test, the inclined plane test and the plate with holes test (to research the evasion-investiga‐
tion behavior), the cross-maze test (for investigating the anxiety), were performed on ani‐
mals. Their results revealed a significant predisposition to anxiety of the adrenergic type
together with an higher agitation [7].

In our previous studies [2] we evaluated the cerebral monoaminergic status, in mice identi‐
fied as adrenergic or opioid types, compared with the intermediate N type. We mesured the
neuronal levels of noradrenaline, serotonin, dopamine and GABA, both in basal state and
after acute stress in order to establish some potential predictive biomarkers for an individu‐
alized therapy according to the behaviour typology.

Murine Models for Developping an Individualized Neuropsychopharmacotherapy Based on the Behaviour Typology
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2. Objectives

Individuals variability in regard to their reactivity to thermic stimuli constitutes an accepted
predictive factor for establishing the behavioural typology in animals [8] namely the adre‐
nergic and opioid types. Thus, the reported validated murine model is the hot-plate test. Ac‐
cordingly, the jumping time off the 60°C heated plate characterizes animals’ endogenous
analgesia: the A type of behaviour is associated with basal pain hypersensitivity, while the
O type correlates with pain hyposensitivity.

Therefore, after the endogenous analgesic screening, mice were divided into three working
groups: the adrenergic “A” type, the equilibrated, intermediate, “N” type and the “O” type,
according to Gauss normal distribution curve.

The murine models described were used for investigating the thymic tonus in scute stress,
the circadian cronovariability of the thymic tonus and the variability of the antidepressant
effect of imipramine, fluoxetine and lithium.

• Studies regarding the thymic tonus in acute stress to adrenergic and opioid types

• Circadian cronovariability of the thymic tonus, within each psychoneuroendocrin type

• Research of the variability of the antidepressant effect of imipramine, fluoxetine and lithi‐
um to adrenergic and opioid psychoneuroendocrine types

3. Matherials and methods

Animals

Five-week-old Albino Swiss male mice were purchased from the Biobase of “Carol Davila”
University (Bucharest, Romania). They were housed five per cage at a room temperature of
25 ± 1 ºC and 45-55% relative humidity with free access to food and water. Mice were main‐
tained under standardized 12h light-dark cycle (lights on at 7a.m., lights off at 7p.m.) for 1
week before the experiments. All animals used in this study were maintained in facilities
fully accreditated and the experiments described here were performed in compliance with
the European Communities Council Directive of 24 November 1986 (86/609/EEC) and Ordi‐
nance No. 37 of the Romanian Government from 2nd February 2002.

Identification of the murine behavioral type

For the identification of the murine behavior type the hot plate test (Ugo Basile apparatus)
was employed, previously described. Briefly, mice were behaviourally characterized based
on their endogenous analgesia expressed as the jumping time off the 60 ºC heated plate.
Three murine behavioural working groups were drawn: the adrenergic A type (with low en‐
dogenous analgesia, low pain reactivity – including thermic pain stimuli), the opioid O type
(high endogenous analgesia, high pain reactivity) and the intermediate N type.

Forced swimming test (FST)

Mood Disorders6



To investigate the acute stress-related activity within the murine behavioural categories de‐
scribed, the forced swimming test (FST) was used as stressor (immobilization stress). The
procedure was performed according to a previous report (Porsolt et al., 1977). Briefly, mice
were placed individually into plastic cylinders (height, 25cm; diameter, 10cm) containing 10
cm of water maintained at 21-23 ºC, and left there for 5 min. A mouse was considered to be
immobile when it floated in an upright position and made only small movements to keep its
head above water. The duration of immobility was recorded during the 5-min testing period.

FST was also used to establish, within the three murine behavioural typologies described, a
pharmacological response pattern after the administration of some psychotropic drugs.

Drugs and treatment procedure

Imipramin, fluoxetin and lithium carbonate were purchased from Sigma. Other routine re‐
agents were of the highest purity commercially available. The drugs were dissolved in steri‐
lized saline. To investigate the influence of the drugs on mice behaviour (expressed as
immobility time during the FST), groups of 10 mice from each behavioural typology were
injected intraperitoneally, for 10 days, at 9 a.m., the following doses: saline, imipramin
10mg/kg, fluoxetin 10mg/kg, lithium carbonate 70mg/kg. The animals were subjected to the
FST before and after drugs administration.

Statistical analysis

For the statistical analysis of the data there were used one-way ANOVA, Spearman coeffi‐
cient and Pearson coefficient. (SPSS software).

4. Results and discussion

Identification of the murine behavioral type

Individuals variability in regard to their reactivity to thermic stimuli constitutes an accepted
predictive factor for establishing the behavioural typology in animals, namely the adrener‐
gic and opioid types. Thus, the reported validated murine model is the hot plate test. Ac‐
cordingly, the jumping time off the 60 ºC heated plate characterizes animals’ endogenous
pain responses (endogenous analgesia): the adrenergic type of behavior was associated with
basal pain hypersensitivity, and the opioidergic type of behavior was correlated with pain
hyposensitivity.

The average value of the jumping time off the 60 ºC heated plate was 30.8±5.36sec. Mice that
possessed a value of the jumping time (Jt) of M ± 1SD were selected as intermediate, N type.
Mice that registered Jt< M – SD were selected as adrenergic A type, while Jt>M +1SD marked
the non-A type (O type) mice.

The differential physiological effects (endogenous algic response) after exposure to the 60 ºC
heated plate resulted in a statistical significant difference between A and O type (p<0.001),
Spearman correlation=0.9812. (figure 1).

Murine Models for Developping an Individualized Neuropsychopharmacotherapy Based on the Behaviour Typology
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Figure 1. The establishment of the behavioural typology in animals according to the differential physiological effects
(endogenous algic response) after the exposure to the 60 ºC heated plate (hot plate test)

According to the hot-plate test, the group of animals was distributed as follows (figure 2):

• 30% adrenergic mice;

• 37% normal,intermediate mice;

• 33% opioid animals.

Figure 2. The distribution of the studied animals according to their pain sensitivity

The behavioural screen of the adrenergic and opioid murine typologies after acute stress

The literature shows that, under stress, the clinical manifestations depend on the balance be‐
tween the adrenergic system and opioid endogenous system [7,8]. For these reasons, under
stress, there is great behavioral variability of the psychoneuroendocrine types A and O. This
aspect has been shown by means of complex clinical tests, where types A and O have been
exposed to the sustained chronic stress. The research results have shown a significant ten‐
dency of type A towards the depressive syndrome, in case of the advanced chronic stress.
Assuming that the adrenergic, psychoneuroendocrine behavioral type is characterized by
competitiveness, combativeness and alertness, we proposed to assess the thymic tonus of

Mood Disorders8



adrenergic type, in comparison with the opioid type, under acute stress induced by forced
swimming (“desperation”) test.

Each individual from each group was submitted to FST and results are depicted in figure 3.
As it can be seen the immobilization time is higher in the O type (90.5±23.77 sec), compared
with both the A type (37.6±10.64 sec; p<0.001) and N type (81.9±15.54 sec; p<0.05).

                       A type                    N type                   O type

Jt (sec) 11±3.32 30.8 ±5.36 54.05 ± 4.92

Timob(sec) 37.6 ± 10.64 81.9 ± 15.54 90.5 ± 23.77

Table 2. The average values of the jumping time off the heated plate (Jt) and the immobility time (Timob) during FST
for the studied behaviour types

Figure 3. Correlations of the results obtined after submitting the animals to the hot plate test and the forced swim‐
ming test

One-way Anova revealed a significant different behavioural reactivity (expressed as immobil‐
ity time) between the A, N and O groups (F=3.037; p< 0.001). Eventhough the frequency of
immobility counts (seconds) is lower for the adrenergics, the A type pattern of the swim‐
ming behaviour during FST positively correlates with the O type (Pearson coefficient = 0.9139).

Cronovariability of acute stress-related behavioural patterns

The circadian change of the acute stress responsiveness during FST, related to the adrener‐
gic and opioid behaviour patterns was registered hourly, between 9 and 13 a.m. FST is a
consummatory behavioural test in which the homeostatic control of the animal’s stress re‐
sponsiveness and adaptation depends both on the neuronal excitability and neurondocrine
reactivity. Previous studies reported an enhanced glucocorticoid and mineralocorticoid re‐
sponses for the A type of behaviour, together with a high norepinephrine and epinephrine
status during specific cognitive tasks, which postulated the basis of psychophyysiological
mechanisms of high blood pressue, ischemic cardiopathy, myocardial infarction and sudden
death. Recent studies also reported low urinary free cortisol levels togetherwith high urina‐
ry norepinephrine excretion in patients with endogenous type depressive disorder, bipolar
disorder, paranoid schizophrenia(). All these reports may seem contradictory, but, in fact,

Murine Models for Developping an Individualized Neuropsychopharmacotherapy Based on the Behaviour Typology
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many studies reported that the hypothalamic-pituitary-adrenal (HPA) axis plays a pivotal
role during organisms adaptation to stress. There was also reported that the activity of HPA
axis is influenced by pschychological factors (conflict, the sense of control, etc.) which act
through the corticosteroid/catecholamiergic receptor system within the hippocampus.

Neuroendocrine studies have shown that glucocorticoids, mineralocorticoids and catechola‐
mines regulate the stress-activated neural metabolism, modulate the stress response and
control the subsequent adaptive behaviour of animals [4,5,10,26]. There was demonstrated
that a proper balance between glucocorticoids, mineralocorticoids and catecholamines is of
paramount importance for the homeostatic control of organisms’ stress and adaptation.

In this regard, we aimed to assess the acute stress behaviour profile of the A type, compared
with both the the opioidergic O type and the normal N type, during FST.

In order to assess the chronovariability of the thymic tonus in the three psychoneuroendo‐
crine types, the initial communities of animals corresponding to types A, N and O have been
redivided, as follows:

• Group 1A: consisting of adrenergic type animals, for which the immobilization time was
monitored between 9-10 am

• Group 2A: consisting of adrenergic type animals, for which the immobilization time was
monitored between 10 to 11 am

• Group 3A: consisting of adrenergic type animals, for which the immobilization time was
monitored between 11 to 12 am

• Group 4A: consisting of adrenergic type animals, for which the immobilization time was
monitored between 12 to 13 pm

• Group 1N: consisting of intermediate, balanced type of animals, for which the immobili‐
zation time was monitored between 9-10 am

• Group 2N: consisting of intermediate, normal type of animals, for which the immobiliza‐
tion time was monitored between 10 to 11 am

• Group 3N: consisting of intermediate type of animals, for which the immobilization time
was monitored between 11 to 12 am

• Group 4N: consisting of normal type animals, for which the immobilization time was
monitored between 12-13 pm

• Group 1O: consisting of opioid type animals for which the immobilization time was
monitored between 9-10 am

• Group 2O: consisting of opioid type animals for which the immobilization time was
monitored between 10-11 am

• Group3O: consisting of opioid type animals for which the immobilization time was moni‐
tored between 11-12 am

Mood Disorders10



• Group 4O: f consisting of opioid type animals for which the immobilization time was
monitored between 12 to 13 pm

The murine behavioural type Group 1

9-10a.m

Group 2

10-11a.m.

Group 3

11-12a.m.

Group 4

12-13p.m.

A type 92.73± 25.03 113 ± 35.19 126.3 ± 36.6 105.55 ± 28.2

N type 69.55 ± 20.55 79.83 ± 27.42 100.1 ± 21.89 56.27 ± 17.33

O type 91.16 ± 25.26 125.5 ± 44.25 134.6 ±46.7 98.92 ± 28.53

Table 3. The average values of the immobility time (Timob) during FST for the studied behaviour types at different
daily hours

Considering the assessment of the chronovariability of the thymic tonus in the adrenergic
psychoneuroendocrine type, during FST, it was registered a gradual increase of the immobi‐
lization time, during morning hours, continued at noon(12-13 pm), by a significant decrease
(figure 4).

Figure 4. The assessment of the chronovariability of the thymic tonus in the adrenergic psychoneuroendocrine type,
during FST

The same pattern was observed for the assessment of the chronovariability of the thymic to‐
nus in the balanced psychoneuroendocrine type, during FST (figure 5).

Figure 5. The assessment of the chronovariability of the thymic tonus in the normal psychoneuroendocrine type, dur‐
ing FST

Murine Models for Developping an Individualized Neuropsychopharmacotherapy Based on the Behaviour Typology
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For the opioid psychoneuroendocrine type, it was registered a gradual increase of the im‐
mobilization time, at 9-10 am, 10-11 am, 11-12 am, continued at 12-13 pm) by a significant
decrease (figure 6).

Figure 6. The assessment of the chronovariability of the thymic tonus in the opioid psychoneuroendocrine type, dur‐
ing FST

Figure 7. The assessment of the chronovariability of the thymic tonus in the adrenergic, normal and opioid psycho‐
neuroendocrine types, during FST

Analyzing the experimental results obtained, we can highlight some interesting points:

• between 9-10 we have recorded the lowest values of immobilization time (maximum thy‐
mic tonus) for all three types of behavior;

• after 10 am (between 10 to 12 am) the values of the immobilization times increase in all
cases, so the thymic status involutes towards depression during this time; this behavior is
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valid for all psychoneuroendocrine types, becoming statistically significant (p <0.05) in
case of the opioid type;

• the peak of "depression" is recorded between 11 to 12 am in all cases and varies as fol‐
lows: type O (maximum depression - Timob = 134.61 ± 46.70 sec) > TYPE A (Timob =
126.36 ± 36.60 sec) > type N (100.16 ± 21.89 sec);

• after 12 am (between 12 to 13 am) the values of the immobilization times decrease very
much, quickly returning to the values recorded at 9 o'clock am (spectacular recursion of
the thymic tonus); this issue was highlighted for all psychoneuroendocrine types, indicat‐
ing that the balanced type distinguished itself significantly from the statistical point of
view by the lowest values of the immobilization time (so the most important recursion of
the thymic tonus): p <0.02;

• in addition, the values of the immobilization times for the type N (at 12 am) were signifi‐
cantly lower (significantly greater thymic tonus) compared to type A (p <0.02) and to type
O (p <0.03) from the statistic point of view.

Viewed through the chronovariability, during the study period, the thymic tonus is dynam‐
ic and dependent on the psychoneuroendocrine typology: it decreases gradually for all three
psychoneuroendocrine types, between 9-11a.m and signals a "little depression" around the
time 11.00 am. Subsequently, the thymic tonus recurs, quite fast, at the values of 9.00 am for
all psychoneuroendocrine types under study.

Influence of the behavioural typology on the pharmacological response of some antipsy‐
chotic drugs

The experimental study aims the research of the thymic tonus for the three psychoneuroen‐
docrine types after the chronic administration of the following antidepressants:

• imipramine - antidepressant that acts by inhibiting the noradrenaline and serotonin re‐
capture;

• fluoxetine - selective inhibitor of serotonin recapture;

• lithium - normothymic antidepressant (probably) acting by altering the intracellular con‐
centration of inozitoltriphosphate (IP 3 ).

In order to assess the variability of the antidepressant effect of the imipramine, fluoxetine
and lithium carbonate for the three psychoneuroendocrine types, the initial groups of ani‐
mals corresponding to types A, N and O have been redistributed, as follows:

1. Group 1A: the adrenergic type of animals, which were administrated a dose of
0.1ml/10g body ip normal saline solution in, for 10 days;

2. Group 2A: the adrenergic type of animals, which were administrated a dose of 10mg/
kgbw ip imipramine, for 10 days;

3. Group 3A: the adrenergic type of animals, which were administrated a dose of 10mg/
kgbw ip fluoxetine, for 10 days;
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4. Group 4A: the adrenergic type of animals, which were administrated a dose of 10mg/
kgbw ip lithium carbonate, for 10 days;

5. Group 1N: the intermediate type of animals, balanced which were administrated a dose
of 0.1ml/10g body ip normal saline solution, for 10 days;

6. Group 2N: the intermediate type of animals, normal, which were administrated a dose
of 10mg/kgbw ip imipramine, for 10 days;

7. Group 3N: the intermediate type of animals, which were administrated a dose of 10mg/
kgbw ip fluoxetine, for 10 days;

8. Group 4N: the normal type of animals, which were administrated a dose of 10mg/kgbw
ip lithium carbonate, for 10 days;

9. Group 1O: the opioid type of animals, which were administrated a dose of 0.1ml/10g
body of ip normal saline solution, for 10 days;

10. Group 2O: the opioid type of animals, which were administrated a dose of 10mg/kgbw
ip imipramine, for 10 days;

11. Group 3O: the opioid type of animals, which were administrated a dose of 10mg/kgbw
ip fluoxetine, for 10 days;

12. Group 4O: the opioid type of animals, which were administrated a dose of 10mg/kgbw
ip lithium carbonate, for 10 days.

The research on variability of the antidepressant effect of the three substances studied for
the three psychoneuroendocrine types A, N and O was performed using the forced swim‐
ming test.

Thus, each animal in each group described above, was subjected to forced swimming in two
stages:

• before starting the treatment (Timob1)

• after the administration of the three substances for 10 days (Timob2).

As it can be seen in figure 8, in the case of the adrenergic behavioural type, for all the three
antidepressant drugs, after 10 days of treatment, the initial immobilization time decreased,
resulting in an obvious antidepressant effect. The most important antidepressant activiy was
registered for fluoxetine.

In the case of the normal behavioural type, for all the three antidepressant drugs, after 10
days of treatment, the initial immobilization time decreased, denoting an antidepressant ef‐
fect. For the balanced psychoneuroendocrine type, the most important antidepressant acti‐
viy was registered for imipramine (figure 9).
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Group1 Group2 Group3 Group4

Murine

type

 

 

normal saline

solution 0.1ml/10 g bw, ip

Imipramin

10mg/kgbw, ip

Fluoxetin

10mg/kgbw, ip

Lithium

Carbonate

70mg/kgbw, ip

Timob1 (sec) Timob2 (sec) Timob1 (sec) Timob2

(sec)

Timob1 (sec) Timob2

(sec)

Timob1 (sec) Timob2

(sec)

A type M=53.36

±20.28

M=53.72

±20.64

M=51.5

±12.17

M=32.9

±10.54

(sec) (sec) (sec) (sec)

N type M=122.45

±37.25

M=122.95

±34.55

M=121.5

±29.34

M=65.45

±19.48

M=121.82

±29.19

M=81.13

±21.69

M=123.78

±25.20

M=93

±20.82

O type M=135.27

±26.37

M=137.54

±30.02

M=138.18

±28.79

M=83.45

±19.90

M=136.45

±34.25

M=59.18

±14.66

M=137.25

±31.47

M=107.7

±21.5

Table 4. The average values of the immobility time during FST for the studied behaviour types, before starting the
treatment (Timob1) and after the administration of the three substances for 10 days (Timob2).

Figure 8. Adrenergic psychoneuroendocrine type. Graphic interpretation of the antidepressant effect of imipramine
(10mg/kgbw, ip, for 10 days), of fluoxetine (10mg/kgbw, ip, for 10 days) and of lithium (70mg/kgbw, ip, for 10 ays)

Considering the opioid psychoneuroendocrine type, fluoxetine administered group of ani‐

mals showed the most important results, decreasing efficiently the initial immobilization

time (figure 10).
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Figure 9. Balanced psychoneuroendocrine type. Graphic interpretation of the antidepressant effect of imipramine
(10mg/kgbw, ip, for 10 days), of fluoxetine (10mg/kgbw, ip, for 10 days) and of lithium (70mg/kgbw, ip, for 10 days)

Figure 10. Opioid psychoneuroendocrine type. Graphic interpretation of the antidepressant effect of imipramine
(10mg/kgbw, ip for 10 days), of fluoxetine (10mg/kgbw, ip for 10 days) and of lithium (70mg/kgbw, ip for 10 days)
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Figure 11. Graphic interpretation of the antidepressant effect of imipramine (10mg/kgbw, ip for 10 days), of fluoxe‐
tine (10mg/kgbw, ip for 10 days) and of lithium (70mg/kgbw, ip for 10 days) for the three psychoneuroendocrine
types

Figure 12. The percentual effect of imipramine, fluoxetine and lithium on murine behaviour in the FST

(Timob after 10 days of antidepressants treatment vs. Timob at the beginning of the experi‐
ment)

The effects of imipramine, fluoxetine and lithium on murine behaviour in the FST are shown
in figure 12 and 13.

Analyzing the experimental results, we can highlight the following observations:

• in the case of the adrenergic psychoneuroendocrine type, the intensity of the antidepres‐
sant effect of the medications administrated (the effect varies inversely with the values of
the immobilization times recorded through the "desperation" test) varies in the following
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order: fluoxetine (Timob = 23.8 ± 7.98sec) > imipramine (Timob = 32.9 ± 10.54sec) > lithium
(Timob = 44.5 ± 10.4sec) (Fig. 12);

• in case of the normal, balanced psychoneuroendocrine type, the antidepressant effect of
the medications administrated varies in the following order imipramine (Timob = 65.45 ±
19.48sec) > fluoxetine (Timob = 81.13 ± 21.69sec) > lithium (Timob = 93 ± 20.82sec);

• in case of the opioid psychoneuroendocrine type the antidepressant effect of the medica‐
tions administrated varies in the same order as in type A, namely fluoxetine (Timob =
59.18 ± 14.66sec) > imipramine (Timob = 83.45 ± 19.90sec) > lithium (107.7 ± 21.5sec).

Fluoxetine developed the most important antidepressant effect, mostly in the extreme typologies:

• A type:

• 54.92% (Timob2 vs. Timob1, namely immobility time after 10 days of fluoxetine vs. immo‐
bility time at the beginning of the experiment);

• 55.69% (Timob2 vs. saline solution);

• O type:

• 56.62% (Timob2 vs. Timob1)

• 56.97% (Timob2 vs. saline solution).

On the other the intermediated, equilibrated N type was highly reactive to imipramine:

• 46.13% (Timob2 vs. Timob1)

• 46.76% (Timob2 vs. saline solution).

Figure 13. The percentual effect of imipramine, fluoxetine and lithium on the three psychoneuroendocrine types in
the FST (Timob after 10 days of antidepressants treatment vs. saline solution)

Some interesting findings were revealed by the statistical analysis of the experimental data.
Thus, the statistical comparison between the groups treated with the same antidepressant
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but coming from different typologies (e.g. Group A and Group O treated with fluoxetine)
provided biological significance in all cases.

The statistical analysis of the results from the same psychoneuroendocrine typology but be‐
tween groups of animals treated with various agents (e.g. Group O treated with imipramine
and Group O treated with lithium) gave the biological significance in all cases except for the
adrenergic type. In this case, the antidepressant effect of the different medications was stat‐
istically different only for Group A imipramine / and Group A lithium (p <0.05).

6. Conclusions

All experimental observations presented support the theory of the pharmacological variabil‐
ity, as a manifestation of the biological variability imprinted by the psychoneuroendocrine
typology. From this point of view, for an optimal pharmacological effect of antidepressant
medications, one should take into consideration the following aspects:

• the adrenergic psychoneuroendocrine type has a very good general, basal thymic tonus;

• the opioid psychoneuroendocrine type has a low basal thymic tonus;

• the dynamics of thymic state is optimal, regardless of the psychoneuroendocrine typolo‐
gy, between 9-10 a.m. and 12-13 a.m.;

• there is a peak of "depression" daily, between 11-12 a.m., for all types of behavior;

From the antidepressant medication investigated, the extreme behavioural typologies (adre‐
nergic and opioid types) have proven to be extremely responsive to the selective inhibitors
of the serotonin recapture (as fluoxetine), while the balanced type reacted optimally to the
group of nonselective inhibitors of the noradrenaline and serotonin recapture (as imipra‐
mine). These findings may be interestingly correlated with our previous reports regarding
the monoaminergic status of the behavioural murine types. In this regard, we showed that
the A and O types develop low amounts of serotonin and, therefore, become sensitive
against antidepressants that selectively inhibit serotonin reuptake (like fluoxetine) [2].

Lithium, a controversial and incompletely elucidated antidepressant in terms of the action
mechanisms, but with indication of choice in maniac-depressive syndrome, has proven the
lowest effect in the case of the adrenergic psychoneuroendocrine type, but significant results
in the intermediate type. Furthermore the study showed that extreme behavioural typolo‐
gies are not suitable for lithium treatment.

A proper individualized neuropsychopharmacotherapy is submitted to many variables, like
genetic and molecular status, and the behavioural typology seems to be important to be
considered.
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Chapter 2

Depression and Glucose Metabolism (Diabetes Mellitus)

Dagmar Breznoščáková and Iveta Nagyová

Additional information is available at the end of the chapter
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1. Introduction

The occurrence of depression with diabetes mellitus has been intensively researched for a num‐
ber of decades now. It was Thomas Willis (1621 – 1675) who introduced the phrase diabetes
mellitus (before then called Willis’s disease) and associated it with what had already been
known for decades – that patients with diabetes have glycosuria (sweet urine). He also noted
that “sadness or excessive melancholy, similar to fits or other depressions and breakdowns of
the animal spirit, give rise to or instigate this diseased condition (diabetes)”. His follower J. C.
Brunner (1653 – 1727) is known because of several studies with the pancreas. The large number
of epidemiological studies documents the increasing interest in this problem.

Evidence of a bidirectional relationship between depression and diabetes has also been re‐
cently documented in large prospective studies. Comorbid depression is associated with an
increased risk of poor glycaemic control, diabetes complications have also been found to be
risk factors for subsequent development of depressive episodes

The importance of the research on depression and diabetes has been emphasized in recent
years because of the modern-day epidemic of obesity and diabetes that is emerging in both
high and low income countries. The direct medical and indirect personal and familial costs
of this epidemic are starting to get international attention.

2. The epidemiology, risk factors and clinical features of depression and
diabetes

2.1. The epidemiology of depression and diabetes

From the meta-analysis Petrak (2009) it follows that 9% of patients with DM have at the
same time some form of affective spectrum disorder. If we also take the subclinical form of



depression into consideration, then the number of patients with depression increases to
26%. diabetes mellitus (DM) doubles the risk of the occurrence of depression independently
of the study design, the sample of patients and the methods of evaluating depression. Con‐
temporary knowledge related to type 2 diabetes points out the worsening of depressive dis‐
plays in individuals treated (but not those untreated) for type 2 diabetes. These findings
could reflect stress or an association with management of diabetes and a large number of
diabetic complications and co-morbidities in adults undergoing diabetic treatment in com‐
parison with the untreated. Depressive displays occur in approximately 43 million people
with diabetes, keeping in mind the overall prevalence of diabetes in the year 2000 (Wild et
al., 2004). From the results of the study Sequenced Treatment Alternatives to relieve Depres‐
sion (STAR-D), the largest study relating to depression carried out in the USA, the most
common occurrence of the co-morbidity of depression and diabetes occurs in the elderly
and in minorities (Hispanics and black African-Americans).

Clinically significant depressive symptoms occur in approximately 31% of patients with dia‐
betes, more often in women (in a ratio of 1:1.8); the picture of severe depression (according
to strict diagnostic criteria) occurs in 11% of patients with diabetes. With diabetes the risk of
a depressive disorder arising is approximately 2 times higher than in the common popula‐
tion (OR = 2.0, 95% CI 1.7 – 2.2), independently of the type of diabetes or on the method of
evaluating depressive symptoms (Katon et al., 2004). Approximately 30% of those ill with
diabetes have a depressive disorder (28% of women with diabetes and 18% of men with dia‐
betes – the preponderance of women with depression is similar as in the non-diabetic popu‐
lation). The risk of depression arising in patients with diabetes, whether insulin dependent
or not, is higher by 15 – 20%. Depressive displays in the common population occur approxi‐
mately in the age range from 27 to 35 years, but in patients with diabetes this already begins
around the 22nd year. The relationship between demographic parameters, lifestyle and be‐
haviour, anti-depressive treatment, BMI, diagnosis of diabetes, its duration and treatment
and depressive symptoms were tested in 70,000 patients. Diabetes was identified in 21.7%
and had a link with depressive symptoms (AOR, 1.24; 95% CI, 1.14-1.34). Demographic pa‐
rameters, lifestyle and behaviour, BMI and anti-depressive treatment were more strongly
linked with serious depression than a diagnosis of diabetes (Osborn et al., 2011). In a report,
Gendelman et al. (2009) showed that prevalence rates were even higher if reports of elevated
symptoms were combined with the use of antidepressant medication. This suggests that the
available evidence should be considered with particular methodological differences in case
ascertainment kept in mind.

In people diagnosed with type 1 or type 2 diabetes, depression increased the risk of lin‐
gering hyperglycemia,  microvascular  and macrovascular  complications and overall  mor‐
tality  (Barnard  et  al.,  2006;  Ismail  et  al.,  2007).  It  is  interesting  that  complications  and
mortality  in  connection  with  diabetes  are  also  observed  even  with  less  serious  depres‐
sive displays.  Older patients appear as a high-risk group, which is  also reported by the
result of a 7-year longitudinal study, which shows a five-fold growth in mortality with‐
out  any  significant  differences  of  the  impact  of  the  seriousness  between  moderate  and
heavy displays of depression (Black et al., 2003).
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2.2. Clinical symptoms

Depression is usually defined by the number of symptoms present, usually within the past
two weeks. In order to diagnose major depression using DSM-IV or ICD-10 criteria, a clini‐
cal interview is conducted and a number of symptoms have to be present (table 1). Most epi‐
demiological research on the prevalence of depression uses self-report instruments (for
example Patient Health Questionnaire-9- PHQ-9 ) for detecting depression or depressive
symptomatology, and most instruments that are used measure symptoms that approximate
clinical levels of disorder (table 1). The specific symptoms for depression and diabetes are
little difference as only for depression alone (table 2), (Lloyd et al., 2010).

DSM-IV criteria(at least five symptoms present nearly every day for 2 wk and causing significant distress or

functional impairment

Depressed mood

Markedly diminished interest or pleasure in all or almost all activities

Significant weight loss/gain or decreased/increased appetite

Insomnia or hypersomnia

Psychomotor agitation or retardation

Fatigue or loss energy

Feelings of worthlessness/guilt

Diminished ability to concentrate/make decisions

Recurrent thoughts of death or suicide

Symptoms of depression measured using self-report instruments

Feeling sad/depressed mood

Inability to sleep

Early waking

Lack of interest/enjoyment

Tiredness/lack of energy

Loss of apetite

Feelings of guilt/worthlessness

Recurrent thoughts about death/suicide

DSM-IV criteria extracted from the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition, Text Revision,

Copyright 2000. American Psychiatric Association

Table 1. Symptoms listed in the DSM-IV criteria for major depressive disorder and symptoms of depression measured
using self-report instruments
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Fatigue

Loss of weight, poor apetite

Psychomotor retardation

Insomnia

Pain

Gastrointestinal problems

Table 2. Common symptoms for depression and diabetes (free by Montano, 2004)

Salomé et al. (2011) evaluated the seriousness of depressive symptoms in patients with a di‐
abetic ulcer of the shin area and determined that in 41 patients out of 50 depressive symp‐
toms were present and in 32 of them found displays of moderate-severe depression with
reduced self-evaluation, anorexia, disfigured body-image and a worse libido.

2.3. Risk factors associated with depression and with diabetes

Quality of life is worsened in regard to psychological, physical and social functioning (e.g.
ability to work). Complications caused by diabetes are considered as the most serious, and
treatment of diabetes is significantly more complicated and worse if depression is present at
the same time. In a recent study patients with depression and diabetes were physically less
active, smoked more, had fewer healthy dietary habits and were less inclined to diabetic
treatment (Gonzales et al., 2008). Depression during diabetes, despite everything, often goes
undiagnosed and untreated. In an American study, in which more than 9000 patients with
diabetes took part – 51% of which had identified depression – only 43%of them used one or
more antidepressants and only 7% took part in four or more psychotherapeutic meetings
during a 12-month period (Katon et al., 2004).

2.3.1. Risk factors for depression in patients with diabetes

Through a number of epidemiological studies, aside from the prevalence of depression in
patients with diabetes, it was also possible to identify a number of risk factors which are
more or less associated with depression. These are the risk factors – demographic (female
sex, younger age, lower education, poverty), clinical (seriousness of diabetes, duration of ill‐
ness, complication of diabetes, high values of glycosylated HbA1c) and behavioral (smok‐
ing, obesity) (table 3). Their importance in relation to depression, however, is continuously
being verified (Egede & Zheng, 2003). In connection with the presented results it was shown
that the most significant association exists between depression, obesity and smoking. Obesi‐
ty positively correlates with the growing prevalence of type 2 diabetes. It has been shown
that smoking associates with increased insulin resistance and represents a risk factor for
macrovascular complications in patients with diabetes mellitus. But we know that depres‐
sion also increases the risk of smoking, which has been documented in several longitudinal
studies in which it was confirmed that there are notably more smokers in the group of pa‐
tients with depression than in the control group (Katon et al., 2004). In the study of Fisher et
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al., 2011, in a group of more than 480 patients it was compared whether patients educated
about regular observation of glucose monitoring, treatment and regimen also have better re‐
sults in association with HbA1c and with glucose, which also confirmed at the same time
the fact that improved depressive symptoms were not dependent on improved metabolic
parameters or glucose. In a pilot randomized controlled study integrated treatment of type 2
diabetes and depression was more successful versus common treatment in improved HbA1c
results and depression in older, perhaps 60 Afro-Americans. It follows from this that inte‐
grated treatment could be available and effective in real conditions taking into consideration
certain limitations.

Although depression is not a part of normal ageing, prevalence rates of severe depressive
episodes/major depressive disorder are higher amongst certain groups of older people, in
particular, individuals with a co-morbid medical illness (Kovacs et al., 1997). However, to
date, little epidemiological data has been available with which to examine rates of depres‐
sion in older people with diabetes (Collins et al., 2009). To further complicate the picture,
several studies have reported that depressive symptoms are more common in younger indi‐
viduals, in both type 1 and type 2 diabetes (Fisher et al., 2008). Collins et al. (2009) also re‐
ported lower rates of depression in older individuals with type 1 diabetes, suggesting that
age might have a protective effect. In a cohort of patients aged 70 -79 years followed for
about six years, those with diabetes had an increased level of depression with attenuated af‐
ter adjustment for diabetes-related co-morbidities, although this still represented a signifi‐
cantly increased risk compared to controls. In this study, HbA1c was a predictor of
recurrent depression (Maraldi et al., 2007). The specific factors associated with recurrence of
depression remain unclear. Gender has not been found to be associated with the number of
episodes or the severity of recurrence or chronicity of depression, and the association be‐
tween stress and depressive episodes appears to be less pronounced over time (Stroud et al.,
2008). There is some evidence of a link between depression and the occurrence of diabetic
complications and poorer glycaemic control. Painful neuropathy may be another trigger for
depression. Diabetes can cause small vessel pathology in the brain that leads to subcortical
encephalopathy, not unlike that seen in vascular depression. This may lead to both cognitive
impairment and depressed mood (Baldwin, 2010).

Non-diabetic specific risk factors Diabetes specific risk factors

Female gender Manifestation of diabetes

Lack of social support Occurrence of late complications

Low socioeconomic status Persistent poor glycaemic control

Younger age; older age and physical health problems Need for insulin therapy in type 2 diabetes

Occurrence of critical life events Hypoglycaemia problems

Table 3. Risk factors for depression in diabetes
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2.3.2. Depression - a risk factor for diabetes?

The link between depression and diabetes was made as early as the seventeenth century, when
the famous English physician T. Willis (1621 -1675) noted that diabetes often appeared among
patients who had experienced significant life stresses, sadness or long sorrow (Rubin & Peyr‐
ot, 2002). Whether depression increases the risk of type 1 diabetes is currently unknown. How‐
ever, recent studies have suggested that people with depression are more vulnerable to the
development of type 2 diabetes (Mezuk et al., 2008), thereby confirming Willis´ hypothesis. It
is important to recognize that depression is not only associated with an increased risk for the
development of type 2 diabetes, but is also an established risk factor for cardiovascular dis‐
ease and several features of the metabolic syndrome, particularly hypertension, abdominal
obesity and low HDL cholesterol (Vogelzangs et al., 2008). Several hypotheses have been put
forward regarding the pathophysiological mechanisms that could explain the increased risk of
type 2 diabetes in depressed subjects. For example, increased activity of the hypothalamic-pi‐
tuitary-adrenal (HPA) axis and sympathetic nervous system might play a role; there are exam‐
ined elsewhere in this volume (Lloyd et al., 2010).

Figure 1. Pathophysiological abnormalities in HPA axis hyperactivity, which in response to elevated levels of CRH,
ACTH production and secretion is increased, it stimulates the adrenal cortex to secrete cortisol, and cortisol concentra‐
tions inhibit secretion only other hormons, but it is also a signal for the (no) supersaturation

Depression may also increase the risk for type 2 diabetes via behavioural mechanisms. It is
well known that the most important risk factor for type 2 diabetes is obesity, and that physi‐
cal inactivity further increases this risk (Manson et al., 1991). Finally, the evidence to date
suggests that depression may indeed increase the risk of developing type 2 diabetes. How‐
ever, the mechanisms via which this may occur still require investigation. The link between
depression and the development of type 1 diabetes remains unclear.
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Anxiety is common in diabetes populations and is frequently associated with depression
(Katon et al., 2007). A recent systematic review found that around 14% of people with diabe‐
tes have generalized anxiety disorder, but subclinical anxiety and symptoms were more
common and affected 27% and 40% respectively (Grigsby et al., 2002). The presence of co‐
morbid depression or anxiety has been associated with increased somatic symptoms of dis‐
ease, which has important implications for treatment (Katon et al., 2007). Diabetic-specific
psychological problems, such as fear of self-injecting insulin or self-testing blood glucose
(which may or may not be full-blown needle phobia) and fear of complications, are all asso‐
ciated with anxiety and depression (Mollema et al., 2001). Fears regarding hypoglycaemia
and psychological insulin resistance are also common, but their relationship with depression
is less clear (Petrak et al., 2007).

3. The common pathophysiological mechanisms of depression and
diabetes

Many etiological factors play a role in the pathophysiology of depression. Among them are
the depletion of serotonin and other monoamines in areas of the brain which are connected
with the managing of emotions, sleep and the taste for food. Another factor is the chronic
activation of the hypothalamic-pituitary-adrenal axis with subsequent increased production
of a corticotropic hormone (CRF). Depression can also originate as a consequence of insuffi‐
cient plasticity of neurons as a response to different burdens, e. g. chronic stress (Wayne et
al., 2004). Genetic influences also apply with depression and metabolic syndrome as well as
unfavorable factors from the external environment. Among these, for example, are disorders
of equilibrium in the autonomic nervous system with an inclination toward more rapid
heart activity, reduced variability of heart frequency and increased level of catecholamines
in peripheral blood. According to one of the theories of development of metabolic syn‐
drome, an improper daily regimen (especially low physical activity during the day and in‐
take of food in the late night hours) leads to disorders of equilibrium in the autonomic
nervous system, with a preponderance of the sympathetic system in the area of the thorax
and in the skeletal muscles, with a subsequent increase in blood pressure, insulin resistance
in the muscles and, in contrast, to increased activity of the parasympathetic system in the
stomach area, which leads to hyper secretion of insulin and the accumulation of visceral fat‐
ty tissues, which can lead further to increased risk of origin of metabolic syndrome, type 2
diabetes, dyslipidemia, hypertension and visceral obesity (Zeman & Jirák, 2008). In patients
with a metabolic syndrome, as well as in patients with depression, oxidation stress is shown
to be increased with subsequent destruction of neurons in the hippocampus, whose smaller
volume we find also in patients with depression (Sapolsky, 2000). An association between
symptoms of depression and metabolic syndrome was shown in a study tracking pairs of
male twins (McCaffery et al., 2003). In the population tracked in NHANES III (Third Nation‐
al Health and Nutrition Examination Survey) the prevalence of metabolic syndrome among
women with depression was double that of women without depression (Kinder et al. 2004).
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In the study of Poulsen et al. (2001) 303 older twins were tracked, and significantly higher
glucose intolerance was found along with obesity and low HDL-cholesterol among monozy‐
gotic versus dizygotic twins, which shows the genetic impact on the development of these
phenotypes. They observed a higher genetic influence on glucose intolerance and systolic
pressure and a lower genetic influence on low HDL-cholesterol and diastolic pressure in
male twins versus female twins. Pouwer & Snoek (2001) observed in more than 1500 pa‐
tients for the first time significant associations between depression and HbA1c in women
with type 2 diabetes. The values of estrogen and the daily regimen could play a significant
role in these associations.

With type 1 diabetes the development of an endocrine disorder precedes the first episode of
depression. Anderson et al. (2001) in a meta-analysis of 27 clinical studies (a total of 5370
patients) found a statistically significant relationship between depression and diabetic com‐
plications (diabetic retinopathia, nephropathia, neuropathia, macrovascular complications
and sexual dysfunction) (p<0,0001, z=5,94). Pro-inflammatory cytokines also show a clear as‐
sociation of both disorders (Tůma, 2005). Cytokines, interleukins and TNF alpha are in‐
creased with both disorders and can associate with some depressive displays (Tůma &
Hubeňák, 2007).

From a biological point of view depression and diabetes overlap on a number of levels.
Among endocrine and neurotransmitter  changes are  a  lower concentration of  catechola‐
mines, primary serotonin (Kuzmiaková et al., 1998), stimulation of the production of glu‐
cocorticoides,  growth hormone and glucagon, which work counter-regulationally against
the  hypoglycaemic  effect  of  insulin.  Increased levels  of  cortisol  are  observed equally  in
patients with diabetes and depression, similarly glucose intolerance disorder and the ori‐
gin  of  insulin  resistance  (Lustman et  al.,  2000).  In  many  patients  with  depression,  glu‐
cose intolerance linked with hyperinsulinemia and insulin resistance develops (Okamura
et al.,  2000). According to Zimmet et al. (1991) metabolic changes with depression evoke
the destabilization of a preexisting metabolic imbalance in individuals with a risk of de‐
veloping type 2 diabetes.  An abnormality of  serotonergic neurotransmission localized in
pre-synaptic and post-synaptic areas plays an important (thought not the only one) role
in the pathogenesis of depression (the so-called serotonin hypothesis of depression). Sub‐
stances which have a serotonergic effect (serotonin precursors,  fenfluramine, SSRIs) con‐
ditioned a clinically significant improvement in depressive symptoms. In this association
the  results  of  human  studies  are  known:  6  weeks  of  issuing  certain  SSRIs  (paroxetine,
fluoxetine and sertraline) to patients with both depression and diabetes led to a drop in
weight,  a  fall  in  triglycerides  and  cholesterol  in  the  blood,  a  drop  in  HbA1c  and  im‐
proved compliance (Talbot & Nouwen, 2000; Rubin & Peyrot, 2002).The positive effect of
serotonergic substances on depressive mood as well  as on a number of disease parame‐
ters of diabetes points to a possible etiological relationship.

The conjoined occurrence of depression and diabetes is not a chance phenomenon which
evokes consideration about their possible relationship. Scientific authorities present several
hypothetical interpretations: 1. Depression arises as a primary consequence of neurochemi‐
cal – biochemical changes which associate with diabetes; 2. Depression is a consequence of
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psychosocial factors which associate with the disease or its treatment; 3. Depression is an in‐
dependent risk factor for the origin of diabetes.

3.1. Depression with diabetes: result of biochemical factors

Current knowledge supports the presence of a relationship between depression, depressive
symptoms and possible growth of the risk for the development of type 2 diabetes. In con‐
trast, type 1 diabetes leads to the later development of depression. Kovacs et al. (1997) deter‐
mined that the first year from the origin of type 1 diabetes was the most risky for the origin
of depression. Lustman et al. (1988) observed that the values of glycaemia in individuals
with DM improve simultaneously with improvements in remission of depression. In dou‐
ble-blind randomized studies the hypoglycemic effect of antidepressant treatment was con‐
firmed. The origin of depression is a later result of type 2 diabetes, but depression can
increase the risk of its development. Results are similar for type 1 diabetes. Control of DM
improves simultaneously with the remission of depression, but also without a clear explana‐
tion of the mechanism for this assumption.

Depressive phases are more common in individuals with diabetes (Fava & McGratth, 2003,
Berken et al., 1984) and have longer duration (Bogner et al., 2007). In a 5-year monitoring
Lustman et al. (1988) found that in 22 of 28 patients with diabetes the occurrence of some
kind of depressive disorder was found, while depression was not manifested in only 2 of 20
individuals with diabetes. No differences between type 1 diabetes and type 2 diabetes in this
regard were observed. According to all, a longer duration of the depressive phase is more
associated with type 1 diabetes, although the differences between type 1 diabetes and type 2
diabetes were not observed in relation to inducing remission after the first depressive epi‐
sode. Peyrot & Rubbin (1989) also observed a longer duration of depressive symptoms in
245 individuals with type 1 diabetes and type 2 diabetes during a 6-month study, and 73%
were identified as having depressive symptoms. On the other hand Lustman et al. (1988) did
not find any differences in relation to the course and length of duration of depression be‐
tween both types of diabetes. They found a higher risk for longer duration of depression on‐
ly in patients with type 2 diabetes who were not treated with insulin. Wellset al. (1993) did
not find any significant differences between the course and the duration of the depressive
phase in patients with or without a case history of type 1 diabetes or hypertension. It’s pos‐
sible to say that depression and depressive symptoms have a higher recurrence and dura‐
tion in patients with diabetes.

3.2. Depression with diabetes: the result of psychosocial factors in relation to DM

With an increasing number of complications in diabetes, the probability of depressive symp‐
toms is also higher (Peyrot & Rubbin, 1997). In a study carried out by Davis et al. (1988) it
was shown that the social consequence of existence with DM (e.g. on traveling, active leisure
time, relationships) is connected with an increased risk of mortality, although no causal as‐
sociation was demonstrated. A significant relationship was shown between overall and spe‐
cific social support and depressive symptoms with diabetes (Littelfield et al., 1990).
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The presence of positive family history of depression occurs more often in patients with de‐
pression in comparison with individuals with diabetes without depression (27 vs. 3%). De‐
pression in mothers was found as a specific risk factor for the origin of depression in their
children type 1 diabetes at a low age with (Downey & Coyne, 1990). Kovacs et al. (1997) did
not find any significant differences in relation to sex and the origin of depression, but young
women with diabetes had a 9-times higher risk for the recurrence of depression compared
with young men with diabetes.

3.3. Depression with diabetes: a risk factor for the origin and worsening course of the
result of DM

Brande & Egede (2008) followed the long-term impact of depression on the control of gly‐
caemia in more than 11,000 people with type 2 diabetes with an average age of 66 years with
relatively well controlled diabetes (HbA1c = 7.3%), while depression was identified in 6% of
the them. A significant relationship was consequently found between depression and con‐
trol of glycaemia by measuring the HbA1c values, which were persistently higher (on aver‐
age by 0.13, 95%CI, 0.03-0.22, p=0.008) with each measurement at 3 months during a 4-year
study of patients with diabetes and concurrent depression.

Akbaralya  et  al.  (in  Barclay,  2008)  monitored  more  than  5000  patients  age  41-61  years
with depressive symptoms from 1991 to 1993 and then again 6 years later by using the
30-item subscale General  Health Questionnaire;  metabolic  syndrome was determined on
the basis  of  criteria  from the National  Cholesterol  Education Program.  They found that
the  presence  of  metabolic  syndrome was  linked with  the  increased risk  of  possible  de‐
pressive  symptoms  (OR,  1.38,  95%CI,  1.02-1.96).  Central  obesity,  increased  triglycerides
and HDL (but not other components of metabolic syndrome) were predictors of manifes‐
tation  of  depressive  symptoms.  These  findings  are  thus  consistent  with  the  hypothesis
that  depressive  symptoms  could  be  a  consequence  as  well  as  the  reason  for  metabolic
syndrome.

In a study by Backes et al. (2007) of more than 11,000 women with gestation diabetes, de‐
pression was retrospectively found in up to 15.2% of women in the period of the last 6
months of gravidity up to a year after giving birth, versus only 8.5% of women without dia‐
betes. These findings support the existence of a relationship between the two diseases – dia‐
betes and depression – namely, that both are frequent during gravidity and after birth, and
it is relevant, that post-partum depression is treatable but often goes unrecognized. It is
known that women with diabetes (keeping in mind the (non)use of insulin) have during
gravidity approximately two-times the risk of depression arising versus women without
diabetes (OR 1.85 (95%CI)).This is similar with the occurrence of depression in women with
diabetes in the post-partum period (OR 1.69 (95%CI)).

We  can  say  that  particularly  late  rising  of  depression  could  be  the  result  of  micro  or
macrovascular changes,  and the origin of  depression often precedes predominately type
2 diabetes by a number of years.  The newest findings support the consideration regard‐
ing the reciprocal  interaction among depression and diabetes,  because depressive symp‐
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toms could increase the risk of  origin of  type 2 diabetes and the diabetic  complications
associated with it.

4. The treatment of comorbidity depression and diabetes

Referring to some evidence that depression has an adverse psychological impact than the
"well being" as a diabetes, we can say that the treatment of depression in diabetes can direct‐
ly improve the psychological as well as medical parameters. Improving depressive symp‐
toms and induce remission, the main objectives related to psychological parameters. The
treatment of diabetes involves improving glycaemic control and reducing the risk for the oc‐
currence of either short or long-term complications of diabetes and premature mortality.

Based on mainly anecdotal evidence and a handful of randomized controlled trials, monoa‐
mine oxidase inhibitors (MAOIs) and tricyclic antidepressants (TCAs) are considered to
have a hyperglycaemic effect, which is in keeping with their noradrenergic and(or appetito‐
genic effects, while selective serotonin reuptake inhibitors (SSRIs), such as fluoxetine and
sertraline, are more likely to be anorectic, improve insulin sensitivity and reduce glucose
levels, probably because the central serotoninergic pathways are important in the regulation
of food intake and food preferences (Ismail, 2010).

The common mechanisms etiopathogenetic diabetes and depression to some extent high‐
lights the fact that intensive treatment of depression leads to improved disease manifesta‐
tions diabetes (eg. decrease glucose) and vice versa, effective treatment for diabetes
determines retreat depressive symptoms. Selective serotonin reuptake inhibitors (SSRIs -
sertraline, paroxetine, fluoxetine, fluvoxamine, citalopram) due to a beneficial effect on a
number of pathological parameters diabetes - decrease glucose levels, weight loss, decreased
serum cholesterol and triglycerides - and given the antidepressant effect comparable with
TCAs and MAOIs are in the treatment of depression in diabetes first-line drugs.

The use of TCAs in patients with diabetes is mainly limited to their cardiotoxicity. TCAs
may increase serum concentrations of glucose and increased craving for sweets. Considera‐
bly better is to use antidepressants - SSRIs or SNRIs later, while in patients with diabetes on
this treatment was demonstrated the hypoglycaemic effect. From the observation of about
2% of 40 000 patients (Derijks, Heerdink et al., 2008) that the use of antidepressants is associ‐
ated with an increased risk of hypoglycaemia, but if they are used in patients with diabetes
for more than 3 years, the risk of hypoglycaemia is almost three times, it is important to
monitor the symptoms of hypoglycaemia and blood glucose. The use of antidepressants was
associated with hyperglycaemia (ROR 1.52 (95% CI: 1.20 to 1.93) and hypoglycaemia (ROR
1.884 (95% CI: 1.4 to 2.42). Connection with hyperglycaemia was risky for antidepressants
with affinity for serotonergic reuptake transporter (Derijks, Meyboom et al., 2008), the pub‐
lished data show that in terms of impact on the metabolic parameters between SSRIs differ‐
ences. Paroxetine abdominal obesity leads to more frequent administration than other SSRI
antidepressants (Reader, Bjelland et al., 2006).
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The other antidepressants should mention bupropion, venlafaxine and nefazodone, which
are favorable for their pharmacological properties in terms of comorbid conditions also con‐
venient - to have a neutral effect on body weight and glucose metabolism. Among the nine
antidepressants especially in pursuit of their effects on the gastrointestinal, central nervous
system and sexual life come out with the best profile of bupropion and soon fluvoxamine
(Dewan, Ananad, 1999). Weight gain is a common adverse side effect of acute and long-term
treatment with antidepressants. TCAs and MAOIs are probably more common cause of
weight gain than SSRIs and newer antidepressants, except mirtazapine, which is in this re‐
spect between SSRIs and TCAs. Also, paroxetine causes higher weight gain compared to
other SSRIs preparation for longer-term therapy and bupropion or nefazodone cause less
weight gain over the longer-term treatment (Fava, 2000).

According to several studies being less effective in patients with depression and diabetes
mirtazapine, in view of a higher risk of gaining weight. The case study series of patients re‐
ceiving doses of mirtazapine and 15 mg were observed gain weight during 5 months 16 kg,
with obesity and by all important risk factor for glucose dysregulation (Fisfalen, Hsiung et
al., 2003).

TCAs (Carney, 1998) and MAOIs should be administered only as a last option (Nickelson,
Box, 1999) for the treatment of depression in patients with diabetes. TCAs are associated
with weight gain (Nakra, Rutland et al., 1977, Berken, Weinsthein et al., 1984) and taste the
sweet and carbohydrate (Paykel, Mueller et al., 1973, Harris, Young et al., 1984), which can
be problematic for patients with increased consumption of calories (Goodnick, Henry et al.,
1995, Carney 1998). TCAs can worsen hyperglycaemia and glycaemic control during longer
treatment (Nickelson, Box 1999, Carney, 1998) and their anticholinergic, cardiovascular and
musculoskeletal adverse side effects may worsen symptoms in relation to diabetes (consti‐
pation associated with diabetic gastroparesis) (Carney, 1998, Lane, 1993). MAOIs can aggra‐
vate hypoglycaemia and delay the restoration of normal glucose concentrations when taken
with insulin or sulfonylurea (Cooper & Ashrocft., 1966). In addition, treatment with MAOIs
is associated with weight gain and the need for strict dietary restrictions, which certainly
complicates the diet such as in patients with diabetes (Carney, 1998).

In 80 patients with depression Kopf, Westpal et al. (2004) observed values of lipoproteins,
insulin sensitivity and cortisol in saliva before and after 35 days of treatment with amitripty‐
line or paroxetine. The main findings were that patients with depression and weight in the
standard have insulin resistance corresponding to the HPA axis, overweight patients had to‐
tal and LDL cholesterol out of standard antidepressant treatment led to an improvement in
lipoprotein and cholesterol levels, changes in triglyceride metabolism affected by the treat‐
ment and weight three important factors control lipid parameters depending on the pres‐
ence of the metabolic state: weight, hypercorticolism and insulin resistance. This study first
examined the detailed lipid profile in patients with diabetes and depression.

Bupropion contrast in patients with diabetes suited to the fact that side does not sexual reac‐
tions and decreases body weight in obese patients had more than placebo (Jain, Kaplan et al.
2002). Lustman, Williams et al. (2007) in a group of 90 patients with type 2 diabetes and de‐
pression and taking over 16 months bupropion found decrease BMI, total fat, and HbA1c (p
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≤ 0.01 for all parameters). Reduction of BMI and severity of depression independently pre‐
dicted lower HbA1c after treatment of the acute phase of depression, while only reducing
the severity of depression (p≤0.001) affected on HbA1c with the passage of time. Sawhney et
al. (2007) observed the good effect of TCAs administered in low doses in depressed patients
suffering from chronic vomiting, did not respond to prokinetic therapy. Antidepressant du‐
loxetine is recommended for the treatment of diabetic neuropathy (Švestka, 2005).

Data from a large study of over 4800 patients with diabetes enrolled in a health maintenance
organization (HMO) found that approximately 70% of those with comorbid depression
(based on scoring ≥ 10 on the PHQ-9) had experienced affective symptoms for two years or
longer(Katon et al., 2004). Patients with diabetes tend to be older, and recent primary care
data have shown that the average length of an episode of depression in older primary care
patients is approximately 18 months, whereas in mixed-aged populations the mean length
of an episode is approximately 4 - 6 months (Vuorilehto et al, 2009).

The tendency for depressive symptoms to be chronic in patients with diabetes is also shown
by recent data from a five-year follow-up study of approximately 2700 patients with diabe‐
tes. Approximately 82% of patients who met DSM-IV criteria for major depression at five-
year follow-up had minor or major depression at baseline (Katon et al., 2009). Finally, the
recurrent course of depression was shown in a longitudinal study, which found that 79% of
patients with diabetes who had major depression relapsed over a five-year follow-up peri‐
od, with a mean of four episodes per patients (Katon, von Korff et al. 2004).

Several systematic reviews have been completed exploring effect sizes of psychotherapeutic
as well as pharmacological treatments of patients with comorbid depression and diabetes
(Petrak 2009; van der Feltz-Cornelis et al. 2010). Efficacy trials generally evaluate intensive
treatment of a carefully selected patient group by highly trained staff. Patients with clinical‐
ly significant psychiatric comorbidities, such as panic disorder of medical comorbidities, are
often excluded from these trials. An important question for researchers and clinicians is
whether evidence-based pharmacotherapies and psychotherapies that have proven effective
in populations of patients with depression with minimal medical illness would be as effica‐
cious in patients with diabetes.

A systematic review of efficacy trials performed in 2009 yielded 11 randomized clinical tri‐
als, five on psychotherapeutic interventions and six on pharmacological treatments. Most
trials were small, with only one recruiting more than 100 patients and the others including
60 or fewer patients. Most trials were completed on patients with type 2 diabetes with seri‐
ous depressive symptoms or major depressive disorder, and effect sizes were specified for
depressive symptom severity as well as for glycaemic control.

4.1. Pharmacological studies

As shown Table 4, the pharmacotherapeutic interventions had moderate effects on depres‐
sive symptoms, and small effects on glycaemic control. The effect on depressive outcomes
was very similar, but the effect on glycaemic control was smaller than that of the psycho‐
therapeutic studies, many of which had explicit interventions aimed at improving glycaemic
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control. The pharmacologic trials were also small, mostly under 100 patients enrolled. The
small numbers of patients enrolled in both psychotherapy and pharmacologic efficacy trials
limits the generalizability of the findings.

Study N (completers),

diabetes type,

mean age

Intervention

conditions,

follow-up (FU)

Outcome assessment (depression,

diabetes

Effect size

Lustman et al.,

1997b

N=28, type 2-50%

49-49,2ys

nortriptyline vs

placebo,FU- 9 ws

Depression: BDI (p=0.03), DM: HbA1c,

n.s., no outcome reported

Depression: Δ

-0.868, DM: Δ 0

Lustman et al.,

2000

N=54,type 2- 56%

45-47ys

fluoxetine vs

placebo, FU- 8 ws

Depression: HAMD (p<0.04), DM:

HbA1c (p=0.13, n.s.)

Depression: Δ

-0.573, DM: Δ 0.419

Paile-Hyvärinen et

al., 2003

N=13, type

2-100%, 61-62ys

paroxetine vs

placebo, FU- 4ws

Depression: MADRS (p=0.25,ns.),

DM:GHbA1c (p=0,08, n.s.)

Depression: Δ -0.68,

DM: Δ 1.07

Xue et al., 2004 N=48, type 2-85%,

21-65ys

paroxetine vs

placebo

Depression: HAMD-17 (p<0.01), DM:

HbA1c (p=0.25, ns.)

Depression: Δ -0.78,

DM: Δ 0.34

Gülseren et al.,

2005

N=23, type 2-

100%, 58ys

fluoxetine vs

paroxetine

Both groups improved –HDRS

(p=0.003, s.f.), HbA1c – n.s. both

No significant

difference between

the two conditions

Lustman et al.,

2006

N=152, type 2-

65%, N/A

sertraline (flexible

doses) vs placebo

n. s. between groups

Paile-Hyvärinen et

al., 2007

N=49, type 2-

100%, 59ys

paroxetine vs

placebo

Depression: HADS (p=0.45, n.s.), DM:

HbA1c (p=0.7, n.s.)

Depression: Δ -0.26,

DM: Δ 0.14

Table 4. Overview of the most important trials with antidepressant treatment under: BDI-Beck Depression Inventory,
HAMD-Hamilton Asberg Montgomery Depression Scale, ns- no significant

Due to the lack of data in our conditions in relation to the comorbidity of depression and
disorders related to glucose and lipid metabolism and at the same time of the presented
high prevalence independently existing of these disorders, we decided to work-up a pilot
study on the impact of antidepressants primarily on glucose and lipid metabolism in pa‐
tients with depression. We found changes in lipid – HDL, LDL, triglycerides, glucose,
HbA1c and BMI parameters in patients with depression during antidepressive treatment
without diabetes. The assess changes of treatment with two groups of antidepressants –
SSRI´s and SNRI´s in flexible doses. It was prospective study of outpatients and in-patient’s
file hospitalized at the 1st Dept. of Psychiatry University Hospital and University of P. J. Ša‐
fárik, Košice (2010 – 2011). Hypothesis was that SSRI´s and SNRI´s do not deteriorate theese
metabolic parameters, HbA1c will be decrease, HDL will be increase and compare the dif‐
ferences between groups. After six months 74 patients completed follow-up ( 65% women
with MDD, DSM-IV ). We used scales: MADRS, Beck Anxiety Inventory, Zung Depression
Scale, statistical program IBM SPSS (version 20. 0). The consent to research granted Ethics
committee of School of Medicine of University of P. J. Šafárik in Košice.
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Scale
Groups

SSRI´s/SNRI´s
N Mean

Beck Anxiety Inventory - baseline SSRI/SNRI 38/36 23,29/ 24,14

Beck Anxiety Inventory - final SSRI/SNRI 38/36 15,18*/16,50*

Zung Depression Inventory- SDS-

baseline

SSRI/ SNRI 38/36 67,26/ 66,83

Zung Depression inventory – final
SSRI/SNRI 38/36 49,39*/ 52,44*

I

MADRS baseline SSRI/SNRI 38/36 37,21/ 36,89

MADRS final 1 SSRI/SNRI 38/ 36 16,95*/ 17,89*

BMI baseline SSRI/SNRI 38/ 36 25,54/ 26,76

BMI final SSRI/SNRI 38/ 36 26,22/ 27,1

* the mean difference is significant at the,05 level

Table 5. Score in some scales

In both groups dominated by women (three times) – 27/9 (SSRI´s group); 28/10 (SNRI´s
group) and on the other hand, less presumptive SNRI medication type were deployed glob‐
ally in patients with a higher mean age (SNRI´s = 52,7/28-73/; SSRI´s = 41,7 /20-64/). There
was an improvement in the scales in both groups: MADRS, Beck Anxiety Inventory, Zung
Depression Scale (s. f., table 5). Similar, the results in study Songar et al. (1993) indicate that
some relations exist between anxiety and the worsening of metabolic control (mainly in
HbA1c). The HDL cholesterol values have improved after six months antidepressive treat‐
ment in both groups (1.31 vs 1.4 /SNRI´s/ 1.38 vs 1.5 /SSRI´s/), which corresponds to the data
Svačina et al. (2006) and Hardy et al. (2007). These findings are particularly important be‐
cause from this one that is most closely connected with cardiovascular risks play mainly
LDL and HDL components. The triglycerides values have improved statistical significant af‐
ter six months SSRI treatment vs SNRI treatment (Mann-Whitney U=496,000 Asymp. Sig. (2-
tailed)=0.042 = p≤0.05), which correlates with the monitoring Flechtner-Mors (2008) also in
SSRI preparations, which is important from the point of view that higher levels of triglycer‐
ides are considered primary in the aetiology of disorders that are related to oxidative stress
and increased levels of LDL. As we expected, HbA1c improved in the SNRI´s (5.55 vs 5.24,
n. s.) and SSRI´s group (5.23 vs 5.18, n. s.) which corresponds with the results of several
pharmacological studies (Lustman et al., 1997b, 2006; Gülseren et al., 2005). On the other
hand can not draw definite causal conclusions regarding the limitations on file size and es‐
pecially the length of the monitoring itself. We confirmed the hypothesis that SSRI´s and
SNRI´s do not deteriorate metabolic parameters – HDL, LDL, triglycerides, HbA1c, BMI,
even HbA1c will be decrease (n. s.), HDL will be increase (n. s.), triglycerides were im‐
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proved in SSRI´s group (s. f.), but in addition the differences between groups we didn´t find
similar as Gülseren et al. (2005).

4.2. Psychotherapeutic interventions

The effect size of the psychotherapeutic interventions were moderate to large for improve‐
ment of depressive symptoms, and moderate to large for improvement of glycaemic control.
Three of the five psychotherapy trials compared an evidence-based depression psychothera‐
py and diabetes education to diabetes education alone. Therefore, it is unclear whether im‐
provements in glycaemic control were due to the beneficial effect of the depression-focused
psychotherapy or the combination of both depression therapy and diabetes education.

Study N (completers),

diabetes type,

mean age

Intervention conditions, follow-up

(FU)

Outcome assessment

(depression, diabetes

Effect size

Lustman et

al., 1998

N=41, type

2-100%,

53-56,4ys

CBT+ diabetes education vs diabetes

education alone, FU- 11ws

Depression: BDI

(p<0.001)in CBT group,

DM: HbA1c in CBT group

(p<0.03)

Depression: Δ

-1.112, DM: Δ

-0.704

Huang et al.,

2002

N=59,type 2-

100%, N/A

Antidiabetics + diabetic education +

psychological +relaxation vs

antidiabetics only, FU- 3mo

Depression: SDS (p<0.05),

DM: HbA1c (p<0.05)

Depression: Δ

-0.521, DM: Δ

-0.521

Li et al., 2003 N=120, N/A,

50,5-52,3ys

Antidiabetics + diabetic education +

psychological treatment vs

antidiabetics only, FU- 4ws

Depression: SDS (p<0.01),

DM: FBG(p<0.05)

Depression: Δ

-0.478, DM: Δ

-0.362

Lu et al., 2005 N=60, type

2-100%, 65ys

Diabetes and CVA education +

electromyographic treatment +

psychological treatment vs usual

care, FU- 4ws

Depression: HAMD-17

(p<0.01), DM: FBG

(p<0.05)

Depression: Δ

-0.688, DM: Δ

-0.517

Simson et al.,

2008

N=30, type 2-

80%, 60,5ys

Individual supportive psychotherapy

vs usual care, FU- discharge (3-20ws)

Depression: HADS

(p=0.018), DM: PAID

mean (p=0.008)

Depression: Δ

-0.918, DM: Δ

-1.043

Table 6. Overview of the most important trials with psychotherapeutic interventions under table: CBT - Cognitive-
behavioral therapy, BDI- Beck Depression Inventory

5. Discussion

The probability of the occurrence of depression in patients with diabetes is higher, because
depression in patients with diabetes is often unrecognized and therefore also untreatable
and the association between depression and glycaemic control is small in cross-sectional
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studies and almost disappears in most of the handful of prospective studies (Lustman et al.,
2000a). It is interesting that complications associated with diabetes and mortality are already
observed with less serious depressive displays (Black et al., 2003). The comorbidity of de‐
pression and obesity worsens the course of diabetes, and furthermore, depression worsens
the adherence to a diabetic diet and treatment and predicts low compliance in diabetological
programs (McKellar et al., 2004). From the results of several studies (Katon et al., 2004) it
follows that the relationship between depression and obesity runs in both directions. From
several studies it follows that the course of depression in individuals with diabetes is not
causally dependent on diabetes. Depression in individuals with diabetes represents a more
complex phenomena following from interactions between genetic, biological and psychoso‐
cial factors, which could significantly influence the recurrence and longer duration of de‐
pression. In the case of type 2 diabetes it is unlikely that the first episode of depression
would be as a consequence of diabetes. The development of depression often precedes the
manifestation of type 2 diabetes by many years. Depressive symptoms could increase the
risk of development of type 2 diabetes and its complications. It is shown that depression
ranks among the most important risk factors for the development of type 2 diabetes and is
not merely a secondary emotional response to a chronic and complicated bodily illness, but
that an independent risk factor for the origin of type 2 diabetes is involved (Lustman et al.,
2006). Despite all, we today still do not have sufficient proof about confirmation of the hy‐
pothesis relating to the occurrence of depression as a consequence of biochemical changes
following directly from diabetes or its treatment or from psychological factors. But these fac‐
tors can influence the increasing of insulin resistance and the reduction of glucose as a result
of changes during depression.

6. Conclusion

The occurrence of depression with bodily diseases represents an unfavorable prognostic in‐
dicator. It worsens the therapeutic response and the course of the bodily disease, makes re‐
gaining health and rehabilitation more difficult, prolongs hospitalization, weakens the
ability of the ill individual to care for his or her own needs, represents a risk of suicidal be‐
haviour and as a final consequence increases the costs for treatment and demands on the
health care system. Its timely recognition and adequate treatment are exceptionally impor‐
tant. Depression in patients with diabetes mellitus represents a complex phenomenon which
is the result of complicated interactions between biological, genetic and psycho-social fac‐
tors. There has been the hypothetical assumption that depression originates as a direct con‐
sequence of neurochemical changes with diabetes mellitus. More proof, however, supports
the so-called inverse hypothesis, according to which depression represents a risk for the ori‐
gin of type 2 diabetes mellitus as well as its complications.

The fact that intensive treatment of depression leads to improved disease displays of diabe‐
tes (e.g. a drop in glucose levels) and the reverse, that effective treatment of diabetes condi‐
tions the regression of depressive symptoms, points to common etiopathogenic mechanisms
to a certain measure point. There is high prevalence of depressive and anxiety disorders in
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patients with diabetes, and these disorders adversely affect diabetes self-care, disease con‐
trol and clinical outcomes. Complications of diabetes resulting in functional impairment can
also precipitate a depressive episode. Efficacy data have demonstrated that both evidence-
based psychotherapies and pharmacotherapies are effective treatment modalities for depres‐
sion in patients not only with diabetes. The choice of antidepressant medication for the
patient with diabetes and depression remains one in which the clinician needs to individual‐
ize therapy to the specific needs of the patient. There are strong data showing that the spe‐
cific initial choice of antidepressant, with the aforementioned exceptions, may be less crucial
than the duration of appropriate therapy, the coordination of psychiatric and medical care,
and the input of the clinician in modification of dose or choice of medication dependent
upon the response to therapy. The patient´s tolerance to a specific antidepressant is not pre‐
dictable, in part due to genetic variations in the metabolism of specific medications, as well
as other less well studied aspects of biologic variability.

To what measure treatment of comorbid depression reduces morbidity and mortality of dia‐
betes mellitus and to what measure treatment influences the unfavorable consequences of
depression still remain an open question.
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Chapter 3

Depression: Classification, Culture and the
Westernisation of Mental Illness

Kenneth Walsh and Wendy Cross

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54176

1. Introduction

In this era of functional MRIs, neurobiology and the sequencing of the human genome, it is
easy to forget that the complex phenomenon of mental illness is to some degree socially con‐
structed. The trend towards globalisation has seen a Western social bias (one could even say
an American bias) towards the classification and treatment of mental illness.

In this chapter we argue that the homogenisation of the experience, classification and treat‐
ment of mental illness, whilst having some benefits, has also done harm and that this is es‐
pecially true of the complex phenomenon of depression.

The chapter examines:

• the effects of the Diagnostic and Statistical Manual on the homogenisation and simplifica‐
tion of mental illness and in particular depression,

• the phenomenology of depression across cultures in light of the Westernisation of mental
illness, and,

• the role of “Big Pharma” in pathologising the cultural expression of sadness.

In addition, the chapter will suggest some ways forward to a more nuanced approach to the
diagnosis and treatment of depression.

1.1. Introduction: Surface symptoms and aetiology

Sarah’s depression

Sarah had been diagnosed with depression following the death of her much loved father
some eighteen months previously. Her symptoms were severe enough for her to be diag‐



nosed with the DSM-IV category of Major Depression. The prescribed medication had help‐
ed somewhat but some two and a half years after her father’s death her depression and its
accompanying anxiety saw this once confident woman lose her business and her marriage.

Sarah was eventually referred to a group and individual psychotherapy program. In this
program Sarah told the story of her father’s death. Her father had been scheduled for a hip
replacement. The surgery was delayed and his eventual admission coincided with Sarah’s
scheduled move to a distant city to set up a new business. The surgery went ahead but Sar‐
ah’s father developed postoperative pneumonia. Not wishing to alarm Sarah and necessitate
her unnecessary return, her sister Jane, expecting their father to recovery quickly, kept the
information from Sarah. However their father’s condition deteriorated and by the time Sar‐
ah was notified it was too late and her father died whilst she was on a flight home.

All of this was explored in therapy but Sarah’s symptoms remained. Then some months into
therapy Sarah was notified that her mother had suddenly become ill and had been admitted
to the same hospital. Sarah arrived at the hospital in good time and was able to be with her
mother up until her death. Shortly before her death her mother began talking to her dead
husband as if he were in the room with them.

On returning back to therapy following her mother’s funeral Sarah seemed to have changed.
Sarah related that when her mother was talking to her dead father Sarah remembered her
last conversation with him: something she had hitherto forgotten. She had gone to see him
prior to his operation and her travel interstate. Her father, who had never been in hospital
before, appeared anxious and said to Sarah, “You are leaving me here to die”. She assured
him that he would be fine and back on his feet in no time.

Reflecting on this in therapy Sarah was surprised that she had forgotten the comment and
reflected on the fact that she had indeed left him to die, albeit unknowingly. In the following
weeks Sarah went over this comment time and again; she had not meant to leave him to die,
it was not deliberate. Sarah then went through a period of grieving for both her parents and
the grief turned to a period of mourning at their passing. Gradually over the following
months Sarah’s depression and anxiety lifted. At six and twelve months follow-up her de‐
pression and anxiety had not returned.

Carolyn’s agoraphobia

Carolyn’s Agoraphobia had begun without any identifiable cause. Following a panic attack
in a supermarket checkout queue she found it increasingly difficult to go out in public. Cog‐
nitive Behaviour Therapy (CBT) and anxiolytics had helped a little but her anxiety and ac‐
companying depressive symptoms persisted.

Carolyn  was  eventually  referred  to  individual  and  group  psychotherapy.  Progress  was
slow and Carolyn’s anxiety made it difficult to travel to therapy. Some weeks after com‐
mencing group therapy, a group member brought up the topic of loss. This client spoke
of  the  loss  of  a  child  as  being  the  greatest  loss  one  could  suffer.  Carolyn  broke  down
and began crying uncontrollably. Over the next few sessions she recounted how twenty-
five  years  previously  she  had been admitted to  hospital  following complications  of  her
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first pregnancy and subsequently suffered a late miscarriage. She recounted how today it
would have been considered a still birth, how she had not been allowed to see the baby
and how she was told to forget about it and try to get pregnant again. Her husband and
her family never mentioned it again.

Over subsequent group therapy sessions Carolyn recounted the days and months following
the “miscarriage”. She recounted how she had tried to put on a brave face and not cry and
how secretly she went back to the hospital and asked where the child’s grave was, only to be
told there wasn’t one. She had not spoken to anyone about it from that day to this. Over the
following weeks she cried, “Twenty five years worth of tears”. Gradually, Carolyn’s symp‐
toms of anxiety and depression subsided and she found herself once more able to go out in
public without fear of a panic attack.

What do these two stories have to say about depression? In both cases the clients had been
diagnosed and treated with medication which had some affect on the symptoms but did not
bring about a resolution of the problem. In the case of Carolyn, Cognitive Behaviour Thera‐
py was used and once again had some affect but did not resolve the problem. Both the med‐
ication and the CBT were used to treat the surface symptoms. As Darian Leader puts it, the
consequence of treating the surface symptoms is that, “The interior life of the suffer is left
un-examined, and priority given to medicalizing solutions…The problem has to be got rid
of rather than understood (Leader, 2008:2)”. Medication in this case aimed to restore pre‐
sumed chemical imbalances in the brain. CBT was aimed at restoring presumed faulty cog‐
nition. In both cases the underlying loss was left untouched and in fact remained hidden. In
Sarah’s case the guilt associated with her father’s death and the loss of her identity as a duti‐
ful daughter remained hidden even from her. In Carolyn’s case the surface symptoms which
were predominately of anxiety, meant that grief and loss were not even associated with her
case and were masked as much by the diagnosis as anything else. This concentration on the
appearance, diagnosis and surface symptoms effectively blocked a deeper and more wide
ranging explanation of the symptoms.

The other  interesting  element  of  both  cases  is  that  the  surfacing of  the  underlying loss
and its subsequent resolution took time. Time is one thing we often do not have for cli‐
ents in today’s world:  time for them to explore their  reality and, as the experts of their
own  experience,  to  teach  us.  Indeed  in  some  countries  psychiatrists  spend  on  average
two hours per year in face-to-face dialogue with clients (Leader,  2011).  Sarah and Caro‐
lyn’s recovery also took place within an alliance with others.  Both women underwent a
period of public (albeit within the group) mourning in which both appeared to integrate
their experiences into their life story.

In this  chapter we shall  explore the consequences of  classifying and treating depression
based upon the surface symptoms. We shall also explore how culture and context influ‐
ence  surface  symptomatology.  We  suggest  a  way  forward  which  acknowledges  our
shared humanity and the need to look beyond surface symptomatology in the treatment
of depression.
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2. The effects of the diagnostic and statistical manual on the
homogenisation and simplification of mental illness and in particular
depression

Naming something does not explain it.

In the 1960s many school biology classes taught that the Platypus was a “freak of nature”: as
it suckled its young and laid eggs it was neither a mammal nor a reptile. Of course because
something does not fit neatly into a human classification system does not make it a “freak of
nature”. To believe so is to believe that by naming something we have explained it. Yet to
some extent this is what we are doing when, using a diagnostic system based on surface
symptoms or descriptions, we classify human behaviour as this or that disorder: the diagno‐
sis becomes the explanation for the symptoms. Whilst there are undoubted advantages to
standard classification systems (communication between clinicians; ability to examine the
natural history of a disorder and develop targeted treatment regimens) the major disadvant‐
age is that the individual, their experience, their inner life, their uniqueness, their humanity
culture and context, can be overlooked or ignored and the surface symptoms alone treated.

The debate about psychiatric classification and its consequences is not new. The debate has
generally revolved around description versus aetiology. Kraepelin believed that pure de‐
scription would eventually lead to and be replaced by a system based on aetiology (Zigler &
Phillips, 1961). Unfortunately this has not happened.

The danger with an emphasis on description is that it may leave little room for the interpre‐
tation of psychopathology (Zigler & Phillips, 1961). In addition if the descriptions are drawn
from one dominant cultural perspective then from the beginning their cross-cultural univer‐
sality should be questioned. In such a system, the manifestations of mental illness may be
forced to fit preconceived frameworks and paradoxically the zeal for classification may see
more and more human behaviour pathologised.

The dominant classification system in the world is the American Psychiatric Association’s
(APA) Diagnostic and Statistical Manual (DSM) of Mental Disorders: now about to be re‐
leased in its fifth version. Whilst the DSM has assisted clear communication between physi‐
cians when discussing mental illness and its treatment, it has also been accused of
medicalising (and therefore pathologising) an ever-increasing range of behaviours (Flasker‐
ud, 2010). The original DSM I, which was first published in 1952, contained 103 diagnoses;
by the publication of DSM-IV-TR in 2000 this had grown to 365. This growth in diagnostic
categories has not been without its critics. The APA has been accused of manufacturing
madness by pathologising a wider and wider spread of human behaviour. This has been
achieved, say the critics through devising new diagnostic categories and broadening the cri‐
teria for the old ones. The most recent controversy surrounds the suggestion by the APA
that the new edition of the DSM remove the bereavement exclusion in the diagnosis of ma‐
jor depression and add complicated grief as a new diagnosis (Frances et al, 2010).

That the DSM is a descriptive classification system is clear. The DSM-IV-TR (APA, 2000)
in addition to listing surface symptoms, also discusses prevalence, course, familial pattern
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and differential  diagnosis  but  not  aetiology.  As  a  consequence  of  its  purely  descriptive
stance there have been those who argue that the DSM lacks validity as it  is a classifica‐
tion  system  without  a  theoretical/explanatory  basis  or  an  agreed  upon  scientific  model
other  than a  general  assumption of  a  biological  causation  of  mental  illness  (Thakker  &
Ward, 1998; Flaskerud, 2010).

According to Gary Greenberg (2010, p. 15) “the DSM is an unparalleled literary achieve‐
ment. It renders the varieties of our psychospiritual suffering without any comment on
where it comes from, what it means, or what ought to be done about it”.

Criticisms of the DSM are abundant and we do not propose to outline them all here. Howev‐
er there are some points of critique which are of relevance to this chapter. The first is the
imposition of a North American/Western European perspective on mental illness and the
relegation of other cultural perspectives to curiosity status. The second is the mistake of
thinking we are describing stable entities when what are really being described are also so‐
cio-political constructs.

That the DSM has a North American/Western European bias is evident. The DSM-IV-TR
(2000) relegates non-western syndromes to an appendix called “culture-bound syndromes
(APA, 2000: 897-903)”. This ignores the fact that the DSM itself is culture bound and a prod‐
uct of North American Western European culture (Flaskerud, 2010). It further assumes the
universality of its primary syndromes, some minor culture bound influences aside (Thakker
and Ward, 1998). The socio-political construction of the DSM, even within its own cultural
paradigm, is well illustrated by the fact that the mental disorder of homosexuality was
cured with a stroke of a pen when it was eliminated from the DSM II in 1974 (Flaskerud,
2010). Prior to this societal change, homosexuality was deemed a mental illness and treated
by various means including aversion therapy.

A mental disorder is defined as the "existence of a clinically recognisable set of symptoms or
behaviour associated in most cases with distress and with interference with personal func‐
tions" (ICD-10, World Health Organisation (WHO), 1992, p. 5). A person is considered to
have a mental illness when the clinical presentation meets the criteria defined either in the
DSM-IV (APA, 2000) or the ICD-10 (WHO, 1992). Conversely, a mentally healthy person
will not exhibit clinically recognisable symptoms, behaviours or functional distress.

Importantly, the diagnostic process for any person is concerned with the accurate assess‐
ment by the clinician. This assessment occurs through the interaction between the clinician
and the client and is based on an interrogatory process. Any examination of the rates of
mental illness within a given community rests on the assumption that the diagnosis is accu‐
rate. Forming an accurate diagnosis is based on a number of factors including cultural var‐
iances in the expression of mental illness and cross-cultural communication patterns. Self-
disclosure by the client in the assessment procedure is a communication variable that
influences the nature and amount of information the clinician is able to secure during the
interview. Clinicians therefore, need to be culturally sensitive to the differences in communi‐
cation practices within cultures that affect self-disclosure as well as the cultural differences
in illness expression and help-seeking behaviour.
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According to Marsella (1981) any ideas relating to mental health must be viewed in the con‐
text of what constitutes “the self”. Given that cultures ascribe and define notions of self, real‐
ity and illness, it is fundamental to study mental health and illness in a holistic framework
with regard to social, contextual and cultural history (Marsella & White, 1982). “Cultural
conventions about the self, reality, social rules, and patterns of emotional expression, for ex‐
ample, simply make universal criteria of psychiatric illness difficult to attain and the idea
itself problematical” (Fabrega, 1987, p. 386).

Burr and Chapman (1998) argue that psychiatry has pathologised culture by perpetuating
cultural stereotypes as definable categories and failing to acknowledge the institutionalised
racism that exists. Moreover, these authors argue that,

“Health carers seem to be characterised as either cultural translators or functionaries, whose practice is largely circumscribed by a

social system characterised by social and economic inequality” (Burr & Chapman, 1998, p. 435).

Historically, there have been challenges to the assumptions that cross-cultural similarities in
abnormality exist. Earlier, cultural anthropologists suggested that abnormality was relative
and should be addressed in conjunction with the cultural norms and deviations tolerated
relative to that society (Kleinman, 1996). Since these early warnings questioning the validity
of applying non-specific diagnostic criteria to non-Western social groups, a number of stud‐
ies have empirically demonstrated the need to define concepts of normality and abnormality
according to normative standards relevant to reference populations (Kleinman, 1996).

The concept of mental health has traditionally been embedded in psychological and behav‐
ioural characteristics. According to MedlinePlus (2012) “Mental health is how we think, feel
and act as we cope with life. It also helps determine how we handle stress, relate to others
and make choices. Like physical health, mental health is important at every stage of life,
from childhood and adolescence through adulthood”. Somatic expressions have until re‐
cently largely been ignored mostly due to the scientific models that have defined illness.
Models of causality are now including epistemological and ontological paradigms, which
interact to identify mental illness across many cultures (Marsella, 1981). Although some
(APA, 1994; Gaw, 2001, Weller & Baer, 2008) would argue that there are identifiable and
unique “culture-bound syndromes”, these syndromes are also found across quite disparate
cultures.

In parallel with the rise of a descriptive nosology has been the rise of the biomedical model
of causation of mental illness. This model assumes that mental illness including depression
arises from chemical imbalances in the brain, which in turn may have a genetic cause. The
consequence of this pairing of a descriptive nosology with a biological causation has been
that contextual factors or the life world of the patient as well as their inner life world are
seen as much less important to both understanding and treating depression. It has also seen
the rise and rise of pharmacological treatments especially since the advent of the SSRIs start‐
ing with Prozac in 1988. Of this more later.
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Regier (2004, p. 25) describes the problem: Various critics of the current diagnostic system
have characterised the expansion of diagnostic categories as a “guild” attempt to justify pay‐
ment for any condition a psychiatrist might see in practice, or as fabrications of the pharma‐
ceutical industry to justify the sale of their products”.

3. An “Epidemic” of depression?

According to the World Health Organisation (2012), depression is the leading cause of disa‐
bility as measured by years lived with disability (YLD) and the 4th leading contributor to the
global burden of disease in 2000 (WHO 2012). By 2020 depression is projected to be the sec‐
ond highest ranked cause of years of productive life lost due to disability (DALYs). Various
reasons for this apparent epidemic have been posited varying from the rise of individualism
(Ehrenreich, 2007) and dissolution of a sense of community (Levine, 2008) to, paradoxically,
the use of anti-depressants as front-line treatment for depression (Whitaker, 2011).

However, behind the alarming statistics and the posited causes, the influence of a descrip‐
tive classification system, depression awareness campaigns and the marketing of antide‐
pressants by drug companies, makes the picture even less clear.

As previously stated, the classification of depression is based upon surface symptoms from
a predominately North American/Western European perspective. The term depression has
come to replace earlier terms such as “melancholia” and “mourning” which subsumed de‐
pressive symptoms within them and at least hinted at contextual factors. The DSM has ele‐
vated depression from a symptom to a disorder. Whilst the DSM has a definition and set
criteria for depression, the term has a variety of meanings to the general public; both figura‐
tive and literal (Summerfield, 2006). Coupled with this is the global campaign to raise
awareness of the disease so that treatment can be effected and the “epidemic” fought.

In Australia, the spearhead of this campaign is the not for profit organisation “Beyond Blue”
(www.beyondblue.org.au). The Beyond Blue website contains symptom checklists some of
which are so broad that many people may be concerned that they are in fact depressed. For
example, the website contains the SPHERE symptom checklist which is a “… scale devel‐
oped as part of a national mental health educational project aimed at increasing GP's rate of
identification, effective treatment and management of common psychological disorders like
depression” (Beyond Blue website). The scale contains 27 items grouped under behaviours,
thoughts, feelings and physical symptoms. On entering four symptoms at random into the
checklist (“not getting things done”, “it’s my fault”, “indecisive” and “tired all the time”)
the site advised that: “If you scored 3 or more of the [27] symptoms, you probably have a de‐
pressive illness [emphasis added]”, and should see a doctor. Contextual factors are not taken
into consideration.

The doctor that most people undertaking such a symptoms test will see will likely be a Gen‐
eral Practitioner (GP). Dumit (2005) states that in the USA 75% of all prescriptions for anti‐
depressants are written by non-psychiatrists. GPs are increasingly facing clients armed with
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symptom checklists, often supplied by drug companies, which may influence prescribing
behaviour (Dumit, 2005). The situation in the UK is similar. Summerfield (2006) states that
whilst there is little empirical evidence for an epidemic of depression, with prescriptions for
antidepressants rising in the UK in the 1990s from 9 million to 21 million, there is evidence
of an epidemic of prescribing. We are now seeing the diagnosis of depression and the pre‐
scription of SSRIs rising in non western countries.

4. The phenomenology of depression across cultures and the
westernisation of mental illness: The case of Japan

Depression is a complex phenomenon. It is experienced by different individuals in different
ways. The phenomenology of depression is also influenced by the cultural context. For ex‐
ample, in the West people diagnosed with depression are likely to present with predomi‐
nately psychological symptoms. That in other parts for the world somatic symptoms tend to
dominate has long been known (Ryder, 2008; Tanaka-Matsumi & Marsella, 1976). That dif‐
ferent cultures view depression and the expression of sadness in different ways is also well
known. Indeed, until recently this was also the case in Japan. Sadness and depression were
often positively viewed as “… yielding enhanced awareness of the transient nature of the
world (Kirmayer, 2002)”. Up until the 1990s “Utsubyô” (the Japanese term for depression)
was considered a severe but rare disorder (Watters, 2010). Other lesser forms of depression
were seen as a personal affliction which did not require treatment (Kirmayer, 2002).

However, the Japanese attitude to depression changed dramatically in the late 1990s when
Japan saw a 46% increase in cases of depression diagnosed between 1999 and 2003. In 2005 it
was estimated that 2 million Japanese suffered from depression as defined by the DSM
(Schulz, 2004). Although the rate of suicide in Japan is much higher than other countries
(twice that of USA and four times that of UK), the prevalence of depression is still lower
than the USA and only 53% of suicides are attributed to depression (Sado et al 2011). Never‐
theless the Japanese experience mirrors reports in the professional and popular press of an
“Epidemic of Depression” (Levine, 2008). This epidemic of depression has set alarm bells
ringing in Japan not least because on the economic front alone it has been estimated that the
total cost of depression in Japan in 2005 was ¥2 Trillion (Sado, et al 2011).

Interestingly this rise of depression in Japan coincided with the rise in the use of the DSM
and the marketing of SSRI antidepressants.

The DSM 111 was introduced to Japan in 1980 but its uptake was slow. The conventional
classification of mental illness had been influenced by German neuropsychiatry of the early
20th century (Someya, 2001, Kirmayer, 2002). However, by 2000 there was a general accept‐
ance and use of the DSM by the younger generation of psychiatrists (Someya, et al 2001).

Whilst there is some evidence that the cardinal symptoms of depression as described in the
DSM appear as clusters or syndromes in many cultures, there are many other symptoms
that reflect cultural idioms of distress and “ethnophysiologies” (Kirmayer, 2002). As globali‐
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sation takes hold and a degree of cultural homogenisation takes place there may well be a
shift in these culture bound manifestations which reflect a shifting globalised perspective on
distress and the individual’s place in society. Such homogenisation may see the descriptive
nosology of the DSM adopted as the standard across cultures. As Kirmayer puts it,

“The notion that a comprehensive or complete nosology can be created without regard to culture and context can be sustained only

by adopting a reductionistic perspective that ignores the fact that human beings are fundamentally cultural beings (Kirmayer,

2005:193)”.

5. Westernisation of depression the role of “big pharma”

Given Japanese cultural views of depression, it is not surprising that Japan was not seen as a
large market for antidepressants. However, that changed in the late 1990s when drug com‐
pany GlaxoSmithKline began marketing its new SSRI, Paxil (Watters, 2010).

The campaign began with the GlaxoSmithKline convening a group of experts in cross cul‐
tural psychiatry in order to promote the concept of depression in Japan and reconceptualise
somatic symptoms and social anxieties as indicators of an illness amenable to pharmacologi‐
cal treatment (Kirmayer, 2006). One more cynical aspect of this campaign was the marketing
of depression as a “kokoro no kaze”: cold of the soul (Watters, 2010) for which the remedy
was a kind of psychic Aspirin; an SSRI.

Whilst the upshot of this campaign may well have been the treatment of Japanese people
who had hitherto been undertreated or not treated at all for depression, the subsequent drug
company community information media campaign aimed to broaden the market for SSRIs
in Japan. This was achieved by presenting depression as “…intentionally ambiguous and ill-
defined, applicable to the widest possible population and to the widest possible range of
discomforts (Kitanaka, 2006 quoted in Watters, 2010: 226)”. Whilst in no way a cynical or a
deliberate attempt to mislead, the symptoms checklists seen on the Beyond Blue website
may have a similar effect in that three or more vague discomforts of the common lot for hu‐
manity which coincide with a two week period of depressed mood are seen as “probably”
indicating depression.

The GlaxoSmithKline community information campaign in Japan may have also been aimed
to overcome another barrier to the diagnosis and treatment of depression: stigma. Again,
this may have been of benefit for some Japanese suffers of depression as stigma is a barrier
to many individuals who would otherwise seek treatment (Cross and Walsh; 2012). Dumit,
however, takes a more cynical view: “Marketers see stigma as inhibiting self recognition of
patient status and therefore reducing prescription demand (Dumit, 2005)”. Indeed Dumit
believes that differences in diagnosis between races or genders are seen by drug marketers
as an opportunity to achieve “parity”. In this way the lesser market [Japan for example] is
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seen as ‘undertreated’. Efforts to open up the market and achieve parity are characterised by
“…the funding of epidemiological studies, the introduction and invention of new languages
and the creation of websites explaininis seen by drugg the symptomatology of the condi‐
tions (Dumit, 2005:11)”. This has seen an interesting shift from previous expressions of ill‐
ness and suffering in which the patient’s experience of suffering and identification as a
sufferer took primacy over one where it is possible for the patient to be a sufferer without
knowing it. Indeed the patient may need to be assisted to develop insight into their state by
public service campaigns, drug company information, experts in the field, symptoms check‐
lists and diagnostic manuals. Objective opinion takes precedence over subjective experience.

Overall there appears to be a lowering of the threshold for symptomatic treatment of de‐
pression. For some commentators this amounts to “disease mongering” which interferes
with the individual’s coping mechanisms and culturally appropriate ways of dealing with
distress (Das, 2011).

The increasing pathologising and medicalising of human behaviour has been well docu‐
mented (Greenberg, 2010). Some see this as evidence of the rise of the medical-industrial
complex (Das, 2011) and the manufacturing of illness (and attendant cures). However, it also
brings into question notions of happiness and expectations of the human condition in con‐
temporary society.

6. A way forward

In North American/Western European societies the story of depression is illustrative of a
deeper malaise which in turn is being exported to other cultures. This malaise includes: an
uncritical adoption of a descriptive nosology of mental illness; the gradual broadening of
what constitutes mental distress; simplistic genetic and biological models of causation with
attendant simplistic pharmacological treatments.

This has had a number of consequences. The gradual broadening of the definition of mental
disorders and the lowering of thresholds for diagnostic categories has seen hitherto unpa‐
thologised human experience pathologised (Atrens, 2011). This has brought about a funda‐
mental change in expectations of what life should bring and in fundamental notions of
happiness, suffering and what it means to be human. This situation is nicely satirised by a
slogan on the T shirt seen recently: “I used to care but I take a pill for that now.’ Not only is
there change in the expectations of what constitutes suffering and the human experience,
there is another more insidious effect. If the cause of our problems resides in our biology,
our neurones and our genetics, then it is, at its core, a problem of the individual. This split‐
ting of the individual from their society and context is analogous to the focus on surface
symptoms discussed earlier. The surface symptoms of the deeper malise in our societies is
the disorder of the individual. The cure then is to treat the individual rather than explore the
part that society, culture and context plays and therefore need for social reform.

There is little doubt that the suffering and disability (and indeed mortality) caused by severe
depression needs to be alleviated wherever possible and in all cultures. It is however less
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clear that lesser forms of unhappiness, dissatisfaction or distress require a medical diagnosis
and pharmacological treatments. This is even more the case where cultural and other differ‐
ences are poorly understood. Collectivist societies (such as those commonly found in Asia
and Africa) will differ markedly in their expression of sadness and depression and will often
require a different approach to individualist societies. Nevertheless, it could be argued that
underlying issues of separation and loss are common across cultures (Leader, 2008) but the
culture then shapes the expression of the surface symptoms.

Descriptive nosologies, simplistic biological models of causation and the attendant emphasis
on pharmalogical treatments may not be helping to alleviate mental distress but may be
making it worse (Atrens, 2011).

As Kirmayer states:

Health and illness reside not just in the individual but also in networks of relationships that are culturally defined. The creation of

discrete disorders involves bracketing off social context. A comprehensive psychiatric nosology must reserve a place for human pre‐

dicaments. Rather than focusing exclusively on problems presumed to be intrinsic to the person, or even to the central nervous

system, we need to continue to develop and refine a typology of the range of human predicaments (Kirmayer, 2005:195).

Author details

Kenneth Walsh1,2 and Wendy Cross3

1 University of Wollongong, Australia

2 Illawarra Shoalhaven Local Health District, NSW and Canterbury Christchurch Universi‐
ty, UK

3 School of Nursing and Midwifery, Monash University, Melbourne, Australia

References

[1] Atrens, D. 2011. Big Pharma and the manufacture of madness. Quadrant, Jan–Feb:
50-55.

[2] American Psychiatric Association. 2000. Diagnostic and Statistical Manual of Mental
Disorders (4th ed., text rev.). APA. Washington, DC.

Depression: Classification, Culture and the Westernisation of Mental Illness
http://dx.doi.org/10.5772/54176

57



[3] Burr, J. A. & Chapman, T. 1998. Some reflections on cultural and social considera‐
tions in mental health nursing. Journal of Psychiatric and Mental Health Nursing, 5, 431
- 437.

[4] Cross, W & Walsh, K. 2012. Star Shots: Stigma, self-disclosure and celebrity in Bipo‐
lar Disorder (Chapter 10). In Barnhill, J. (Ed) Bipolar Disorder. Intech Publishing, Rije‐
ka.

[5] Das, A. 2009. Pharmaceutical industry and the market: The case of Prozac and other
antidepressants. Asian Journal of Psychiatry. 4: 14-18.

[6] Dumit, J. 2005. The Depsychiatrisation of Mental Illness. Journal of Public Mental
Health. 4(3): 8-13.

[7] Ehrenreich, B. 2007. How we learned to stop having fun. The Guardian, April 2nd.

[8] Fabrega, H. 1987. Psychiatric diagnosis: A cultural perspective. The Journal of Nervous
and Mental Diseases, 175(7): 383 - 394.

[9] Flaskerud, J. 2010. DSM Proposed Changes, Part I: Criticisms and Influences on
Changes. Issues in Mental Health Nursing, 31: 686-688.

[10] Frances, A., Pies, R., & Zisook, S. 2010. DSM5 and the Medicalization of Grief: Two
Perspectives. Psychiatric Times. 27(5): 334-340.

[11] Gaw, A. C. 2001. Concise guide to cross-cultural psychiatry. Washington, DC: American
Psychiatric Publishing Inc.

[12] Greenberg, G. 2010. Manufacturing Depression: The secret history of a modern disease.
Bloomsbury, London.

[13] Kirmayer, L. 2002. Psychopharmacology in a Globalizing World: The Use of Antide‐
pressants in Japan, Transcultural Psychiatry, 39: 295-332.

[14] Kleinman, A. (1996). How is culture important for the DSM-IV? In J. E. Mezzich, A.
Kleinman, H. Fabrega & D. L. Parron (Eds.), Culture and Psychiatric Diagnosis: A
DSM-IV perspective (pp. 15 - 25). Washington, DC: American Psychiatric Press.

[15] Leader, D. 2008. The New Black: Mourning, melancholia and depression. Penguin, Lon‐
don.

[16] Leader, D. 2011. What is Madness? Penguin, London.

[17] Levine, 2008. Depression is becoming epidemic in consumer societies. CCPA Monitor,
15(1): 36.

[18] Marsella, A. 1981. Cross-cultural research on severe mental disorders: issues and
findings. In A. Marsella & P. B. Pedersen (Eds), Cross-cultural Counseling and Psycho‐
therapy (pp. 7 -22). Pergamon, New York.

[19] Marsella, A. & White, G. (Eds.)(1982). Cultural Conceptions of Mental Health and Thera‐
py (pp. 361-389). Reidel, Boston.

Mood Disorders58



[20] MedlinePlus (2012) http://www.nlm.nih.gov/medlineplus/mentalhealth.html Ac‐
cessed September 2012

[21] Regier, D.A. 2004. State-of-the-art psychiatric diagnosis. World Psychiatry 3 (1): 25-26.

[22] Ryder, A. Zhu, X., Yao, S., Yi, J., Yang, J., Heine, S. & Bagby, M. 2008. The cultural
shaping of Depression: Somatic symptoms in China, psychological symptoms in
North America. Journal of Abnormal Psychology, 117(2): 300-313.

[23] Schulz, K. 2004. Did antidepressants depress Japan? New York Times, August. 22nd.

[24] Someya, T., Takahasi, M. & Takahasi, S. 2001. Is DSM widely accepted by Japanese
clinicians? Psychiatry and Clinical Neurosciences. 55: 437-450.

[25] Tanaka-Matsumi, J. & Marsella, A. 1976. Cross-Cultural Variations in the Phenom‐
enological Experience of Depression : I. Word Association Studies. Journal of Cross
Cultural Psychology, 7: 379- 396.

[26] Thakker, J. & Ward, T. 1998. Culture and Classification: The cross cultural applica‐
tion of the DSM. Clinical Psychology Review. 18(5); 501-529.

[27] Watters, E. 2010. Crazy Like Us: The globalisation of the American psyche. Scribe, Mel‐
bourne.

[28] Weller, S.C., & Baer R.D. (2008). Susto and Nervios: Expressions for Stress and De‐
pression. Culture, Medicine & Psychiatry 32, (3): 406-420.

[29] Whitaker, R. 2011. The Anatomy of an Epidemic: Magic Bullets, Psychiatric Drugs,
and the Astonishing Rise of Mental Illness in America. Crown Publishing, New York.

[30] World Health Organization, 1992. The ICD-10 classification of mental and behaviou‐
ral disorders: Clinical descriptions and diagnostic guidelines. WHO, Geneva.

[31] http://www.who.int/mental_health/management/depression/definition/en/

[32] www.Beyondblue.org.au.

[33] Zigler, E & Phillips, L. 1961. Psychiatric Diagnosis: A critique. Journal of Abnormal and
Social Psychology. 63(3): 607-618.

Depression: Classification, Culture and the Westernisation of Mental Illness
http://dx.doi.org/10.5772/54176

59





Chapter 4

Cognitive Behavioral Therapy (CBT) of
Depressive Disorders

Irene Lehner-Adam and Bertalan Dudas

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54200

1. Introduction

Depressive disorders belong to the most frequent psychiatric disorders in Western Europe
and the U.S.A. and are associated with high recurrence rates, high resistance to therapy,
morbidity and mortality [1-4]. Currently, depressions have a share of 6.1% in total DALYs
(DALY = Disability-Adjusted Life Year = as measure for disease burden), and thus are
ranked at the 4th place in worldwide causes of disease [4]. It is expected that unipolar de‐
pression will become the main health-related cause of death in developed countries by 2020
[5,6]. In the E.U. alone, 18.5 million people have been diagnosed with major depression [7].

Depression involves numerous personal, family-related, social and economic consequences.
Due to a high psychological burden, this disorder no longer allows the usual conduct of life;
furthermore, not only does it represent a burden on the quality of life of the affected persons
and close relatives but it is also connected to a significant economic impact. In the U.S.A. the
costs incurred by treatment, morbidity and mortality amount to 83 billion USD per year [8];
in the United Kingdom the annual depression treatment costs for adults amount to 636 mil‐
lion euros [9]. In Europe, 28 billion euros are spent on treatment of affective disorders [10].
The socio-economic costs of depression for society as a whole amount to approx. 1% of the
gross domestic product. However, the largest part of economic expenses is generated out‐
side of the health system [11] and is related to the loss of work productivity, leisure-time op‐
portunities and early mortality due to suicide [12,13].

During the past twenty years, there has not only been an enormous growth in the num‐
ber  of  depressed  patients,  but  the  selection  of  antidepressant  medication  has  been  dra‐
matically increased.  Despite  major advances in depression research and development of
new  antidepressant  substances,  the  high  rate  of  therapy-resistant  and/or  recurrent  pa‐
tients was not improved [14,15].



Although there is a general consensus that, based on evidence-based psychotherapy re‐
search in past decades, both antidepressants and psycho-therapeutic procedures are effec‐
tive for treatment of depressive disorders [16-20], psycho-pharmacological treatment still
represents first-choice therapy. However, clinical studies show that only approximately 30%
of the patients show remission after first treatment with antidepressants [21]. In case of a se‐
vere and acute depression, stabilizing the patient through medication clearly takes prece‐
dence; however, in case of slight to moderate depression (without symptoms of delusions)
the focus of treatment should initially be placed on psycho-therapeutic methods due to the
limited success of psycho-pharmacological therapy [22,23]. There is an increasing number of
patients who do not desire pharmacological treatment (pregnant women, children), or do
not tolerate such treatment due to undesired side effects and/or interactions (cancer, pain,
geriatric patients). In these cases, psychotherapy should be preferred [24-30]. Whilst psycho‐
tropic drugs act biologically, psychotherapy is effective via patient self-efficacy by changing
cognitions and behavior. To numerous depressed patients, the cause of their disorder is ex‐
plained as being a chemical imbalance that can only be treated with medication. It can be
assumed that the probability of mobilizing self-coping mechanisms in terms of fighting dis‐
orders is particularly low in this patient group. The high recurrence rate (50% within one
year after treatment) of depressed patients who received pharmacological treatment in the
past seems to support this notion [31].

Rush et al. [32] compared the effectiveness of cognitive behavioral therapy (CBT) to pharma‐
cotherapy in a group of depressed patients treated as out-patients and ascertained that CBT
is superior to pharmacotherapy. Bellack and colleagues [33] came to similar conclusion in
their study and pointed out that combination therapy - which is preferred by some research‐
ers - even shows negative results because pharmacotherapy has an inhibiting effect on be‐
havioral therapy in connection with depression. Kovacs et al. [34] showed that the
recurrence rate with behavioral therapy is significantly lower as compared to pharmacother‐
apy; CBT also shows the termination of therapy less frequently, and, after a one year follow-
up, CBT-treated patients show significantly greater favorable progress as compared to
patients with antidepressant treatment [19,35-36]. However, in-patient depression treatment
in Western Europe indicates a growing trend towards the combination of both approaches.

CBT is a scientifically founded, active, problem- and target-oriented, structured, temporally
limited psychological treatment method that shows high effectiveness against both psychiat‐
ric disorders (anxiety, phobias, compulsions, addictive disorders) and physical disorders in‐
cluding eating disorders, pain disorders and tinnitus [29,37-38]. During the past four
decades there has been a number of scientific studies supporting the significance and effec‐
tiveness of CBT in connection with affective disorders, particularly depression [17,19,39-41].

The  primary  goal  of  the  following  section  is  to  provide  an  overview  of  the  history  of
CBT as well as its clinical features and the behavior-therapeutic diagnostics of depressive
disorder. In the subsequent sections the psychological disorder models of depression and
corresponding therapeutic approaches will be explained by using clinical cases. The pre‐
sented  methods  represent  treatment  fundamentals  of  depressive  disorders  requiring  a
competent therapist.
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The specific order of the presented elements of treatment does not represent a rigid se‐
quence of treatment steps, but rather a recommendation of therapy. Certain therapeutic ele‐
ments can only be determined if the patient provides certain basic information, e.g., with
severe depression the patient is expected to activate behavioral strategies before the intro‐
duction of cognitive techniques [31]. The intensity of depression, current symptoms, cogni‐
tive levels, motivation as well as current patient problems determine the speed and the
systematic progress of therapy.

The correct duration and sequence of CBT is pivotal for successful treatment. CBT for unipo‐
lar depression requires 15 - 30 sessions [42]. In case of moderate and severe depression it is
recommended to have two sessions per week for 4 - 5 weeks, followed by weekly sessions
during the next 8 - 12 weeks and then sessions every other or every third week. Relatively
infrequent contacts are sufficient for the maintenance of therapy success. The described
strategies are performed in single-person settings but can be adapted to group and pair
therapies. The same applies to age groups: CBT proved to be successful in the treatment of
depression in children [43] as well as in aged patients [44,45,46].

2. Symptoms of depression

Depressive disorders are included in the group of affective disorders in the major classi‐
fication  schemes  (WHO  –  ICD-10,  APA  –  DSM-IV).  Affective  disorders  are  psychiatric
disorders  where  major  symptoms  include  changes  of  mood  or  affectivity.  The  mood
change is accompanied by change of activity levels in most cases (ICD-10). Although the
terms "affect", "mood" and "emotion" are defined differently in most cases, many of these
concepts  exhibit  similarities  [47-48].  Here,  affect  is  defined as  an umbrella  term that  in‐
cludes mood and emotion [49].

Feeling depressed does not particularly represent an onset of a disorder. However, depres‐
sion is more than only a temporal change of mood or short-term sluggishness. The charac‐
teristic condition of a depressed patient is most commonly represented by the following
symptoms:

Physical symptoms: Most patients with a depression suffer from sleep disturbances ranging
from problems with sleeping through the night up to constant tiredness. Decreased or in‐
creased appetite, constipation and loss of libido are also characteristic of depression. The pa‐
tient often complains of feeling of tension, coldness or diffuse pain in the head, back or
gastrointestinal tract.

Cognitive symptoms: Depressed patients feel weak and powerless, and they lose most of
their interests in people or activities they used to enjoy. These patients feel overwhelmed
and they hesitate to make decisions. Their power of concentration decreases; many patients
exhibit a decrease in cognitive performance as well. Recurrent negative thoughts are com‐
mon and may be extremely disturbing, often leading to suicide attempts.
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Emotional symptoms:  Persistent gloom, feelings of despair, hopelessness, loneliness, for‐
lornness, emotional void, anxiety, feelings of guilt and the feeling of inferiority are often
present.

Behavior-specific  symptoms:  Speaking  in  a  low-key  voice,  monotonous  language,  the
lack of eye contact, powerless or bent posture, and slow movements are characteristic of
depression. In contrast some patients can exhibit psychomotor unrest and agitation often
manifesting  in  tremor  or  ergomania.  Most  patients  retreat  to  isolation  resulting  in  de‐
creased communicative and social abilities as well as conflicts in close relationships. Dai‐
ly activities such as personal hygiene and chores are often neglected. Some patients with
depression  correspondingly  consume  large  amounts  of  alcohol,  medication  or  drugs  to
make their mood more tolerable.

3. Epidemiology and co-morbidity of depressive disorders

Point  prevalence  of  2.3-4.9%  [50-52]  and  lifetime  prevalence  between  13.3%  and  17.1%
have  been  identified  for  major  depression  in  the  general  population  [53].  Recent  stud‐
ies  estimate  that  as  many  as  40%  of  women  and  30%  of  men  suffer  from  at  least
one  episode  of  major  depression  during  their  life  [54-56].  Although  prevalence  of  bi‐
polar  disorders  is  identical  in  both  genders  in  the  western  world  [57],  dysthymia,  a
relatively  mild  form  of  chronic  depression,  occurs  almost  twice  as  much  in  women  as
compared  to  men  [53,57].  Significant  gender-specific  differences  do  not  only  apply  to
the  frequency  of  occurrence  of  depressive  disorders,  but  rather  to  their  symptoms
and  accompanying  diseases  in  adults  [58-59].  Depressive  disorders  have  also  become
more  frequent  in  children  of  less  than  11  years  of  age  [56,60,61];  meta-analysis  shows
a  prevalence  rate  of  depression  amounting  to  2.8%  in  individuals  younger  than  13
years,  and  a  rate  of  5.7%  in  persons  13-18  years  of  age  [62].  The  symptoms  are  de‐
scribed  similarly  in  both  genders  (depressed  mood,  concentration  disorder,  sleep  prob‐
lems);  only  after  puberty  can  gender-specific  differences  be  observed  [58,63].  The
prevalence  rate  of  depression  significantly  increases  with  age  and  it  is  closely  con‐
nected  to  family  status  and  socio-economic  circumstances  [64].  However,  the  highest
rate  is  present  in  25-45  years  old  married  women who have  at  least  one  child  [65,66].

Disturbances  of  affective  experience,  such  as  anxiety,  panic  disorders,  certain  personal‐
ity  disorders  and  mourning  sorrow,  often  show  co-morbidity  with  depression.  Depres‐
sive  disorders  are  most  frequently  accompanied  with  panic  disorders  (40-80%),
generalized  anxiety  disorder  (50%),  obsessive-compulsive  disorder  (3-30%),  alcohol  and
drug  abuse  (30%),  attention  deficit  disorder  and  suicide  [67-70].  According  to  previ‐
ously  published  data,  56%  of  the  patients  affected  by  serious  depression  have  at  least
one  suicide  attempt,  and  15%  of  the  affected  commit  suicide  [71].  Previous  studies
suggested  that  as  much  as  30-88%  of  suicides  can  be  linked  to  depressive  disorders
in  Europe  [72].
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4. Classification and diagnostics of depressive disorder

Currently, there are two major classifications commonly used in describing the severity of
depressive disorders. One is established by the Diagnostic and Statistical Manual of Mental
Disorders (DSM) of the American Psychological Association (APA) and the other one by the
International Classification of Diseases (ICD-10) of WHO (Table 1). The differences between
these classification systems are primarily in the number of the listed core symptoms which
should be present for at least two weeks in both classifications, and in the classification of
additional accompanying symptoms. If five of the described symptoms are present for more
than two weeks, DSM-IV refers to the condition as "major depression". If only two to three
symptoms have been simultaneously present for at least two years, DSM-IV diagnoses "dys‐
thymia". In addition to diagnosing depressive disorders, both classification systems also de‐
termine its polarity (unipolar or bipolar), course (recurrent, partially remittent or remittent)
and, depending on the number of core/additional symptoms, the degrees of severity of the
disorder (slight, moderate, severe) as well as additional symptoms (with or without psy‐
chotic/somatic/catatonic/melancholic characteristics).

According to ICD-10, at least 2 core symptoms and 2 other symptoms should be present for
the diagnosis of a slight episode; a moderate depressive episode requires at least 2 core
symptoms and 3-4 additional symptoms, and a severe episode can be diagnosed by the pres‐
ence of at least 2 core symptoms and at least 4 other symptoms with less severity.

DSM-IV (296.xx) ICD-10 (F32.xx; F33.xx)

At last 5 of the following symptoms that are present almost every day

for two weeks

at least 2 core symptoms simultaneously

that are present for two weeks

1. depressive mood

2. significantly decreased interest/joy

3. tiredness, loss of energy

4. sleeplessness/increased sleep

5. psychomotor unrest, slowing

6. significant weight gain/loss

7. worthlessness, improper feelings of guilt

8. decreased cogitation, concentration problems, decreased decision-

making ability

9. recurrent thoughts of death imagination of suicide without plan, or

detailed planning of suicide

1. depressive mood

2. loss of interest, loss of joy

3. increased fatigability

plus at least two to four of the following

symptoms:

1. sleep disorders

2. worthlessness, feelings of guilt

3. decreased concentration and

attentiveness

4. decreased appetite

5. suicidal thoughts or acts

6. pessimistic view of future

Table 1. Diagnosis criteria for major depression as per DSM IV [73] and a moderate depressive episode as per ICD-10 [74].
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These symptoms cause clinically significant impairments in the social, occupational or other
fields of life in the most frequent cases, and cannot be explained by the direct effect of phar‐
macological treatment, substance abuse, another disease or simple sorrow.

5. Brief history of CBT

In the 1950s, psychology as a scientific theory and practice underwent a major development.
During this period, the first steps of behavioral therapy (BT) were developed independently
in the USA and in England based on the knowledge gained in experimental psychology and
subsequently developed learning theories. Right from the beginning, BT was a collective
term for a variety of different therapeutic procedures. The common feature of these proce‐
dures is that, unlike personality, behavior - including cognitive, emotional and physical re‐
sponses - can be built, reduced and modified during the lifetime of the individual [75].

The roots of cognitive BT and behavioral learning theories go back to ancient times. Epicte‐
tus, a Greek stoic philosopher, who is considered one of the major influences in the develop‐
ment of psychotherapy, wrote: "Men are disturbed, not by things, but by the principles and
notions which they form concerning things". Freud (1900/1953) was the first modern-day sci‐
entist addressing the perception that symptoms and feelings are based on unconscious
thoughts. Alfred Adler [76], who was an important proponent of individual psychology,
noted that humans actually do not suffer from an experienced trauma, but rather from the
perception of personal interpretation of the event. In the beginning of the 19th century, the
phenomenological direction of philosophy had a great impact on the development of psy‐
chology and the maturation of CBT, as authors including Kant, Heidegger and Husserl es‐
tablished their theory on the control of conscious experiences [77].

The principal element of CBT, classical conditioning, is a behavioral learning theory found‐
ed by Russian physiologist I. P. Pavlov (1849-1936), stating that new and conditioned reflex‐
es can be added to natural, mostly inherited, unconditioned reflexes by means of learning.
Based on the knowledge of classical conditioning it is also possible to generalize or erase be‐
havioral patterns [78]. John B. Watson, who is considered to be the founder of classical be‐
haviorism, described mental processes, e.g. thoughts, as responses to the autonomic nervous
system on external stimuli, and he attempted to explain behavior on the basis of conditioned
reflexes described by Pavlov. He wrote: "Give me a dozen healthy infants and I will train them to
become any type of specialist I might select" [79].

Contrary  to  classical  conditioning,  operant  conditioning  theory  stated  that  spontaneous
behavior is promoted or inhibited by the consequence that follows. In the 1950s, Burrhus
Frederic Skinner further developed the concept of  operant or instrumental  conditioning.
Skinner's  approach was to  positively or  negatively impact  behavior  by means of  subse‐
quent consequences. Based on this theory, behavior is supported by positive consequen‐
ces,  while  negative  consequences  result  in  reduction  or  deletion  of  certain  behavioral
elements.  This concept corresponds to an S-R-C model,  with a stimulus (S)  followed by
the response (R), and the consequences (C). The S-R-C model is considered to be one of
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the crucial elements of CBT even today [80]. The 1950s were also significantly influenced
by the work of Mowrer (learning theory, 1947) and Dollar & Miller [81; 82], who created
the first therapeutic models.

Initially, BT gave a very mechanistic idea of the human mind. Consciousness psychology
limited itself to the externally observable human behavior and was based on the idea that
such behavior could be shaped by environmental influences without taking genetic circum‐
stances into consideration. Thus, the fundamental statement of BT was that behavior is
learned by learning processes, and thus, incorrect behavior can be unlearned while desired
behavior can be acquired by learning.

In the 1960s, as part of the so-called cognitive change, thoughts, emotions and attitudes pro‐
gressively moved to the focus of CBT as principal approaches for explanation and treatment.
One of the major sources of this paradigm shift was the integration of cognitive techniques
in CBT; consequently, CBT became a valuable tool focusing primarily on strengthening the
patient’s independent ability to solve problems. The cognitive method described first by
Beck addresses negative modes of thoughts and the resulting schemes as the source of psy‐
chiatric disorders [77]. The emotion theory of Schachter and Singer [83] was followed by the
A-B-C concept by Albert Ellis, the father of the rational-emotive therapy, determining that
emotions are triggered by interpretation the current situations. Consequently, by changing
the attitude and perception of the event, the emotion/mood can also be altered [84]. In addi‐
tion to Beck and Ellis, the second wave of BT was also influenced by authors including Ja‐
cobson, Eysenck, Wolpe, Bandura, Lazarus, Meichenbaum and Ullrich, whose concepts of
model learning, relaxation exercises, stress management, self-instruction and self-assurance
training complemented the various methods of CBT.

From  the  70s  until  today,,  behavioral  therapy  has  been  subject  to  substantial  develop‐
ment  based  on  emotion-focused  approaches,  methods  of  self-regulation  and  training  of
specific  skills,  including Dialectical  Behavior Therapy (DBT; [85]),  Acceptance and Com‐
mitment  Therapy  (ACT;  [86]),  Cognitive  Behavioral  Analysis  System  of  Psychotherapy
(CBASP;  [87],  Mindfulness-Based  Cognitive  Therapy  (MBCT;  [88]),  Positive  Psychology,
[89] and Scheme Therapy [90].

In contrast to the psychoanalytical approach, CBT does not perceive psychiatric disorders as
consequences of suppression or expression of mental conflicts, but rather as consequences of
maladjusted attitudes and errors in reasoning expressed through disturbed behavior. Thus,
the disturbed behavior itself represents the problem that requires changing as a response to
certain conditions.

Behavioral therapy offers an approach to enhance the patient’s own capacities. Its primary
objectives include, amongst others, making the patients aware of counterproductive atti‐
tudes and disturbing thought patterns. These goals are identified via learning processes per‐
formed in the therapeutic situation and then modified step by step until the adequate
behavior is generated. In the therapeutic process, the relation of therapist and client repre‐
sents a pivotal factor. At the onset of therapy, the therapist offers a particularly high amount
of support by helping clients with identification and solving their problems, and then in‐

Cognitive Behavioral Therapy (CBT) of Depressive Disorders
http://dx.doi.org/10.5772/54200

67



creasingly delegating responsibilities and correspondingly promoting the patient’s ability to
solve problems as well recognizing processes that eventually lead to self-determination and
social competence. As Hautzinger stated: "The current level of CBT is based on the scientific re‐
sults of years of therapy studies in the USA as well as Great Britain, Germany and Australia, and
finally is the result of a productive development of the originally highly behavioristic stimulus-re‐
sponse approach into an explanatory approach of psychiatric disorders, which also includes internal
processes such as cognitions and emotions." [41].

6. Diagnostics of depressive disorders in behavioral therapy

Behavioral therapy intends to change problematic behavior by applying therapeutic meth‐
ods. Disturbed behavior should be described precisely in order to enable differentiated use
of these methods.

Despite the fact that clinical-psychological diagnostics is focused primarily on the collection
of personality characteristics preferably across time and situation by means of clinical-psy‐
chological testing procedures, precise descriptions and quantification of behavior started on‐
ly towards the end of the 1960s [91]. The diagnostics of depressive disorders in behavioral
therapy is based on:

6.1. Criteria diagnostics (ICD-10, and DSM-IV; DSM-V as of May 2013)

Test-psychological diagnostics by using self-assessment and external assessment scales (e.g.
BDI - Beck Depression Inventory [92]; HAMD – Hamilton Rating Scale for Depression [93];
MADRS – Montgomery Asberg Depression Rating Scale [94]; and structured clinical inter‐
views, (e.g. CIDI - Composite International Diagnostic Interview [95]; SCID – Structured
Clinical Interview for DSM-IV Axis 1 Disorders [96]; ADIS – Anxiety Disorders Interview
Schedule for DSM-IV [97]; IMPS- Inpatient Multidimensional Psychiatric Scale [98].

Special procedures may gather additional psychopathologic symptoms on cognitive and
motivational levels such as helplessness and hopelessness as well as on somatic, motor and
interaction levels.

6.2. SORCK model of behavioral analysis

As a detailed description of behavioral-therapeutic diagnostics would exceed the scope of
this chapter, we limit ourselves to a brief presentation of the SORCK model. Problem analy‐
sis is based on Skinner's learning theory and represents a diagnostic process crucial in be‐
havioral therapy. Problem analysis connotes that the human behavior is controlled by
preceding (triggering) and succeeding conditions. This represents the first components of
the behavioral-diagnostic SORCK model: S-O-R-C = Stimulus – Organism - Response – Con‐
sequence. These conditions should be modified during therapy by using various methods
[99]. Thus, behavioral diagnostics gather the patient’s responses during various situations of
life as well as from the maintaining conditions and the cognitive schemes conditional to
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problems. Then the patient’s own coping efforts are determined, followed by the identifica‐
tion of the method that can be used to alter the disturbed behavior.

6.3. SORCK model of behavioral analysis

The first step of behavioral analysis is to describe in detail the problematic behavior or re‐
sponse (R) with regard to its topography, intensity and duration [100]. Topography/intensi‐
ty refers to the cognitive, emotional, physiological and motor components of the symptoms
[101]. Frequency is to determine whether an actually proper behavior occurs too rarely (e.g.
communication with autistic persons) or too frequently (e.g. obsessive washing), if the be‐
havior is dysfunctional (anxiety in a department store), or if there is a complete lack of the
particular behavior.

In the next step, the conditions preceding the disturbed behavior - the so-called triggering
situations (S) - and the subsequent conditions - the so-called consequences (C) - are deter‐
mined. Kanfer and Saslow [102] expanded the SRCK models proposed by Lindsley [103] by
adding the variable "O" (“Organism” meaning biologic conditions of behavior). This in‐
cludes relatively permanent (e.g. brain damage) and short-term functional disorders (e.g.
consequences of increased alcohol consumption) [99]. According to Lindsley, every stimulus
or situation (S) is followed by a response (R), correspondingly resulting in behavior-sup‐
porting or behavior-penalizing consequence (C) and a contingency (K) as long as the conse‐
quences follow the behavior. The above described SORCK model has been a subject of
further development within the scope of the diagnostic process and has been complemented
by the determination of dysfunctional thoughts controlling the behavior.

This model differentiates four types of consequences [104]:

C+ (positive reinforcement)

C- (direct punishment)

�+ (indirect punishment by omitting positive reinforcement)

�- (negative reinforcement by omitting direct punishment)

During problem analysis the therapist may collect sufficient information to formulate the in‐
tended objective together with the patient.

7. Psychological generation models of depressive disorders

Depressive disorders  are  characterized by a  multifactorial  pathogenesis.  Thus,  above all
psycho-social  factors  (such as  stresses  and strains,  role  conflicts,  lack of  social  support),
biological  factors  (genetic  predisposition,  neuroendocrine  regulation),  personality  factors
(introversion,  inclination  towards  melancholy,  “typus  melancholicus”,  etc.),  outside  fac‐
tors  (deprivation  of  light,  etc.)  as  well  as  traumatic  events  all  may  play  an  important
role. Detailed discussion of these factors would certainly exceed the scope of the present
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chapter;  therefore,  in this  section we focus primarily on the three psychological  genera‐
tion models as these are mainly relevant for behavior-therapeutic treatment.

The hypothetical causes of generation and maintenance of a depressive syndrome that can
be effectively treated with behavioral therapy are linked either to the behavior or the cogni‐
tion of the patient.

7.1. Cognitive models

7.1.1. Cognition-theoretical explanation model according to Beck

According  to  the  cognition-theoretical  explanation,  the  basis  of  each  depressive  devel‐
opment  is  represented  primarily  by  cognitive  dysfunction;  the  thinking  pattern  of  the
depressed  patient  is  characterized  by  logical  errors  such  as  selective  perception,  ran‐
dom  drawing  of  conclusions,  exaggerations,  etc.  Negative,  burdensome  life  experien‐
ces,  which  manifest  themselves  as  cognitive  schemes,  are  triggering  conditions  leading
to  dysfunction  by  developing  a  set  of  negative  perceptions  (also  called  "cognitive  tri‐
ads”;  [77])  regarding  the

• identity ("I am of no worth")

• environment ("nobody loves me; everybody is against me")

• future ("there is no point, nothing will improve").

The  cognitive  triad  forces  the  depressed  individual  to  deal  with  irrational  negative
thoughts that are plausible to him/her over and over again. The patient experiences these
thoughts  as  being  automatic,  intractable,  persistent  and  unintended.  Such  thoughts  are
always  about  topics  such  as  hopelessness,  low  self-esteem  or  suicide.  Beck  holds  this
cognitive disorder responsible  for  all  psychiatric  features  of  depression.  Depressed indi‐
viduals usually aim very high and believe that the world always imposes insurmounta‐
ble  obstacles  for  them.  They  tend  to  make  their  own  deficits  or  low  level  of  ability
responsible  for  unpleasant  experiences.  Thus,  one of  the  primary goals  of  therapy is  to
teach  the  patients  that  in  addition  to  their  first-person  observation  (usually  actually
based on self-contempt),  there  are  other  principles  of  self-control  such as  self-reinforce‐
ment.  Depressed  individuals  show  the  tendency  to  consider  their  thoughts  as  being  a
given  fact  without  cross-checking  them  with  reality.  When  following  this  theoretical
model,  the  searching,  questioning  and  modifying  of  automatic,  unperceived  thoughts  -
i.e.  the basic attitude of the patient characterizing his/her behavior,  emotions and think‐
ing - will become the primary objective of therapy as detailed in section 8.3.

For the sake of completeness, it should be mentioned that some authors regard cognitive
dysfunctions as being consequences and not the causes [105]. Tringer describes this theo‐
ry as the theory of “uniform structure” (depressive-cognitive structure – DCS; [106]).
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7.1.2. Irrational beliefs according to Ellis

The concept of  Ellis  regarding the generation and maintenance of  depressive symptoms
[107] is very similar to Beck's concept. Ellis assumes that irrational thinking will result in
psychiatric  disorders  and  that  both  rational  and  logical  thinking  can  be  learned,  corre‐
spondingly resulting in reduction of psychological stress. The main purpose of cognitive
therapy according to  Ellis  is  also  the  change of  cognition and irrational  beliefs  (section
8.3),  correspondingly  changing  emotions  and  disturbed  behaviors.  According  to  Ellis'
theory,  emotions  develop  as  a  result  of  highly  distorted  attitudes  and  assessments  ac‐
companied by severe physical reactions and often trigger negative actions by the affected
person due to past  experiences.  These emotions are often maintained by means of  talk‐
ing to oneself (soliloquies; [107]).

7.1.3. Learned helplessness as per Seligman

If  events  are  deemed to be uncontrollable  (i.e.  if  self-behavior  and its  consequences  are
perceived independently from each other within the environment) and this perception is
generalized, the individual gets into the stage of "learned helplessness",  a term invented
by  Martin  E.  P.  Seligman in  1967.  According  to  Seligman,  depression  is  co-induced by
feelings  of  helplessness  that  follow  apparently  uncontrollable,  unpleasant  events.  The
causes a person attributes to the event are decisive for the experienced controllability of
the events.  In 1978,  Abramson,  Seligman and Teasdale modified the helplessness model
and included into their system an attribution style determining how the non-controllabil‐
ity of situations is processed. In this system, attribution styles are categorized as internal
vs.  external,  global  vs.  specific,  and  stable  vs.  instable.  Internal  attribution  is  based  on
the  assumption  that  the  cause  of  personal  helplessness  is  within  the  individual  itself.
Thus, this dimension is also responsible for decreased self-esteem. Global attribution rep‐
resents  a  rather  general  description of  the  causes  of  non-controllability;  specific  attribu‐
tion  is  limited  to  well-describable  elements.  The  stable  attribution  style  includes
persistent  and/or  recurrent  uncontrolled  conditions  and  may  result  in  chronic  helpless‐
ness. According to Seligman, depressed patients interpret failures internally, soundly and
globally  (e.g.  "I  am stupid").  In  contrast,  success  is  attributed  to  external,  unstable  and
specific causes ("the good grade was by accident" or "this task was not difficult  at  all"),
resulting in feelings of helplessness, and eventually leading to depression [108].

Based on this theoretical model, the first step of therapy is to identify the attribution style of
the depressed patient. Then, cognitions should be carefully examined in order to reveal the
degree of reality, followed by an attempt to re-attribute them in order to alter the basic atti‐
tudes (section 8.3).

7.2. Learning and behavior-theoretical models

While the cognitive models state that the conscious change of cognition will alter behavior
and the experience, behavior-theoretical models assume that the change of behavior will
modify cognition and mood.
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7.2.1. Reinforcement model according to Lewinsohn

According to Lewinsohn, depressive disorders are generated as a consequence of the loss of
positively reinforcing feedback from close environment. This model is connected to operant
learning theory and based on the following assumptions:

• A low rate of behavior-contingent positive reinforcement has a triggering effect on de‐
pressed behavior and maintains depression.

• The total amount of positive reinforcers depends on three factors: (1) the scope of poten‐
tially reinforcing events and activities; (2) the quantity of reinforcers available at a certain
point in time; and (3) the repertoire of the individual behavior to receive reinforcers.

• Reduction of the usual positive reinforcers results in reduction of activity, corresponding‐
ly resulting in depressed mood, which in turn leads to increased avolition (lack of motiva‐
tion to pursue meaningful goals) that further decreases normal activity and reduces the
effect of positive reinforcers. In the course of time, the ability of positively interpret the
reinforcers may significantly decrease due to the lack of "training". This will correspond‐
ingly trigger a vicious cycle, a downward spiral [109].

The depressed behavior will also be maintained and positively reinforced, at least in the
short term, by social attention. Attention is usually paid to those complaining. However, the
social reinforcement of the depressive symptoms may also turn against the depressed per‐
son; individuals that complain a lot will eventually be avoided, leading to more frequent
complaining and correspondingly being avoided even more.

This theory can be utilized in crucial therapeutic approaches, i.e. promotion of activity level,
increase of positive behavior-contingent reinforcers, reduction of depression-promoting ac‐
tivities (section 8.1) and the augmentation of certain social abilities (section 8.2).

7.3. Integrative models

Integrative  models,  as  the  term  indicates,  integrate  both  approaches  mentioned  above
(cognitive  and  behavior-theoretical)  and  assume  that  depressive  symptoms  are  condi‐
tioned both by dysfunctional cognitions as well as by reduction of the activity rate [41].
According  to  this  model,  behavior  and  cognition  are  in  complex  interaction  with  each
other.  Depressed patients sees themselves as being a good-for-nothing due to their own
passivity  and  listlessness.  This  negative  self-perception  (cognition)  contributes  to  a  fur‐
ther  reduction  in  activity  rate  (behavior),  thus,  further  promoting  negative  self-opinion.
When increasing their activity rate (behavior),  patients will  see that their mood will  im‐
prove and their thoughts will change.

More  recent  multi-factor  models  [110,  111]  extract  six  significant  factors  contributing  to
the generation and maintenance of depressive disorders (triggering events, vulnerability,
increase  of  self-attentiveness,  aversive  conditions,  disturbed  automated  behavioral  pat‐
terns,  and dysphoric  prevailing mood).  Moreover,  the  interpretation of  this  explanatory
model can yield the three major pillars for depression therapy – support of pleasant ac‐
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tivities  (section  8.1),  change  of  dysfunctional  cognitions  (section  8.3)  and  social  compe‐
tence training (section 8.2).

8. CBT in depressive disorders

Since depression is a multi-factorial disorder, its treatment requires a multi-factorial ap‐
proach. In addition to the stabilization of the patient during a severe acute episode or in case
of slight to moderate depression addressed by chemotherapy, psychological approaches are
increasingly utilized. Cognitive and behavior-therapeutic techniques are applied depending
on the basic theoretical model described above, on the severity of depression and on present
problems. Therapy is based on the identification and elimination of disorder-triggering and
disorder-maintaining factors in the patient’s behavior or cognition. Treatment also has an in‐
direct influence on emotional, somatic and motivational effects of the disorder [41].

CBT integrates behavior-modifying and cognitive techniques. Therapy of depression with
CBT is based on three principal pillars:

• building up daily activities (section 8.1);

• training of social competencies (section 8.2); and

• cognitive techniques (section 8.3).

The chapter at hand provides a collection of cognitive behavioral therapeutic strategies that
can be utilized in the treatment of depressive disorders. There is a common consensus that
the first therapeutic step is to increase the activity level of the unmotivated patient; after an
increase in activity, the therapeutic effort can be focused on dysfunctional thoughts and low
self-esteem of the patient by introducing cognitive techniques. However, the sequence of the
presented methodical steps should be considered as suggestions for therapy only, and ad‐
dressing the individual problems and requirements of the patient should remain a major fo‐
cus during course of therapy.

8.1. Building-up daily activities

Most depressed patients reduce their activities dramatically; they seldom participate in en‐
joyable activities and they usually withdraw themselves into isolation. These patients lose
valuable social relationships and also deprive themselves of the possibility of having posi‐
tive experiences. Such pathological processes often result in a vicious circle; the loss of pleas‐
ant events (positive reinforcement) increases depressed moods, tiredness and listlessness,
consequently leading to the loss of ability and motivation to engage in activities and in isola‐
tion from the rest of the society. Paradoxically, depressed patients justify their self-isolation
by the fact that their activity is useless and they only represent a burden to other people.. As
a result of this attitude they reduce activities they used to perform in the past without any
problems, and even if they start an activity, they will not finish it due to the lack of belief in
a successful outcome [31].Thus, building up of activities that have a positive reinforcing ef‐
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fect on the patient (pleasant activities) and creation of a daily structure remains the first ba‐
sic step of behavioral therapeutic treatment.

When the connection between maintaining a balanced activity level and self-controlled man‐
agement of depression symptoms depression is established, the patient becomes conscious
of the relationship between activity/passivity and mood. On the other hand, based on the
basic principles of learning, the consequences of behavior have a significant impact on the
frequency of repetition of these particular activities in the future, and consequently, activi‐
ties with pleasant consequences will be performed more frequently in the future as com‐
pared to activities with unpleasant consequences. The principle of reinforcement can be
systematically used to modify the patient’s behavior and to introduce new elements of be‐
havior. Active build-up of daily activities improves one’s mood; a positive mood will con‐
tribute to pleasant activities and thus the vicious circle is broken. Furthermore, patients will
be aware of the feeling of being able to actively control their own life.

In the initial part of the therapy the theoretical background of the concept of reinforcement
as well as the importance of therapeutic exercises at home between individual sessions is ex‐
plained to the patient. For successful treatment it is extremely important that the affected
person understand that activity/passivity and mood are interacting factors. Depressed pa‐
tients usually spend a lot of time with unyielding, empty activities such as speculation or
activities that are absolutely necessary (cleaning, laundry), but don’t have any positive rein‐
forcing effect and/or are not pleasant. A low activity level suppresses mood and forces the
patient to retreat even more to a passive attitude, correspondingly reducing the probability
of having positive experiences (i.e., lack of positive reinforcers). The reduction in frequency
of pleasant experiences leading to increasingly suppressed mood eventually results in pas‐
sivity and self-isolation. However, this downwards spiral can be reversed by systematically
emphasizing that performing pleasant activities generates a positive mood and also increas‐
es the probability of planning further activities [41].

Depressed patients often report that they feel like they are in a continuous pointless and
meaningless condition. According to Beck and colleagues [31], the most important purpose
of the activity-increasing exercises is to give a structural content to the time spent in order to
reduce the feeling of aimlessness. Recording the daily activities is crucial and often demon‐
strates the distorted cognition of the patients stating: "I have not done anything the whole day."

The building up of activities is usually done gradually, in small steps by interrupting the
patients'  passivity  and achieving a  proper  activity  level.  In  the  first  step,  the  patient  is
asked to systematically observe his/her usual  daily activities  during the week.  By using
"activity diaries", the activities are recorded along with the associated mood. First-person
observation is an important BT technique as it enables both the therapist and the patient
to  consciously  observe  a  change  in  the  patient’s  condition,  eventually  resulting  in  the
identification of depression-supporting behavior that can be corrected by therapy. By uti‐
lizing this method, patients learns to observe himself/herself and to associate activity lev‐
el and the emotions; this provides momentum to the next step, i.e.  the targeted increase
of the positive activities.
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Below there is an example for an activity diary filled in for three days, based on the research
of Hautzinger [41]. For recording the mood and the attitude, the scale -5 to +5 is commonly
used, with 0 being neutral mood, - 5 being severest negative mood and + 5 being highest
positive mood.

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

9 am -

11 am

Awake since 5 am,

still in bed

(-5)

Awake since 6 AM,

breakfast in bed (-4)

Awake since 4 AM

(-5)

11 am -

1 pm

Bathroom,

breakfast ( -2)

Cleaning, ironing

( -1)

Fallen asleep

(-4)

1 pm -

3 pm

Sofa, TV (-2) Lunch with

granddaughter (+2)

Eating

(0)

3 pm -

5 pm

Visit of a colleague

(+1)

Shopping, snoozing

in bed

(0)

Sofa, TV

(-2)

5 pm -

7 pm

Dinner, TV (0) Sofa, TV

(-3)

TV in bed, no

hunger (-4)

7 pm -

9 pm

Bed, speculating

(-4)

Bed, speculating

(-4)

TV in bed

(-5)

9 pm -

11 pm

Bed, speculating

(-4)

Fallen asleep Speculating until 2

am

(-5)

Table 2.

In the following therapy session, the weekly plan is assessed by the therapist and the con‐
nection between the activity and corresponding mood is explained to the patient by using
personal examples.

Example. Therapist: “Let's have a look at Wednesday and Thursday. I see that your mood on Wed‐
nesday at 1 pm was much worse as compared to Thursday. Do you have any idea why there is such a
difference?”

In the second step, a list of activities generating positive mood is created together with the
patient. Then the patient attempts to integrate as many activities as possible from this list
into the next weekly plan. This individual list is also used as a collection of potential rein‐
forcers as therapy progresses [41].

At the next stage, an activity plan for the whole next week, including activities that the pa‐
tient wants to perform, is created together with the therapist. This time the schedule is more
detailed and includes information regarding the place and the people associated with posi‐
tive activities as well as the corresponding mood.
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Some patients may voluntarily participate in some activities without enjoying them. This
may be due to the fact that 1) they did not perceive these activities as being pleasant even
before the depressive episode; 2) negative cognitions suppress any feelings of happiness; or
3) these feelings are disregarded selectively [31]. The exercise described above helps the pa‐
tient to experience happiness again.

The activities should be defined by the patient (important for intrinsic motivation); the
therapist may support the patient’s objective by requesting activities enjoyed in the past
and/or by using a pre-defined list of pleasant activities [41,112]. Many depressed patients
feel that they are not able to perform a particular activity. This should be accepted by the
therapist; however, the therapist should motivate patients to perform minor activities and
explain to them that since passivity has been of no help in the past, another strategy should
be tried. Cognitive testing (imaginative exercise) of certain activities is a good compromise
with highly unmotivated patients.

After successfully performing the activities defined as in the daily or weekly plan, the pa‐
tient then records the mood changes in the diary. It is particularly important to schedule ac‐
tivities that are not performed alone in order to maintain social contacts and improve social
skills (described in the next section).

When in a negative mood, depressed patients tend to set unrealistically high expectations
for themselves; therefore, often they won’t even start the activity because of fear of failure.
Consequently, if they do not achieve a particular goal, they attribute the lack of success to
their own inability. Often patients start an activity but won’t finish it. An activity started but
not completed is regarded as a failure by the patient. Therefore, the therapist's task is to
make patients understand that it is unlikely that they will be able to perform as originally
planned and that even an attempt is much better than doing nothing; additionally, it is im‐
portant to emphasize that completing an activity depends both on external factors (weather,
other people’s availability, etc.) as well as internal factors (concentration, fatigue).

Objectives of these activities are generally based on the SMART principle [113]:

Specific: concrete goals in writing

Measurable: achieving the objective should be verifiable

Action-oriented: concrete acts of realization

Realistic: achievable goals that are attractive, challenging, but not scary

Time-bound: setting a definite time frame

Examples for setting of objectives [41]:

Example 1. Objective: I want to look more attractive.

First,  the  patient  should  provide  a  definition  of  attractiveness.  Activities  for  achieving
this objective are integrated into the weekly plan, e.g. going to the hairdresser, participat‐
ing in a make-up class, going to the gym, performing sports (which?), buying more tren‐
dy clothes, etc.
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Example 2. Objective: I want to have more contact with friends.

Activities for achieving this objective: inviting friends for dinner, planning an evening with
friends at the movie theatre, inviting friends for a game night, doing sports together with
friends etc.

Example 3. Objective: I want to learn a foreign language.

Activities for achieving the objective: get language books, get a private teacher, take a lan‐
guage class, go abroad, etc.

Introduction of positive reinforcers

The patient  needs to learn how to deal  with unpleasant  experiences.  During the course
of therapy, the patient needs to understand that certain not very pleasant activities may
actually  be  fun  and  satisfactory.  However,  additional  reinforcers  need  to  be  integrated
into weekly activity plans in order to achieve this goal. The patient must learn that some
activities  have direct  pleasant  consequences  but  will  have negative  consequences  in  the
long term. In contrast, some activities have immediate unpleasant consequences but posi‐
tive effects in the long term. The problem is that patients suffering from depression tend
to  have  a  short-term view on  things  and therefore,  as  therapy  advances,  activities  that
are less pleasant in the short term but have positive effects in the long term need to be
integrated into the weekly plan. Following each activity the patient will record the asso‐
ciated  mood  and,  even  more  importantly,  the  reward  after  successful  performance  of
each activity  (from the  individual  list  of  pleasant  activities).  A positive  reward for  suc‐
cessfully  performed  but  less  pleasant  activities  will  increase  motivation  to  start  an  un‐
pleasant  activity  with  unpleasant  short-term  but  pleasant  long-term  consequences.  The
reward or reinforcer becomes the source of positive emotions.

Example 1: A depressed, short-sighted female patient has a counseling interview with an
ophthalmologist who can offer laser treatment to improve her short-sightedness. This inter‐
vention would give her the opportunity, in the long term, to get rid of her glasses that have
highly affected her self-esteem since childhood. In the short term, scheduling an appoint‐
ment and surgery are connected to aversive emotions. In case of this successfully performed
activity (i.e., if the patient actually participates in the counseling interview), she should re‐
ward herself immediately (e.g. by buying a new book, a blouse, or a new perfume she has
wanted for a long time).

Example 2: A depressed, 30-year old female patient wants to get her driving license in order
to be more independent of her husband. The upcoming driver's course (which she already
postponed three times) is connected to aversive emotions, costs money and also occupies
free evenings. However, in the long term, the patient could move more freely and her self-
esteem would increase as well. She could reward herself after each unit of the course.

Example 3: Identifying and correcting depression-supporting behavior. The patient wakes
up every morning at 10 a.m., has breakfast in bed, does not leave bed but instead watches
TV or doesn’t think about anything specific. During her therapy session it is agreed that she
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will get up at 8 a.m., has breakfast in the kitchen and then takes a short walk outside for at
least half an hour. In this case, depression-supporting behavior has been replaced by posi‐
tively perceived activities.

8.1.1. Euthymic therapy

Parallel to the modification of the problematic behavior, it is recommended to develop a
cognitive, physiologic and motor behavioral repertoire that corresponds to positive expe‐
riences and utilizes the elements of  so-called euthymic therapy.  During this therapy the
patient again learns to consciously enjoy positive experiences without negative emotions.
The emphasis is on being happy without any remorse, since most depressed patients feel
that  they  do  not  get  and  do  not  deserve  anything  positive  out  of  life.  Consequently,
these  patients  will  do  anything,  usually  subconsciously,  to  block  out  positive  experien‐
ces.  Euthymic  therapy  was  used  with  great  success  during  the  treatment  of  depressed
patients  in  the  Psychiatric  Clinic  in  Mannheim,  Germany,  in  the  1980s;  since  then  the
method has  also  been used to  treat  other  psychiatric  disorders.  During therapeutic  ses‐
sions patients learn to focus their attention on sensory perception and consciously enjoy
various visual,  auditory, tactile,  gustatory and olfactory stimuli according to the instruc‐
tions  of  the  therapist  and in  order  to  learn  to  focus  on and enjoy  the  present  moment
[114].  This  therapy  eventually  increases  patient  self-confidence  and  self-perception.  The
learned pleasant  experiences  can be  utilized during daily  activities  by developing a  list
of pleasant experiences the patient mentioned during sessions.

8.1.2. Happiness diaries

The use of so-called “happiness diaries” has proved to be extremely successful in depres‐
sion therapy. At the end of the day patients should review their daily activities and re‐
cord the  ones  they enjoyed and their  corresponding positive  thoughts  and events.  This
method  is  based  on  “positive  psychology”  according  to  Seligman  [89].  With  this  ap‐
proach happiness in life depends on conscious optimistic perception that can be learned
through  practice.  Happiness  diaries  play  two  pivotal  roles  in  the  treatment  of  depres‐
sion.  The  first  role  is  consciously  focusing  on  positive  experiences  in  the  present.  The
second role of happiness diaries is particularly useful when the patient’s mood is low. In
this case the patient can replay former positive experiences. Since the imagined situation
triggers similar physiological processes to the ones that were induced by real events, this
method can dramatically improve the patient’s mood.

8.2. Social competence training

Introduction to this method

In psychology, social competency has become a very frequent term that is only rarely de‐
fined in a clear manner.  This term subsumes abilities  and skills  such as self-confidence,
enforcement  of  desires,  denial  of  requests,  emotional  freedom,  assertiveness,  socializing
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and  cultivating  contacts,  communication  skills  etc.  [115].  While  Wolpe  and  Salter  state
that social problems are the result of inhibiting personality characteristics [116,117], Laza‐
rus  indicates  that  these  problems  may  be  rooted  in  incorrectly  learned  social  behavior
[118].  Ullrich  de  Muynck and Ullrich  [119]  complemented these  theories  with  cognitive
variables such as the attitude towards oneself  and social  perceptions.  They define social
competence  as  “self-confidence”  that  includes  recognizing  and enforcing  the  needs  and
demands of the individual [120].

Therapeutic examination reveals that depressed people often organize their interpersonal
interactions in an impeding manner.  They complain constantly,  hide their positive emo‐
tions, look for contacts with others less actively, are more sensitive to criticism and rejec‐
tion,  do  not  or  only  improperly  support  their  own  opinion,  and  lack  confidence  and
assertiveness.  These  interaction  characteristics,  combined  with  unfavorable  non-verbal
communication forms such as a quiet voice, bent posture, infrequent eye contact, may re‐
sult in social isolation. Often patients are faced with painful experiences in the beginning
of behavioral  therapy when experiencing drawbacks in interpersonal interactions during
new daily activities.

Example 1: Mr. F. visits an old friend for an evening of games as part of his BT activity plan‐
ning. Although he is very happy about having been invited he keeps complaining about his
bad health so that the other guests soon stop talking to him. Mr. F. feels hurt and decides
that he will never participate in such an activity again. The lack of positive reinforcers in this
case result in the generation of continued problems with social interactions and make indi‐
viduals socially isolate themselves as their depressed mood is sustained.

The objective of social competence training is to support the patient’s self-confident behav‐
ior. During the course of therapy patients learns to properly communicate, to state their
wishes, opinions and positive emotions, to use services offered by others, to develop prob‐
lem-solving skills, and to understand the connection between mood and self-esteem.

8.2.1. Performance of social competence training

Practicing social competence includes several methods that are based on teaching socially
expected behavior via modelling and role play. Social competence is composed of skills that
include, among others, self-confident behavior, problem solving and communication com‐
petencies, the ability to express one’s own wants and feelings, and proper reaction to criti‐
cism. It has been previously reported that practicing certain behavioral sequences (behavior
rehearsal) as well as role plays help to create and maintain socially competent behavior
[121]. After explaining the social problem to the patient, a realistic role play situation is de‐
signed and verbal (expression, volume), non-verbal (mimic), interactive (such as active lis‐
tening) and motor components (posture, etc.) of the proper behavior are determined [122].
Following the initial analysis of the strengths and weaknesses of the patient's behavior, the
desired outcome of the situation is identified together with the participation of the therapist,
and the problematic situation is practiced with any required corrections within the thera‐
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peutic setting until the required behavior is achieved. Then the learned behavior is transfer‐
red to everyday situations and tested regularly.

Example 1. Mr. M. works as salesperson at a DIY store. Due to his depressive disorder he
has problems approaching customers. Most of the time he is alone in the corner of the store
and only helps customers who approach him. The objective of the training is to achieve self-
confident active behavior [41].

In the first behavior-therapeutic role play, the therapist takes the role of the customer and
Mr. M. plays his own role as the salesperson. The therapist observes the strengths and weak‐
nesses of the patient. Mr. M. approaches the customer but maintains a distance, stops with
his side facing towards the customer and talks to the customer in a quiet voice. At the end of
role play the therapist gives feedback to Mr. M. First, the therapist describes the positive as‐
pects of behavior.

Therapist: “Being a customer, I felt welcome because you actively approached me and asked if I need
any help.” Then the therapist focuses on the behavioral deficits of the patient observed dur‐
ing the role play. Therapist: “During the second role play, could you try to speak louder and estab‐
lish eye contact with me? If you stand closer, the customer would feel that you have the motivation
and desire to help him.”

Prior to the role play the therapist explains the verbal and nonverbal aspects of a self-confi‐
dent behavior (eye contact, relaxed posture, articulate speech, etc.) and emphasizes the im‐
portance of repeated positive self-instructions (“I will succeed”, “I have a right to do this”,
“I will be convincing”, etc.). After the play it is crucial to acknowledge the enthusiasm and
the progress of the patient; it is also important to emphasize that the learning process takes
time and effort.

Example 2. Ms. F. is a part-time worker at an office, where she shares a desk with a collea‐
gue (who works on alternate days). When Ms. F. does her work at the office, her 2-year old
son stays with her mother-in-law. Ms. F. has problems in the following areas and describes
them as follows: As Ms. F. uses the desk together with her colleague, it often happens that
there is no paper in the printer, the stapler is empty, markers are open and dried out, and
there are empty paperclip boxes and non-filed invoices on the desk when Ms. F. arrives. Of‐
ten she has to start by organizing the desk and completing work that was begun by her col‐
league. These activities take time from her actual work. Ms. F. gets angry about her
colleague's unfairness and wants to talk to her. The objective of the training is to define and
enforce self-confidence and self-assured behavior regarding Ms. F.’s own wants.

Ms. F.: "Since I am at the office twice a week only for three hours, there is a lot of paper work; I have
to sort the mail of the entire company weekly. This task alone takes almost three hours. When my col‐
league does not refill the missing stationery and the desk is not tidy, I have to do this work first before
I start with my responsibilities. I do not want to stay longer at the office for this reason, because I do
not get paid for overtime and I want to be at home in time to pick up my son from my mother-in-law
as soon as possible."

An additional problem emerges during Ms. F.’s communication of with her mother-in-law.
Ms. F. wants her son to take a nap after lunch and does not want him to eat sweets. During
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her time off, she can control this by herself; however, on workdays, when her son is with her
mother-in-law, her son eats sweets and he can refuse the nap. Ms. F. wants to present her
will properly to her mother-in-law.

In this case, two different problem situations are role-played and practiced. In the first role
play, the behavior of Ms. F., when interacting with her colleague at the office, is identified
by the therapist playing the role of the colleague. Ms. F. is instructed to ask the colleague
nicely to refill the stationery by herself during her work time. During the role play, the
therapist observes the strengths and weaknesses in Ms. F.’s behavior as she insecurely ex‐
plains to him with a quiet voice that she does not want the mess on the desk. After the end
of the role play, the therapist gives feedback on Ms. F.’s performance. First, the strengths of
the patient are highlighted.

Therapist: "It is courageous that you told me that the mess on the table is disturbing for you al‐
though we barely know each other due to our alternating work hours."

Then, the therapist focuses on the elements of Ms. F.’s behavior that need correction.

Therapist: "Being a colleague, I could understand better if you give reasons why do the mess and the
missing stationery disturb you. Please try to state the aspects given before, i.e. that you want to pick
up your son in time. Please try to speak up a little as this sounds more self-confident, and explain that
you also refill stationery if it becomes empty during your work time. Please describe your desires in
detail, i.e. that you want both of you tidy up the desk and refill stationery at the end of work so that
the other colleague can leave in time."

In the second role play, Ms. F.’s behavior and communication with her mother-in-law are
practiced. The therapist asks Ms. F. to clearly state her desires.

Ms. F.: "I do not want my son to eat sweets, and he should also have an after-lunch nap."

The therapist explains to Ms. F. the importance of positively formulating the desires and ob‐
jectives (to not state the things that you do not want, but the things you want).

Ms. F. tries again: "I want my son to have a healthy diet, stay physically fit, have healthy teeth and
enough sleep. When I am at home with my son, this is not a problem. I also want my mother-in-law to
have him go to bed after lunch, and I want to make sure that she does this also in case he cries or tries
to throw a fit. I also want my mother-in-law to offer fruits to him, but not sweets, and that she would
say no when he would request sweets."

Therapist: "That was perfect, Ms. F. Now, let us play that I am your mother-in-law, and you try to
argue the way stated before. Could you please try to have eye contact during the whole discussion?"

Using this technique the problematic situation is practiced with the required corrections un‐
til the targeted behavior of the patient is fully achieved. The patient's "homework" is to test
the learned behavior in everyday situations.

In this session we have discussed the one of the most crucial component of the social compe‐
tence for the depressed patient, the training of the self-confident behavior. As we have pre‐
viously described, social competence includes several other skills as well that are not
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detailed in this chapter. Obviously, the patient’s individual shortages are in focus during the
therapy of depression (learn how to say no to an unpleasant request, start a conversation
with a stranger, reveal emotions, etc.). These elements are practiced using the similar meth‐
odology to the one mentioned above.

8.2.2. Problem-solving training

Problem-solving training belongs to the standard methods of behavioral therapy. It is highly
structured didactically and it is usually combined with other therapeutic methods. The vari‐
ous concepts of this method do not differ significantly from each other. In the following, we
will present the 5-level model described by D´Zurilla.

According to D´Zurilla and Goldfried [123], problem-solving is a behavioral process, includ‐
ing cognitive operations, that elaborates a number of efficient possible actions for problem‐
atic situations and that supports decision for one of these alternatives [120]. For this reason
this method is classified as a cognitive strategy by some authors, while others mention it
among the behavior-modifying elements. However, the current trend of CBT does not draw
a strict boundary between these two fields.

With depressed patients the repertoire of their problem-solving abilities is often insufficient
and their motivation to actively deal with problems is inadequate. Patients perceive these
problems as being unsolvable per se and they do not attempt to address them because of the
possibility of failure. Problem-solving training helps patients identify and name their prob‐
lems, develop alternatives for problem solving, make decisions and to correspondingly de‐
crease their feeling of hopelessness and at the same time increase self-efficacy.

D´Zurilla and Goldfried [123] describe a 5-level training model for gaining skills in solv‐
ing problems:

1. The first level is used for general orientation by patients realizing their “problems”. As
this term is quite complex, Fliegel and colleagues [120] proposed the word “difficulties’
in a therapeutic context and they state that burdensome situations connected to patient
uncertainty, dissatisfaction or anxiety should be avoided.

2. After successful recognition of the problem, the next level includes detailed identifica‐
tion of the “difficulty” and comprehensive analysis of the problematic situation. During
this stage the therapist will ask patients about their own experiences concerning the
troublesome situation and their thoughts and emotions. At this point patients should al‐
so formulate their own objectives, i.e. describe the desired status so that the situation is
not burdensome any more, but instead rather pleasant or at least acceptable. Patients
should also consider what they are willing to do to achieve this desired status as well as
the impacts or side effects of the new situation.

3. In the next step, alternatives for actions required for achieving the objective are elabo‐
rated and recorded. The more practical and problem-solving strategies are developed
by the patient, the higher the possibility is that at least one useful idea will be identified
to solve the problem.
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4. At the decision stage all alternative actions are recorded with their short-term and long-
term consequences impacting the patient and the patient’s environment. Considerations
can be presented as a matrix that simplifies the presentation of the alternative actions
and their corresponding consequences.

5. In the last step, the most favorable solution is selected and imposed. Imagination tech‐
niques are helpful for improving patient decision-making skills. As stated in section 8.1,
patients are instructed to perform the activity in their mind first (compare it with “cov‐
ert modeling” Rational-Emotive-Therapy by Ellis [107]) since imagining the situation
usually triggers the same physical reaction and emotions as the ones associated with the
real situation.

Example. Problem-solving training

A 27-year old female patient wants to move in with her fiancé. Her fiancé’s parents own a
large rural house that would also offer enough space for the couple and it would only im‐
pose a slight financial burden for utility costs. However, the patient and her fiancé work in a
city approximately 20 kilometers away and they need to use a car or a bus for commuting.
Furthermore, the patient is worried about being forced to help her parents-in-law with their
farm work during her spare time in order to express the couple’s gratitude for housing, or to
nurse his parents in case of illness, as this is customary in rural regions. She considered a
town apartment as the first alternative action. Although the apartment is expensive the cou‐
ple would not have to commute and they would be independent from his parents. The sec‐
ond possibility would be the rural house of the parents-in-law, which is more favorable in
terms of costs but would include the necessity of commuting and also pose a threat of con‐
flicts with his parents and correspondingly with her partner. She also considered a third
possibility where the couple would live in the parents' house and pay a reasonable rent in
addition on top of utility costs. This solution would also include a contract in the agreement
regarding any work she would be willing/not willing to do on the farm. After considering
the pros and cons, the patient selected the first solution.

If realization of the most favorable action strategy does not generate the desired benefit for
the patient the next best alternative can be tried and the matrix can be supplemented with
new aspects.

8.2.3. Helping behavior

Providing help to others offers several benefits regarding the treatment of depression. First,
this competence-oriented exercise increases the feeling of personal efficacy; second, self-cen‐
tered ways of thinking which are typical for depression (speculating on the patient’s own prob‐
lems and sadness) is changed as the affected person focuses on the problems of others [124].

The following section focuses on therapy that is based on the principles of cognitive learning.
Nevertheless it must be emphasized that the most accepted structure of CBT does not make a
strict separation between classical behavioristic methods and cognitive techniques. Experience
shows that these two components a closely correlated and complement each other.
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8.3. Cognitive techniques

During life, each individual attains - by learning and undergoing experiences - certain cog‐
nitive patterns that are typical for situations – so-called schemes – and that may differ with
each person, but that are relatively constant interpersonally. These cognitive patterns define
our expectations, attitudes and beliefs that are mainly unconscious and contribute to the
structure and assessment of the conscious self.

Psychopathologic conditions such as depression are characterized by dysfunctional schemes
that manifest in dysfunctional basic attitudes and are expressed by means of uncontainable
negative thoughts (this sequence also corresponds to the cognitive hierarchy according to
Beck [31]. If such schemes are activated, they have a major effect on cognitive information
processing, on the type and quality of the experience and eventually on the behavior.

Depressed patients tend to exhibit errant, one-sided, absolutist ways of thinking, so-called
cognitive distortions, that are expressed through exaggerations, generalizations, black and
white thinking, understatement as well as over-generalizations. Cognitive techniques can be
utilized to detect and correct such improper cognitions (automatic thoughts) and their corre‐
sponding basic assumptions that result in the disturbed behavior and that are connected to
oppressive emotions. Learning cognitive techniques helps the patient replace dysfunctional
cognitions with ways of thinking appropriate for a particular situation and to identify and
use the central role of cognition for adjusting emotions. Thus, the objectives of the cognitive
therapy include manipulating negative expectations and abnormal self-perceptions by
means of the identification of abnormal belief systems.

In the cognitive stage of therapy there is a comparatively high amount of verbal communi‐
cation between the patient and the therapist that enables the therapist to collect sufficient
information in order to be able to enter into the patient's world and understand his or her
organization of reality. The therapist must clearly understand the patient’s thought pattern
associated with his or her symptoms as well as the way the patient assesses these symptoms.
It is also crucial for the therapist to explain to the patient that they will jointly examine these
thoughts that are by no means objective representations of reality, as experience shows that
cognition is seriously distorted in depression. The therapist also needs to explain that a par‐
ticular situation can be interpreted differently depending on the observer. Depressed indi‐
viduals tend to evaluate situations negatively and thoughts, emotions and behavior
generate a chain reaction. The patient must understand that a disorder is created by the way
one assesses a situation.

In summary, the objectives of cognitive techniques can be identified as follows. The patient
learns

• not to accept his/her thoughts as facts,

• how thoughts, emotions and behavior are connected to each other,

• and how to develop a more objective and distant view concerning his/her own problems.

Cognitive restructuring is a gradual approximation based on the principles of cognitive hier‐
archy. In the first step, the patient’s negative automatic thoughts causing the unpleasant
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emotions are identified, as this can be determined most easily. After identifying distorted
cognitions, the arduous situation is re-interpreted. Finally, the patient's dysfunctional basic
attitudes which are based on deeper levels of consciousness and which are responsible for
maintenance of depression can be identified and altered.

8.3.1. Identification of automatic thoughts

8.3.1.1. ABC technique

The ABC technique described by Ellis [107] is intended to differentiate thoughts, emotions
and real facts, representing a very important step for identification of dysfunctional auto‐
matic thoughts. Using the ABC technique, the affected person learns that a situation or an
event can be explained differently depending on the point of view and any consequent emo‐
tions depend on the interpretation of the event. In the ABC technique "A" refers to acting
event, "B" to beliefs, thoughts and interpretation of the situation, and "C" to consequences,
i.e. the emotions that are triggered by the thoughts and beliefs and that determine the subse‐
quent behavior.

Example:A. Situation: The neighbor passes by without saying hello.

B. Thoughts: “She does not like me.”

C. Emotions: Feeling depressed.

Using this example, patients realize that their own thoughts actually trigger the negative
emotion. The patient may ask: “Does this thought help me to feel the way I want to feel?”

In the next step the patient may try to develop helpful alternative thoughts instead of dys‐
functional cognitions:

Example:A. Situation: The neighbor passes by without saying hello.

B. Thoughts: “She did not see me.”

C. Emotions: Neutral.

8.3.1.2. Socratic dialogue

The Socratic dialogue is a cognitive CBT intervention technique described by Beck. Instead
of didactic explanations and persuasive attempts by the therapist, the objective of this tech‐
nique is to encourage the patient to uncover his or her own unprofitable way of thinking.
This kind of verbal communication scarcely causes resistance since targeted questions ena‐
ble patients to see their own problems from a different point of view and helps them learn to
dissociate from distorted cognitions while gaining an objective view of the situation. As de‐
pressed individuals have a deficient ability of adequately understand certain problems, the
open-question technique enables patients to see the correlation between mental structures
(thoughts, emotions and behavior) and their personal experiences via self-awareness. The
therapist uses Socratic questions to collect information regarding a problem and gives feed‐
back to the patient by means of a brief summary showing that the therapist actively listens
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and correctly understands the patient. The Socratic dialogue is based on so-called negative
automatic thoughts (NAT) that imply dysfunctional attitudes and that can be changed dur‐
ing the course of the therapy. In a first step these dysfunctional attitudes and persuasions
are recognized by identifying negative automatic thoughts with the therapist carefully
pointing out the embedded conflicts. Eventually, the questioning results in a new and more
realistic perception of the problem.

NATs are highly distorted defects (over-generalization, dichotomous thinking), and one of
the primary goals of therapy is to verify their degree of reality by the patient explaining a
number negatively interpreted past situations. In addition to the Socratic dialogue, record‐
ing the patient’s troublesome thoughts in writing is a common method for identifying
NATs. For depressed patients it is often difficult to describe their cognitions; in this case the
therapist should point out that changes of emotions are good indicators for NATs. Experi‐
ence shows that patients can identify negative emotions more easily than cognitions.

Example. Identifying negative emotions: (“How did you feel when... ?”)

Therapist.: “Identify the emotion you felt when your neighbor was not saying hello…?”

Patient: “I was sad.”

The patient should also assess the intensity of his or her emotions on a scale from 1 to 100%
and understand that certain emotional variations are not pathological. The patient should al‐
so focus on emotions with the intensity of more than 40% since NAT generally associated
with intense affects [125].

Example. Questions for NATs identification:

“What did you think when you were sad?”

“What does this mean to you?”

“What is particularly disturbing about this situation?”

If the patient cannot name the depressive cognitions, it may be helpful to illustrate the trou‐
bling negative situation in a three-column table. This technique also includes - similar to the
ABC technique described above - simultaneously occurring emotions and cognitions; how‐
ever, the second column states the emotion associated with the situation since identification
of the emotions is generally easier than that of the cognitions.

Situation Mood/Emotions Negative Automatic Thoughts

Call from company during vacation anxiety, doubt 80% They want to fire me.

The neighbor did not say hello depressed, sad 50%
She does not like me; she is angry at

me.

Thinking of chores hopeless, depressed 70% How can I cope with all this?

Table 3. Three-column table for identification of negative automatic thoughts
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8.3.2. Change NATs

After successful identification of NATs based on the description of the problematic situation
and the recognition of arduous emotions, the patient should perform a verification of the
degree of reality of the NATs together with the therapist in order to correct any cognitive
distortions. Objectivity of the patient during the assessment of the problem can be augment‐
ed by reattribution, alternative conceptualization and changes of perspective. Reattribu‐
tion will be particularly beneficial if the patient holds his or her presumable personal deficits
responsible for any negative experiences. In this case the patient should write down the sit‐
uation resulting in the self-criticism and analyze it together with the therapist. Alternative
conceptualization refers to the process when the patient gathers alternative solutions in or‐
der to explain problematic situations.

Example 1.

The 15-year old son of a female patient is told that he is failing one of his courses.

Patient: “It is my fault that my son is getting a bad grade in school, because I am a bad mother.”

Cognitive restructuring can be reached by Socratic interviewing performed empathically
and carefully within the scope of a collaborative relationship that leads the patient to self-
awareness [126]. In this particular case the patient should ask herself if one should really be
responsible for everything, and then she should recognize that events usually have multiple
causes (reattribution).

Depressed individuals measure themselves and the rest of the world with distorted criteria;
they are significantly stricter with themselves than with others. Thus, patients must learn
that there are other principles of self-control in addition to their first-person observation fo‐
cused on self-denunciation, e.g. self-reinforcement.

Change of perspective during role play as well as imagination exercises can be used to give
the patient more objectivity concerning her views.

Therapist: “Please imagine that the sons of Ms. M. and Ms. G. are also told that they are failing
school. What do you think about these women as mothers? Are they really bad mothers?” or:

Therapist: “Do you know other mothers whose children are failing a class? What do you think about
these women? How would you describe these women as mothers?” or:

Therapist: “Put yourself in the place of a friend. Which qualities would he or she attribute to you in
this situation?” The following questions can also be useful in broadening the patient’s horizon: “Is it
possible that there is another reason for why your son is getting bad grades?” or “Do you think that
your opinion about being a bad mother is helpful in feeling the way you want to feel?” (hedonistic
approach).

The following questions could also be helpful: “Do you have evidence that supports your nega‐
tive thoughts?” (verification of the degree of reality). Often it is relatively easy to answer this
question because depressed individuals are usually highly convinced of the validity of their
negative thoughts. They usually tend to remember negative events and often assess pleasant
or neutral events as being negative. Thus, their assumptions are not based on reality [127].
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Therapist: “Imagine how you would evaluate this problem in ten years”.

Or: “Can you please describe the characteristics of a bad mother in detail?”

The degree of reality of this statement is verified using a 7-column table [128], where any
cognitive distortions can be analyzed. In the thoughts diary, the above described “three-col‐
umn technique” which includes the problematic situation, the correspondingly connected
emotional state as well as the NATs, is complemented with arguments FOR and AGAINST
the distorted assumption of the patient. The patient should reassess his or her assumption to
find other alternatives for different explanations of the situation; then, the alternative hy‐
pothesis should be used to reassess the original emotion.

Situation Emotions NAT Pros Cons
Alternative

thought

New

emotion

Call from

company

during

vacation.

anxiety, doubt

80%

They want to

fire me.
none

I recently got a

pay raise.

Maybe they

need me to fill

in for a sick co-

worker.

0%

The

neighbour

did not say

hello.

depressed 50%
She is angry

with me.
none

Two days ago

we had coffee

together.

She did not

see me.
10%

I think of

chores.

depressed

90%

Nobody needs

me, I am good

for nothing.

My daughter

lives her own

life.

She asked for

my advice

yesterday.

Could do

something

every day.

30%

Table 4. Seven-column table: Examples for verification of degree of reality of distorted perception and corresponding
corrections

The last step of cognitive restructuring is testing of the alternative thoughts in real life. In
the behavioral experiment, the depressed patient who came up with new thoughts with the
seven-column table (“I know that my family needs me even though they do not tell me all the
time.”) recognizes the indirect clues implying that she is important to her family [126].

However, it is also possible that the gathered “evidence” actually supports the negative as‐
sumption of the patient (“I was fired.”). In this case, the therapist should focus on the patient
coping with this new situation. Here the following questions could be helpful: “If so, what
could be the worst consequence of this situation?” or “Have you ever been in a seemingly unsolvable
situation? How did you solve the problem? What helped?”

The seven-column technique helps patients discover cognitive defects that represent the ac‐
tual basis of their depressed mood. Burns [129] lists 10 cognitive distortions:

• dichotomous thinking (“This cake did not turn out good. I’m a lousy baker.”)

• over-generalization (“Things always go wrong.”)
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• negative filter (“… that is why I screwed everything up.”)

• non-consideration of positive experiences (patient devaluate good grades in school by
saying that the test was easy)

• jumping to conclusions (“I will never succeed with this.”)

• exaggeration/understatement (“I am completely incapable.”)

• emotional reasoning (“I think everyone hates me. It has to be this way.”)

• labelling (“I am a bad mother.”)

• personalization (“It is my fault that my children get bad grades.”)

• "should" statements (“I ‘should’ know better.”)

Correction of dysfunctional attitudes

If  symptom  improvement  can  be  observed,  the  next  step  in  therapy  is  to  introduce
the  exploration  of  dysfunctional  attitudes  in  order  to  increase  the  susceptibility  to  de‐
pression  [41,130].

Automatic thoughts and dysfunctional attitudes are similar since both are acquired by learn‐
ing processes; both contain exaggerated and distorted basic principles, they are self-sustain‐
ing, and their correction requires special techniques [128].

Dysfunctional basic assumptions are characterized by defective logic and imbalance; their
stable attitudes, rules and beliefs form part of our personality. They are organized mainly
around topics such as performance, acceptance/rejection and control. Realizing dysfunction‐
al attitudes is not easy, as they are stored in the deeper, hardly accessible layers of our cog‐
nitive hierarchy as compared to automatic thoughts, which are usually linked to a situation.
However, these basic assumptions can be reduced by applying Socratic questions, using the
dysfunctional attitudes scale [131] or by deviation of the cognitive process through cognitive
hierarchies as demonstrated by the technique of a vertical arrow pointing down. During the
application of this technique the therapist can tackle the problematic situation using the
question “Why is this important to you?”, thus exploring progressively deeper elements of the
cognitive hierarchy while revealing any dysfunctional attitudes.

Patient: “My daughter doesn’t mind me.”

Therapist: “What is so bad about that?”

Patient: “A child this age should mind her mother.”

Therapist: “How does that apply to you?”

Patient: “… that I am doing something wrong.”

Therapist: “What do you mean by that?”

Patient: “I guess I’m saying that I’m a bad mother.” [126]

The following intervention techniques are used for modification of dysfunctional attitudes:
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1. Analysis of benefits/disadvantages of the basic belief. Dysfunctional basic assump‐
tions that are highly affect-related tend to reflect personal values. Thus, change of these
basic beliefs is not easy because the individual often recognizes the benefits and posi‐
tive aspects of his or her own assumptions. When recording benefits and disadvantag‐
es, the patient is often surprised about the small number of benefits that can be recalled.

2. Provide counter-arguments using Socratic interviewing:

Dysfunctional basic belief: “If I need someone's help that means I am a weak person."

Correction: “When I need and accept help, this means that I have good problem-solving abili‐
ties.”

3. Dysfunctional beliefs can also be corrected by a change in perspective.

Example: The patient only considers people to be valuable and useful except when they per‐
form work. The therapist asks her to name people from her circle of acquaintances that she
considers to be valuable; then she assesses the amount of work that these individuals do ac‐
cording to her opinion in order to see whether these two parameters are related to each oth‐
er. After a comprehensive analysis it is shown that this is not the case. Someone who works
less can be very valuable because of personal qualities such as kindness, helpfulness, intelli‐
gence etc., and a person who works more can be less valuable by being an exhausted and
complaining perfectionist who is always dissatisfied [126].

Dysfunctional attitude: “If I don’t work I am of no worth. That is why I am a loser.”

Modified belief: “Although I cannot work at the moment, I am a good person. It is not only work
that makes a person valuable.”

8.4. Completion of therapy, relapse prophylaxis

The final  module of  the CBT,  which usually  comprises  2-3  sessions,  focuses  on making
any positive changes achieved during therapy become permanent by conscious compre‐
hension.  Therapy  success  is  evaluated  together  with  the  patient.  During  the  evaluation
the patient  rates any subjective changes experienced during the progress of  the therapy
and compares them to the level of depression recorded at the beginning of therapy. Im‐
provement  is  measured  by  comparing  the  patient’s  advance  on  the  10-degree-scale  de‐
scribed  above.  In  addition,  the  patient  verbally  summarizes  the  experienced  positive
changes and identifies the elements of the treatment that contributed most to the healing
process.  This  summary  has  two  purposes:  first,  it  is  extremely  important  to  make  pa‐
tients understand that the most important factor of their improvement is their self-effica‐
cy; and second, the therapist should emphasize the necessity of continuous employment
of  coping strategies  after  the  completion  of  therapy to  prevent  relapse.  Moreover,  with
the help of the therapist the patient summarizes the strategies that are pivotal in recog‐
nizing the early signs of depression (e.g. sleep disturbances, agitation, mood swings) that
can be utilized to prevent  relapse.  In order  to  stabilize  positive cognitions the therapist
should emphasize the importance of  self-efficacy tools  including cognitive restructuring,
maintaining and enhancing social  relationships,  utilization of  “happiness diaries” as  de‐
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scribed above,  etc.  It  is  equally  important  to  make patients  aware  of  their  future  goals
and to help them engage in positive experiences they enjoy.

Despite their improvement some patients may require a prolonged support of his or her
therapist. In this case it is recommended that control sessions be scheduled after the first,
third and sixth months; these sessions also offer an excellent opportunity to monitor the pa‐
tient’s status during an extended period.
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1. Introduction

Depression is a serious mental disorder manifested by depressed mood, pessimistic
thoughts, feelings of worthlessness, feelings of guilt, tearfulness, reduced or increased sleep,
appetite loss or appetite disturbance, weight loss or weight gain, social restlessness, loss of
interest, difficulty concentrating. Mania is characterized by abnormally elevated or irritable
mood, arousal, and/or energy levels. Bipolar disorder features intermittent episodes of ma‐
nia or hypomania and depressive episodes; rapid cycling, mixed states, and psychotic symp‐
toms occuring in some cases. Depression and mania are thought to be heterogeneous
illnesses that can result from dysfunction of several neurotransmitters or metabolic systems.

The predisposition to the disease is determined by genetic, psychosocial and biological fac‐
tors; individual sensitivity to depressogenic effects during stressful life events is also a con‐
tributing factor. Pathophysiology of mood disorders is not sufficiently elucidated and about
1/3 of patients do not response to pharmacotherapy sufficiently. The exact molecular site
and the primary cause of signal transduction disturbance associated with the symptoms of
depression or mania are still unknown.

Recently, attention in the research of biological basis of mood disorders has been devoted to an
overlapping set of molecular and cellular mechanisms of mood disorders, antidepressant re‐
sponse, neuroplasticity, and chronic stress [1], e.g. to changes in neuroprogression, inflamma‐
tory and cell-mediated immune response,  antioxidant capacity,  oxidative and nitrosative
stress, and mitochondrial functions [2]. Therefore, changes in the activities of compounds of
these intracellular signalling pathways are studied with the aim of discovering new biological
markers of mood disorders or predictors of response to antidepressant treatment [3-4]. Mito‐
chondrial dysfunctions are assuming an increasingly important role in hypotheses of mood
disorders, bipolar disorder mainly. Recently discussed biological hypotheses of mood disor‐
ders include the neurotrophic and neuroplasticity hypothesis of depression [1,5-8] and the mi‐
tochondrial hypothesis [9-11].



It is well-known that mitochondria strongly affect many intracellular processes coupled to
signal transduction, neuron survival and plasticity. Impaired mitochondrial functions mani‐
fest themselves in various ways, they may be related to many psychiatric and neurodege‐
nerative diseases, including bipolar disorder, major depressive disorder, schizophrenia,
psychosis and anxiety [12-16]. Impaired functions of mitochondria can be assessed both in
isolated mitochondria and in intact or permeabilized cells. Better insight into molecular
mechanisms of cellular respiration, control of oxidative phosphorylation (OXPHOS) and ef‐
fects of antidepressants and mood stabilizers on these processes is likely to lead to a better
understanding of pathophysiology of neuropsychiatric disorders.

2. Mitochondria

Mitochondria are small cellular structures consisting of an outer and inner membrane, an in‐
termembrane space and an intracellular matrix. The outer membrane covers the organelle,
the inner membrane folds and forms cristae. This settlement extends the surface and enables
plenty of chemical reactions. In the mitochondrial matrix, the enzymes of the tricarboxylic
acid cycle (TCA, also called citric acid cycle or Krebs cycle) are localized. It is the central
pathway of metabolism; its main function is oxidation of acetyl-CoA derived from carbohy‐
drates, amino acids and fatty acids (FAs). The TCA is organized into a supramolecular com‐
plex that enables interaction with mitochondrial membranes and the electron transport
chain (ETC) in OXPHOS [17]. Most of the TCA enzymes provide other additional “moon‐
lighting” functions, e.g. they stabilize the mitochondrial DNA (mtDNA) or are associated
with mitochondrial RNA (mtRNA) translation, oxidative stress, iron metabolism and tu‐
mour suppression [18].

In addition to their crucial role in generation of adenosine-5’- triphosphate (ATP), mitochon‐
dria are involved in other important processes, such as regulation of free radicals, neuro‐
transmitters, calcium, and apoptosis. They are also involved in neuronal development -
synaptogenesis, synaptic development and plasticity. Impaired function of mitochondria
leads to impaired bioenergetics, decrease of ATP production, impaired calcium homeostasis,
increased production of free radicals and oxidative stress [19-20]. Furthermore, monoamine
oxidase (MAO), the enzyme responsible for the metabolism of monoamine neurotransmit‐
ters, is localized in the outer mitochondrial membrane.

Mitochondrial proteins are encoded by both nuclear and mitochondrial DNA. All 13 poly‐
peptides encoded by mtDNA form subunits of respiratory chain complexes I, III, IV and V
[21-22]. Furthermore, the mitochondrial genome encodes transfer RNA (tRNA) and riboso‐
mal RNA (rRNA) used for RNA translation [23]. Complex II is encoded only by nuclear
DNA (nDNA). OXPHOS is under the control of the nuclear genome as well as the mitochon‐
drial genome, which is only maternally inherited. Nevertheless, the dominant role in the
regulation of mitochondrial activity has a nucleus; nuclear-encoded transcript factors con‐
trol the activity of the mitochondrial genome and coordinate the expression of nuclear and
mitochondrial genes to mitochondrial proteins [23-24].
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Genetic defects or stress can cause mitochondrial dysfunctions, which leads to increased oxi‐
dative stress and/or altered calcium homeostasis [25]. An excess of glutamate in the synapse
[26] leads to an excess of cytosolic calcium, which produces overactivity of calcium-depend‐
ent enzymes and an overload of mitochondria by calcium; it leads to cytoskeletal degrada‐
tion, protein malformation, decrease of ATP production, and increase of oxygen radical
generation. These processes can lead to atrophy or death of neurons [27-28]. Different stimu‐
li, such as hypoxia-ischemia, seizure and hypoglycemia, all activate this pathway. Thus, en‐
hancing mitochondrial function may represent a critical component for the optimal
treatment of stress-related diseases [11].

Eukaryotes synthetize ATP mainly by glycolysis in the cytosol and by OXPHOS in the mito‐
chondria; i.e. the majority of cellular ATP is generated by glycolytic degradation of glucose
to pyruvate in cytosol followed by aerobic cellular respiration. When pyruvate is converted
to acetyl coenzyme A (acetyl-CoA), acetyl-CoA enters the TCA cycle and the result of this
process is ATP production by OXPHOS in mitochondria [29]. OXPHOS yields about 17
times more ATP than glycolysis. Therefore, it is considered as the main energy source and a
key element of bioenergetics [30-31]. Integration of main metabolic pathways coupled to
OXPHOS is illustrated in Figure 1.

The highest number of mitochondria is  present in organs demanding the most energy -
brain, liver and muscles. Neurons usually utilize glucose as a source of energy. Since the
brain stores only a very small amount of glycogen, it  needs a steady supply of glucose.
Neurons  are  known to  have  a  lower  glycolytic  rate  than  astrocytes  and  when  stressed
they  are  unable  to  upregulate  glycolysis.  Following  inhibition  of  mitochondrial  respira‐
tion, neurons die rapidly, whereas astrocytes utilize glycolytically generated ATP. Glucose
metabolism in neurons is directed mainly to the pentose phosphate pathway, leading to
regeneration of reduced glutathione, which probably supports antioxidant controlled neu‐
ron survival [32]. The regulative processes of OXPHOS are tightly related to reactive oxy‐
gen  species  (ROS)  production,  integrity  of  mitochondrial  membranes,  apoptosis,  and
intramitochondrial Ca2+  levels. Although this is known, the control mechanisms have not
yet been sufficiently investigated.

2.1. Physiology of oxidative phosphorylation

The respiratory chain is localized in cristae, structures formed by the inner mitochondrial
membrane and extending to the surface [34]. ETC consists of complexes with supramolecu‐
lar organization, where mitochondrial proton pumps (complexes I, III and IV) transport pro‐
tons and generate a proton gradient [31,35]. Continuously, electrons are transported to
complex III and finally complex IV enables the conversion of O2 to H2O. Most of the ATP
synthesis comes from the electrochemical gradient across the inner membranes of mitochon‐
dria by ATP synthase (complex V). The CoQ cofactor is responsible for transferring elec‐
trons from complexes I and II to complex III; the second important cofactor is cytochrome c
(cyt c), which transfers electrons from complex III to complex IV [36]. Both cofactors modu‐
late energy and free radical production [37-38]. Processes in the inner mitochondrial mem‐
brane are depicted in Figure 2.
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Energy saved in ATP is used in synaptic ion homeostasis and phosphorylation reactions.
ATP is essential for the excitability and survival of neurons, OXPHOS is involved in synap‐
tic signalling and is related to changes of neuronal structure and function. Therefore, mito‐
chondria are included in neurotransmitter exocytosis, in recovery, and in ion homeostasis,
and in presynaptic nerve terminals.

Oxidative phosphorylation enzymes and MAO are key mitochondrial enzymes studied in
molecular psychiatry.

Figure 1. Integration of metabolic pathways. Glucose is transported over a plasma membrane by a glucose transport‐
er (GLUT) and is metabolized to pyruvate by glycolysis. Pyruvate is converted to acetyl-coenzyme A (acetyl-CoA) in the
mitochondria, where it is oxidized to CO2 through the citric acid cycle; redox energy is conserved as reduced nicotina‐
mide adenine dinucleotide (NADH). The mitochondrial respiratory chain couples NADH oxidation to the formation of
the electrochemical proton gradient across the inner mitochondrial membrane, which is used to form ATP. ATP pro‐
duced from OXPHOS is transported from the mitochondrial matrix to the cytoplasm by the adenine nucleotide trans‐
locator (ANT). Glucose may be stored as glycogen. Fatty acids and amino acids can also be bioenergetics precursors;
however, glucose is considered to be the only metabolic substrate in the brain. Glucose can also be metabolized via
the pentose phosphate pathway (PPP), a process that generates pentoses and that is the most important cytosolic
source of reduced nicotinamide adenine dinucleotide phosphate (NADPH), a cofactor for biosynthetic reactions and
the oxidation-reduction involved in protecting against the oxidative stress, e.g. for fatty acids biosynthesis or regener‐
ation of reduced glutathione. During activation the brain may transiently turn to anaerobic glycolysis occurring in as‐
trocytes, followed by the oxidation of lactate by neurons [32-33]. Monocarboxylate transporters (MCTs) carry lactate
or pyruvate across biological membranes; lactate dehydrogenase (LDH) catalyzes the interconversion of pyruvate and
lactate with concomitant interconversion of NADH and NAD+.
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Figure 2. Representation of processes in the inner mitochondrial membrane. ETC consists of I - IV complexes that
transfer electrons, pump protons outwardly, and create proton motive force (Δp). Complex I catalyses oxidation of nic‐
otinamide adenine dinucleotide (NADH), complex II oxidizes succinate to fumarate. CoQ as a cofactor accepts elec‐
trons from complexes I and II, and carries them to complex III; the second mobile carrier cyt c move electrons from
complex III to complex IV, where O2 is finally reduced to water. The proton gradient is primarily consumed by F0F1 ATP
synthase for ATP synthesis from ADP and inorganic phosphate Pi. Secondary consumers causing decreased Δp are un‐
coupling proteins (UCPs), they response to heat production, proton leak is mediated e.g. by FAs. Transport of ADP and
ATP across the membrane is enabled by adenine nucleotide translocator (ANT); mitochondrial phosphate carrier pro‐
tein (PC) catalyses movement of Pi into the mitochondrial matrix. Simultaneously, electron transport is accompanied
by generation of reactive oxygen species (ROS), the highest amount of superoxide (O2

•-) is formed by complexes I and
III. O2

•- can be further transformed by manganese superoxide dismutase (MnSOD) to H2O2, or can react with nitric ox‐
ide (NO) to form peroxynitrite (ONOO-). O2

•- production leads to increased mitochondrial conductance through UCPs.

2.1.1. Oxidative phosphorylation enzymes

Complex I (EC 1.6.5.3, NADH: ubiquinone oxidoreductase, NADH dehydrogenase, NADH-
ubiquinone oxidoreductase) is a crucial point of respiration. It catalyzes oxidation of re‐
duced nicotinamide adenine dinucleotide (NADH), thus, regenerates NAD+ for the TCA
cycle and fatty acids (FAs) oxidation, and reduces coenzyme Q10 (ubiquinone, CoQ) to ubiq‐
uinol [39]. Four protons are pumped from the matrix into the intermembrane space during
electron passing through the complex I. Complex I is also a rate-limiting enzyme for oxygen
consumption in the synapses [40].

Complex II (EC 1.3.5.1, succinate:ubiquinone oxidoreductase, succinate dehydrogenase (ubiq‐
uinone)) is the side entry into Electron transport chain, directly involved in the TCA cycle. It
is a 4 subunit membrane-bound lipoprotein, which couples the oxidation of succinate to the
reduction of CoQ [41]. Complex II does not contribute to the proton gradient. Hence, com‐
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plex II subunits are encoded only by nDNA, complex II is suspected to normalize the activi‐
ty of ETC, when mtDNA defects are suspected [42].

Complex III (EC 1.10.2.2, ubiquinol:ferricytochrome-c oxidoreductase, CoQ-cytochrome c re‐
ductase) consists of two centers, Qi center - facing to matrix; and Qo center - oriented to in‐
termembrane space [43]. Complex III catalyses the oxidation of one molecule of ubiquinol
and the reduction of two molecules of cytochrome c. Reaction mechanism of complex III oc‐
curs in two steps called the Q cycle [44]. In the process of Q cycle four protons are released
into the inter membrane space.

Complex IV (EC 1.9.3.1, ferrocytochrome-c:oxygen oxidoreductase, cytochrome c oxidase,
COX) enables the terminal reduction of O2 to H2O, retains all partially reduced intermedi‐
ates until full reduction is achieved [45]. The complex IV mediates pumping of 4 protons
across the membrane. Previously, it was suggested as an endogenous metabolic marker for
neuronal activity [46].

Complex V (EC 3.6.3.14, ATP synthase, FoF1-ATPase) consists of two regions: 1. F1 portion is
soluble domain with three nucleotide binding sites, it is localized above the inner side of the
membrane and stably connected with Fo domain; 2. Fo portion is proton pore embedded in
the membrane, it consists of three subunits and spans the membrane from the inner to the
outer side [47-48]. This formation enables the conversion of electrochemical potential energy
to chemical energy - a portion of the Fo rotates as the protons pass through the membrane
and forces F1 as motor to synthetize ATP [47,49].

2.1.2. Monoamine oxidase

Monoamine oxidase (MAO, EC 1.4.3.4) is located in the outer mitochondrial membrane and
catalyses the oxidative deamination of amine neurotransmitters as well as xenobiotic
amines. It regulates the metabolic degradation of catecholamines and serotonin (5-hydroxy‐
tryptamin, 5-HT) in neural and other target tissues. A major physiological role of intra‐
neuronal MAO is to keep cytosolic monoamine concentrations very low. This membrane-
bound enzyme is a flavoprotein, which use FAD as cofactor. The cofactor was identified as
the site, where irreversible inhibitors of MAO are covalently linked [50-51]. It exists in two
isoforms MAO-A and MAO-B, they differ in substrate preference, inhibitory specificity, tis‐
sue and cell distribution, and in immunological properties [52]. MAO-A metabolizes 5-HT
and is sensitive to inhibition by low concentrations of clorgyline, whereas MAO-B prefers
benzylamine or 2-phenylethylamine (PEA) as substrate and is sensitive to inhibition by low
concentrations of l-deprenyl. Tyramine, tryptamine, dopamine, norepinephrine (NE) and
epinephrine are equally well oxidized by both isoforms of MAO [50]. The high levels of both
forms are found in the brain; MAO-B is found in dopamine-secreting neurons in the brain.

Monoamine metabolism by MAO involves oxidative deamination to corresponding alde‐
hyde and free amine. Catalysis in MAO depends on the transfer of electrons to FAD, and
mechanism-based inhibitors, such as the irreversible antidepressants, modify flavin [53].
The aldehyde is rapidly metabolized by aldehyde dehydrogenase to acidic metabolites. Me‐
tabolism of monoamines by MAO is a major source of hydrogen peroxide (H2O2) in the
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brain. Normally the H2O2 is then inactivated by glutathione peroxidase but it can be convert‐
ed, chemically, by Fe2+ ions (Fenton reaction) into the highly reactive hydroxyl radical. This
radical has widespread deleterious effects which can cause neuronal damage and death and
may account for associated health-related problems [51,54].

MAOs have important role in brain development and function, and MAO inhibitors
(MAOIs) have a range of potential therapeutic uses [53]. Generally, selective inhibitors of
MAO-A and nonselective MAOIs seem to be effective in the treatment of patients with de‐
pression, panic disorder, and other anxiety disorders [55]. It is supposed that MAO-B inhibi‐
tion may slow the course of various neurodegenerative disorders; so, selective inhibitors of
MAO-B may be efficacious in treating of Parkinson’s disease [56] and possibly Alzheimer's
disease [57]. MAO-B is the sole type in human platelets and the amino acid sequences of
MAO-B in both platelets and brain are identical [58]; thus, platelet MAO can be adopted as a
useful surrogate model for the study of aspects of central neuronal function related to mono‐
aminergic neurotransmission [3].

2.2. Regulation of OXPHOS

There are five levels of OXPHOS regulation: 1. direct modulation of ETC kinetic parameters,
2. regulation of intrinsic efficiency of OXPHOS (by changes in proton conductance, in the
P/O ratio or in the channelling of ECT intermediate substrates), 3. mitochondrial network
dynamics (fusion, fission, motility, membrane lipid composition, swelling), 4. mitochondrial
biogenesis and degradation, 5. cellular and mitochondrial microenvironment [59].

OXPHOS efficiency is dependent on delivery of reducing equivalents into ETC and on ac‐
tivities  of  participating enzymes or  enzyme complexes.  The optimal  efficiency and flow
ratios are determined by control  of  complex I  (reflects  integrated cellular  pathway) and
complex II (TCA cycle precedes) [60]. Depletion of TCA cycle intermediates plays an im‐
portant role in the OXPHOS flux control. In respirometry assays, supplies of complex I as
well as complex II are required. Convergent electron input and reconstitution of the TCA
cycle are needed to achieve maximal respiration [30]. It is controlled also by the availabili‐
ty of adenosine 5´-diphosphate (ADP) for the adenine nucleotide transporter in the inner
mitochondrial membrane [61].

Complex I is suggested to be responsible for adaptive changes and physiological set up of
OXPHOS efficiency [62]. The stoichiometric efficiency of OXPHOS is defined by the P/O
ratio, or the amount of inorganic phosphate (Pi) incorporated into ATP per amount of con‐
sumed oxygen. P/O ratio was analysed in rat brain, liver and heart mitochondria. There
were found tissue-specific differences and dependency of the P/O ratio on the respiratory
rates with complex I, but not with complex II substrates [62]. Metabolic control analysis,
which  compared  ETC  activities  and  oxygen  consumption  rates,  determined  the  role  of
complex I in rat brain synaptosomes. Results of the study suggest complex I as rate-limit‐
ing for oxygen consumption and responsible for high level of control over mitochondrial
bioenergetics [40].
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As mentioned above, mitochondria exhibit transmembrane potential across the inner mem‐
brane that is necessary for OXPHOS. Protons are transported outwardly and create proton
motive force (Δp), which consists of electrical part Δψm (negative inside) and chemical part
ΔpH [63-64]. In mitochondria, the Δp is made up of the Δψm mainly. The Δψm controls the
ability of the mitochondria to generate ATP, generate ROS and sequester Ca2+ entering the
cell. The Δψm and ATP synthesis express a degree of coupling; optimal ATP synthesis re‐
quires Δψm values between the range -100 mV and -150 mV. These values are reached pri‐
marily by Δψm, which maintain at higher values (about -200 mV) and by secondary control
mechanisms, which decrease the Δψm to lower levels [49]. Changes of Δψm influence perme‐
ability of biological membranes and ROS production, more negative Δψm (< -150 mV) leads
to exponentially increased permeability as well as O2

•-and H2O2 production [31]. Similarly,
mitochondrial membranes increase exponentially their permeability for protons [49]. On the
other hand, lower mitochondrial Δp and Δψm (e.g. caused by inhibition of respiratory chain)
can result in hydrolysis of cytoplasmic ATP and slightly lower potential than that generated
by the respiratory chain [65]. Therefore, Δψm is precisely controlled and can be regulated by
various parameters.

ATP production is controlled by different mechanisms, depending on energy demands,
thermogenesis, etc. [49]. First mechanism of OXPHOS control has been called as “respiratory
control”, and is based on feedback mechanisms controlling the rate of ATP synthesis, first of
all by Δp and Δψm. Higher levels of ADP in mitochondria lead to stimulation of ATP syn‐
thase together with decrease of Δp. Originally, pilot studies of OXPHOS dynamics used the
terminology of respiratory steady states, described by Chance and Williams. Respiration
was characterized by respiratory states (Table 1), by active state 3 (ADP stimulated) and fol‐
lowed by controlled state 4 (decrease after conversion of ADP to ATP) [66-67]. Decreased
P/O ratio (caused mostly by increased Δp) leads to energy waste - proton leak (slip in COX),
the decrease in the coupling, and increased thermogenesis [68]. However, conception of
states had limited applicability in intact cells and in isolated mitochondria, did not include
for instance COX, adenine nucleotide transporter, and extramitochondrial ATP/ADP ratio.

Recently, primary control has been implemented by secondary control mechanisms that are Δp
independent [49,70]. Mitochondrial Ca2+ levels have been included [31]. Ca2+ transport was pre‐
sumed to be important only in buffering of cytosolic Ca2+ by acting as sink under conditions of
Ca2+ overload. When the cytoplasmic Ca2+ level was overloaded, Ca2+ accumulated in mito‐
chondrial matrix and utilized Δψm [65,72-73]. Nowadays it is considered that Ca2+ regulates of
activities of dehydrogenases via phosphorylation; ATP synthesis is switched on by cAMP-de‐
pendent phosphorylation and switched-off by calcium induced dephosphorylation [29,74].

In the TCA cycle, glycerophosphate dehydrogenase, pyruvate dehydrogenase, isocitrate de‐
hydrogenase, and α-ketoglutarate dehydrogenase are influenced by Ca2+ levels and their
phosphorylation lead to increased ATP production, production of glycogen, and glucose ox‐
idation [73]. Reversible phosphorylation of pyruvate dehydrogenase complex mediated by
calcium partly regulates the supply of reducing equivalents (NADH/NAD+ ratio). Activation
of the TCA cycle enhances the NADH production that triggers movement of electrons down
complexes I through to complex IV by initially donating of complex I [75].
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ADP

level
Substrate level

Respiration

rate

Rate-limiting

component
Relevance

State 1 Low
Low-

endogenous
Slow

Phosphate

acceptor
Initial activity of the sample

State 2 High
Approaching

zero
Slow Substrate

1. Exhaustion of endogenous substrate utilized

in OXPHOS of ADP

2. Residual oxygen consumption (ROX)

State 3 High High Fast
Respiratory

chain

1. OXPHOS capacity at saturating ADP (State P)

2. Electron transfer system capacity at optimum

uncoupler concentration (State 3u)

State 4 Low High Slow
Phosphate

acceptor

1. Exhaustion of added ADP

2. LEAK respiration (resting state when oxygen

flux is maintained mainly to compensate for the

proton leak after inhibition of ATP synthesis)

(State 4o, L)

State 5 High High Zero Oxygen
1. Anoxia

2. Antimycin A treatment

Table 1. Characterization of respiratory states [30,69]

Regulation of complex I and COX subunits via specific protein kinases and protein phospha‐
tases was observed. cAMP-dependent protein kinase catalyses phosphorylation of complex I
subunit and stimulates ETC [76]. At low Ca2+ levels, protein phosphatase dephosphorylates
and inactivates complex I. It is presumed that COX is regulated by allosteric inhibition of
ATP at high ATP/ADP ratios [31]. Extramitochondrial ATP/ADP ratios regulate COX activi‐
ty by binding to the cytosolic subunit of COX, whereas high mitochondrial ATP/ADP ratios
cause exchange of ATP by ADP at COX and induce allosteric inhibition [77]. Similarly, in‐
creased intracellular Ca2+ levels are suggested to activate mitochondrial phosphatase, which
dephosphorylates COX and turns off the allosteric inhibition [78]. This respiratory control
by phosphorylated enzyme is assumed to keep the Δp low as prevention of increased Δp,
which leads to the slip of protons in COX and decreased H+/e- stoichiometry [79-80]. Howev‐
er, in isolated mitochondria high Δψm was measured even with high ATP/ADP ratios. The
decrease was measured after addition of phosphoenolpyruvate and pyruvate kinase and
could be explained as reversal of gluconeogenetic enzymes [61]. Under the physiological
conditions, allosteric inhibition is modulated by increased Ca2+ levels, high substrate concen‐
trations, and thyroid hormones. Ca2+ dependent dephosphorylation induced by hormones
results in loss of respiratory control by the ATP/ADP ratio and associated with the increased
Δp and respiration [79].

Thyroid hormone, mainly triiodothyronine (T3) and diiodothyronine (T2), has important ef‐
fects on mitochondrial energetics and mitochondrial genome [81]. Mechanism of allosteric
inhibition of COX has been closely linked to regulation by thyroid hormones. 3,5-diiodo‐
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thyronine (T2) mediates short term effects of thyroid hormones and increases immediately
basal metabolic rate. T2 is formed by intracellular deiodination of T3 and binds to specific
T2 binding sites, which were identified in the inner mitochondrial membrane [82]. This
binding to subunit Va of COX abolishes the allosteric inhibition of respiration by ATP [83]
that could result in partial uncoupling of OXPHOS via increased Δψm, and continue to in‐
trinsic uncoupling of COX by higher membrane potentials [49]. Therefore, thyroid hor‐
mones enhance the proton permeability; hyperthyroidism stimulated mitochondrial proton
leak and ATP turnover in rat hepatocytes, where non-mitochondrial oxygen consumption
remained unchanged [84-85]. Oppositely, in rat hypothyroid cells significant decrease of
non-mitochondrial oxygen consumption and proton leak were observed, ATP turnover was
unaffected [86].

2.3. Proton permeability of membranes

OXPHOS in cells is not fully efficient. Decrease of the proton gradient across the inner mito‐
chondrial membrane by “proton leak” causes uncoupling of fuel oxidation from ATP gener‐
ation, and some energy is lost as heat. The mechanism of the basal proton conductance of
mitochondria (insensitive to known activators and inhibitors) is not understood. There is
correlation between mitochondrial proton conductance and composition of inner mem‐
brane: phospholipid fatty acyl polyunsaturation correlates positively and monounsaturation
correlates negatively with proton conductance [87].

Uncoupling proteins (UCPs) and adenine nucleotide translocator (ANT) are two types of
mitochondrial carrier, which cause inhibitor-sensitive inducible proton conductance. UCPs
themselves do not contribute to the basal proton conductance of mitochondria; however,
they are important metabolic regulators in permitting fat oxidation and in attenuating free
radical production [88]. The amount of ANT present in the mitochondrial inner membrane
strongly affects the basal proton conductance of the membrane and suggests that ANT is a
major catalyst of the basal FA-independent proton leak in mitochondria [89].

2.3.1. Fatty acids

Long-chain fatty acids (FAs) are weak acids that can cross the membrane in both protonated
and deprotonated forms. Effects of FAs are interrelated to 1. increase uncoupling, 2. increase
ROS production, 3. opening mitochondrial permeability transition pores (MPTP) [90]. Fur‐
ther, they can modulate effects of thyroid hormones as well as sex steroid hormones [84].
FAs can act as like classic OXPHOS uncouplers with protonophoric action on the inner mito‐
chondrial membrane and/or interactions of FAs with ADP carrier, COX and ATP synthase
are presumed [91]. Recent study suggests that FAs are not only inducers of uncoupling, but
they also regulate this process. It supposes that transport of FA anions participates in both
ADP/ATP antiport and aspartate/glutamate antiport, at the same time [92]. On the other
hand, studies using lipid membranes suppose that FAs are capable of spontaneous flip-flop
[93]. Since FAs move across the membrane spontaneously and rapidly, no protein transport‐
ers are necessary. Further, coupling/uncoupling effects depend on their concentrations pH
gradient across the membranes [94-95].
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2.3.2. Uncoupling proteins

Uncoupling diverts a significant proportion of energy to thermogenesis. UCPs are mito‐
chondrial carriers catalysing a regulated proton leak across the inner membrane [96-97].
There are five types of UCP in mammals. UCP1 is presented exclusively in the inner mito‐
chondrial membrane of brown adipose tissue, and its main function is to catalyse adaptive
thermogenesis [98]. It can be stimulated by FA and has synergic action of norepinephrine
and thyroid hormones [49,99]. Concentrations of UCP2 and UCP3 in tissues are much lower
than of UCP1, and their functions are not exactly known. They probably minimally contrib‐
ute to basal metabolic rate, control of adaptive thermogenesis, preventive action against oxi‐
dative stress and ROS control, control of cellular energy balance, regulation of Ca2+

homeostasis, regulation of FA oxidation and ATP synthesis [100-103]. UCP2, UCP4 and
UCP5 are present in the central nervous system (CNS); they have been suggested to have
effects protecting neurons from the Ca2+ overload and/or oxidative stress [104-105].

UCP activities can be positively or negatively regulated by different factors. UCP are stimu‐
lated by FA and by ROS, generated by as a side reaction between CoQ and oxygen [106].
UCP mediate the FA dependent proton influx that leads to uncoupled ATP synthesis and
heat production [107]. It is supposed that UCP and FA decrease Δψm if it is sufficiently high.

2.4. Reactive oxygen species production

Reduction of O2 to water by aerobic respiration is accompanied by reactive intermediate for‐
mation. Generally, complex I and complex III are considered as the major O2

•- sources [108].

Complex I releases O2
•- to matrix, complex III can release O2

•- to both sides of the inner mito‐
chondrial membrane [109]. Additionally, other ROS sources, e.g. MAO, present in the outer
mitochondrial membrane, and α-ketoglutarate dehydrogenase (α-KGDH), the TCA cycle
enzyme complex, are able to generate H2O2. MAO catalyses the oxidative deamination of
biogenic and xenobiotic monoamines and increases the amount of ROS in mitochondria.
H2O2 production by α-KGDH is dependent on NADH/NAD+ ratio. Higher NADH leads to
higher H2O2 production, therefore, α-KGDH could significantly contribute to oxidative
stress in mitochondria [110].

Physiologically generated H2O2 and O2
•- from ETC are dependent on the magnitude of Δp

and the respiratory state of mitochondria [111]. State 4 is characterized with high rate of
ROS production, contrary to state 3 with high rate of oxygen uptake and slow ROS produc‐
tion. State 5, described as anoxic, with limited oxygen supply and lack of respiration pro‐
duce minimum ROS [98,112]. In isolated rat liver mitochondria ROS production and Δψm

were studied in state 3 and state 4. These states attenuate Δψm and ROS, correlation of ROS
with Δψm was observed [113]. However, this correlation with respiratory states was not ob‐
served in the study using isolated mitochondria, ROS production correlated directly with
Δψm [114].

Complex I is considered to be the primary source of ROS in brain under physiological condi‐
tions, as well as in pathological processes (e.g. neurodegenerative disorders). ROS seem to
be the key factors in brain aging processes and mitochondrial respiration with ROS produc‐
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tion significantly contributes to functional changes in brain during aging. Study in isolated
rat mitochondria found significantly increased H2O2 production and 30 % reduction of com‐
plex I activity in aged rats [115]. Defective mitochondria release large amounts of ROS, simi‐
larly, decline of antioxidative enzyme activities (e.g. in elderly) enhances ROS production
[116]. Negative results of ROS can affect respiratory chain: complexes I, III and IV seem to be
the most affected, whereas function of complex II appears to be unchanged [117].

2.5. Apoptosis

Mitochondrial dysfunctions may accompany the clinical picture of neuropsychiatric disor‐
ders and contribute to neural apoptosis [118]; mitochondria play a pivotal role in intrinsic
pathway of apoptosis [38]. Several interrelated mitochondrial pathways facilitate cell death:
mitochondrial permeability transition (MPT) and the release of apoptotic cell death promot‐
ing factors, cytochrome c release by proapoptotic members of the Bcl-2 (B-cell lymphoma 2)
family of proteins, disruption of ATP production, and alteration of the cell’s redox status
and overproduction of ROS [114]. If they are activated, change their conformations and in‐
duce formation of oligomers to form mitochondrial outer membrane pores, resulting to
MPT. In apoptotic cells rapid loss of mitochondrial Δψm is accompanied by ROS production.
Consequently, other proapoptotic proteins cytochrome c and Smac are released and trigger
the caspase cascade leading to apoptosis [119]. Released cytochrome c in cytosol binds to
apoptotic protease-activating factor-1 (Apaf-1) and induces formation of apoptosome [120].
MPT means alteration of permeability properties of membranes, originally was defined as
increase of the inner mitochondrial membrane permeability to solutes of molecular mass
less than 1500 Da [121]. Decreased MPT and activities of respiratory chain complexes, and
increased ROS production were observed in cultured fibroblasts obtained from patients
with CoQ deficiency [37]. MPT results from formation and opening of a channel known as
MPTP. MPTP is dynamic multiprotein complex that span both the outer and inner mito‐
chondrial membrane and contain the adenine nucleotide translocator (ANT) in the inner
membrane, and the voltage-dependent anion channels (VDAC) in the outer membrane and
cyclophilin D in the matrix [122]. Once open, MPTP allows the release of pro-apoptotic fac‐
tors, such as cyt c and apoptosis inducing factor (AIF), into the cytoplasm.

2.6. Specific inhibitors of complexes of ETC

Rotenone is a specific complex I inhibitor, thenoyltrifluoroacetone (TTFA) specifically inhib‐
its complex II. Both substances induce O2

•- production that may result to major ROS produc‐
tion [45,123-124]. Pyrrolnitrin inhibits both complex I as well as complex II. It affects electron
transport among NADH, CoQ and succinate, whereas COX remains unaffected [125].

Complex III inhibitors antimycin, myxothiazol and stigmatellin differ in their mechanism of
action. Antimycin A inhibits the transfer of electrons from cytochrome b to CoQ, blocks the
Qi side of complex III. Oppositely, myxothiazol or stigmatellin block electron transfer from
reduced CoQ at Qo side [75]. Stigmatellin inhibits transfer of electrons and recycling of CoQ;
myxothiazol inhibits electron transfer from reduced CoQ to cytochrome c [126].
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Complex IV inhibitors KCN and sodium azide decrease COX activity [127]. Azide specifical‐
ly blocks crossover between cytochrome a and cytochrome a3. Further, it inhibits succinate
oxidase activity specific for active respiration (state 3), but without any significant inhibition
of state 4 [128]. Inhibition of COX by KCN is reversible, cyanide inhibits both electron and
proton transport of COX [129]. Complex V is inhibited by oligomycin, which blocks its pro‐
ton channel (Fo subunit). This inhibitor increases Δψm and is used to prevent state 3 of respi‐
ration. Oligomycin induces artificially state 4, i.e. state of respiration independent of ADP
phosphorylation or resting state (LEAK) [130].

During the oxidation of complex I substrates (pyruvate, malate, glutamate), rotenone inhibi‐
tion did not increase H2O2; contrary, oxidation of complex I and II substrates in the presence
of antimycin A increased H2O2. Both myxothiazol and stigmatellin inhibited O2

•- production
and/or should inhibit the effect of antimycin [126,131]. The maximum of O2

•- production has
been observed in human skin fibroblasts with the prolonged treatment of rotenone, but not
with antimycin A [132]. Interestingly, rotenone prevented antimycin A to induce ROS pro‐
duction in complex I, but not in complex II [43]. Qo side of complex III was found as the
source of increased O2

•- after transient exposure to hydrogen peroxide [75]. KCN and so‐
dium azide increase ROS formation [126]. Oligomycin induces hyperpolarization of inner
mitochondrial membrane and can increase O2

•- levels [133].

2.7. Mitochondria and neuroplasticity

Mitochondrial distribution and activity are key factors in neuronal morphogenesis - synap‐
togenesis, developmental and synaptic plasticity and axogenesis. During the development,
neuronal stem cells proliferate and differentiate into neurons; subsequently axons and den‐
drites form synapses [134-135]. The role of mitochondria in neuroplasticity is illustrated in
Figure 3 [20]. Due to ATP production and importance of mitochondria in synaptic ion ho‐
meostasis and phosphorylation reactions, mitochondria would be accumulated at sites
where ATP consumption and Ca2+ concentration are higher. It was reported that mitochon‐
dria are more abundant in the regions of growing axons than in the non-growing axons. Mi‐
tochondrial net movement is anterograde in growing axons and is retrograde in non-
growing axons. Shortly before axogenesis mitochondria congregate at the base of the neurite
that is destined to become the axon. Nerve growth factor (NGF) was found as one of the sig‐
nals inducing accumulation of mitochondria in the active growing cone [136]. Interestingly,
when the ATP production is impaired and cells provide alternative source of energy, axo‐
genesis is abolished although growth of dendrites remains relatively unaffected [134].

There are changes in mitochondrial energy metabolism occurring in brain cells during CNS
development. During embryonic and early postnatal development fats are primarily used,
later on, glucose becomes as fuel. This fact supports the role of mitochondria in biochemical
requirements of highly proliferative neuronal stem cells and post-mitotic neurons. During
neuronal differentiation the number of mitochondria per cell increases, but the velocity at
which individual mitochondria move decreases as neurite outgrowth slows and synapto‐
genesis occurs [20,137].
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Figure 3. The role of mitochondria in neuroplasticity [20]. Principal mechanisms leading to neuronal impairment and
cell death are composed of decreased ATP production, increased production of reactive oxygen and nitrogen species
(RONS), initiation of apoptotic processes and impaired calcium homeostasis. Exhaustion of energy supplies and de‐
creased ATP production lead to impairment of ATP dependent processes and therefore to changed cellular functions.
Insufficient function of Na+/K+- ATPases leads to disturbances of ion transmembrane gradients, efflux of K+, and influx
of Na+, Cl- and Ca2+. Increased extracellular concentrations of K+ mediate depolarisation of membranes and change the
functions of amino acids transporters. Voltage gated ion channels (VGIC) and ligand dependent calcium channels
(LGIC) are activated and mediate increased cytosolic calcium concentrations. Intracellular calcium causes functional
changes of amino acid transporters and enhances the increased extracellular concentrations of excitatory amino acids,
glutamate especially, and extends neurotoxicity. Increased levels of synaptic glutamate can be mediated by release of
glutamate from astrocytes. Following bound of glutamate to NMDA and AMPA receptors causes higher Ca2+ influx
into cell, calcium activates phospholipases, proteases, and endonucleases, which degrade membranes, proteins and
nucleic acid. E.g. activation of phospholipase A2 (PLA2) by calcium releases membrane arachidonic acid (AA), which
induces production of superoxide. High intracellular calcium levels cause overload of mitochondrial calcium, increase
ROS production, and inhibit ATP production. Activation of calcium dependent protein phosphatases (e.g. calcineurin)
causes translocation of proapoptotic factor Bad into the mitochondria and triggers apoptosis by sequestration of anti‐
apoptotic factors Bcl-2 and Bcl-xL. Release of cytochrome c and other proapoptotic factors from the intermembrane
space of mitochondria induce the formation of apoptosome, and consequently trigger activation of caspases and
apoptosis. Apoptosis inducing factor (AIF) is another factor released by mitochondria. Disengaged AIF is transported
into nucleus and trigger caspases-independent apoptosis. Mitochondria in brain are also a target of nitric oxide (NO)
action; AA - arachidonic acid; AIF - apoptosis inducing factor; Bax, Bad, Bad - proapoptotic factors of Bcl-2 family; Bcl-2
- antiapoptotic factor of Bcl-2 family; BDNF - brain-derived neurotrophic factor; CaM - calmoduline; cAMP - cyclic ade‐
nosine monophosphate; CREB - cAMP response element-binding protein; cyt c - cytochrome c; Δψm - potential on the
inner mitochondrial membrane; EAAT - excitatory amino acid transporter; ER - endoplasmic reticulum; Glu - gluta‐
mate; MAO - monoamine oxidase; nNOS - neuronal nitric oxide synthase; NO - nitric oxide; PKA - protein kinase A;
PLA2 - phospholipase A2; PLC - phospholipase C; LGIC - ligand-gated ion channel; RONS, reactive oxygen and nitrogen
species; ROS - reactive oxygen species; RNS - reactive nitrogen species; VGIC - voltage-gated ion channel

It was demonstrated that neuronal activity is influenced by the mitochondrial functions, de‐
fective trafficking and dysfunction of mitochondria from axon terminals is implicated in the
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pathogenesis of axonal degeneration [138-140]. In addition, dendritic mitochondria are es‐
sential in the morphogenesis and plasticity of spines and synapses [141]. Recent findings
suggest roles for mitochondria as mediators of at least some effects of glutamate and BDNF
on synaptic plasticity [136]. BDNF promotes synaptic plasticity, in part, by enhancing mito‐
chondrial energy production. It increases glucose utilization and increases mitochondrial
respiratory coupling at complex [62,142].

Mitochondria are dynamic organelles; their function is modulated by fission, fusion and
moving within the axons and dendrites [38]. Their structure, functions and properties differ
in axons and dendrites [141,143]. Transport and positioning of mitochondria are essential for
neuronal homeostasis and the mitochondrial movement is a part of regulation by intracellu‐
lar signals.

3. Advances in biological hypotheses of mood disorders

Findings about intracellular processes associated with mood disorders and long-term effects
of antidepressants demonstrate an important role of signalling pathways primarily regulat‐
ed by monoamine neurotransmitters; this was settled as the basis of many biochemical hy‐
potheses [144-145]. While dysfunctions within monoaminergic neurotransmitter systems are
likely to play an important role in pathophysiology of mood disorders, it probably repre‐
sents the downstream effects of more primary abnormalities in signal transduction. Thus,
new theories about the pathophysiology of depression and the action of antidepressant
treatment proposes that mood disorders are caused by structural or functional changes in
particular molecules and signalling pathways in the brain, and that antidepressants function
by counteracting these molecular changes. It is supposed that structural and functional brain
abnormalities in patients with depressive disorder may be associated with low levels of
brain-derived neurotrophic factor (BDNF), abnormal function of hypothalamic-pituitary-
adrenal (HPA) axis, glutamatergic toxicity, activation of inflammatory and cell-mediated
immune response, decreased antioxidant capacity and increased oxidative and nitrosative
stress, disturbed chronobiological rythms, and mitochondrial dysfunctions [2,146-148].

Research on the biological basis of mood disorders emphasises the changes of neural net‐
works and synaptic plasticity. Evidence exists for impairment of neuroplasticity in major de‐
pression. Chronic stress is known to contribute both to development of major depression in
vulnerable persons and to reduction of synaptic plasticity, induction of structural changes in
dendrites, and impairment of neurogenesis [1]. Mitochondria may be primary regulators of
these processes, as they regulate not only neuronal survival and death, but also plasticity.
There is mounting evidence for the role of mitochondrial dysfunction in the pathophysiolo‐
gy and treatment of bipolar disorder [11].

3.1. Monoamine hypothesis

Discovery of the first  effective antidepressants,  MAOIs and tricyclic antidepressants,  im‐
plied hypothesis about significant role for the biogenic amine, particularly NE and 5-HT in
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the  ethiopathogenesis  of  affective  disorders.  Classic  monoamine  hypothesis  is  an  early
milestone in the field of depression. It proposed that depression might be produced by a 5-
HT or NE deficiency at  functionally important receptor sites in the brain,  i.e.  that brain
monoamine systems have a primary direct role in depression [149-150]. Soon it became evi‐
dent that the monoamine hypothesis in its original form could not explain all of the effects
of antidepressants [151-152]. In order to test this hypothesis, a series of studies was con‐
ducted to evaluate effects of monoamine depletion on depressive symptoms in depressed
patients and in healthy controls. Relapse to 5-HT depletion or to catecholamine depletion
was found to be specific to the type of antidepressant treatment and type of depletion. 5-
HT or NE/dopamine depletion did not decrease mood in healthy controls and slightly low‐
ered mood in healthy controls with a family history of major depressive disorder. In drug-
free patients with major depressive disorder in remission, a moderate mood decrease was
found for acute tryptophan depletion only. However, acute tryptophan depletion induced
relapse  in  patients  in  remission  who used  serotonergic  antidepressants  [153].  Depletion
studies failed to demonstrate a causal relation between 5-HT and NE with depressive dis‐
order [154-155]. The effects of acute tryptophan depletion on cognition in non-vulnerable
participants are independent of mood changes [155].  Even simultaneous disruption of 5-
HT and catecholamine systems didn’t significantly alter mood in unmedicated depressed
subjects [156]. These findings forced a major revision of the classic monoamine hypothesis
of depression. According to this revised monoamine theory of depression [148,157] monoa‐
mine systems are only modulating other brain neurobiological systems that have more pri‐
mary role in depression.

3.2. Neurotrophic hypothesis

The neurotrophic hypothesis of depression [5-6,8] supposed that vulnerability to depression
can arise as a result of neuronal damage, e.g. after chronic stress, long-term increased levels
of glucocorticoids, hypoglycemia, ischemia, effects of neurotoxins or certain viral infections,
etc. The therapeutic effects of antidepressants consist in the increased function of the nora‐
drenergic or serotonergic system, leading to increased activity of transcription factor CREB
(cAMP response element binding protein), higher expression of neurotrophin BDNF and its
receptor trkB, and consequently to increased neuronal plasticity and resumption of cellular
functions.

According to neurogenic hypothesis [158-159], depression may develop due to the de‐
creased neurogenesis in hippocampus, and antidepressants takes effect through the stimula‐
tion of neurogenesis. Hypothesis of cellular plasticity [160] relate the neurotrophic and the
neurogenic hypothesis to the statement that depression can be generally caused by damaged
cellular plasticity leading to inadequate relations between structure and function. Molecular
mechanisms leading to a disturbance of neuroplasticity are not known. The bioenergetic and
neurochemical model of bipolar disorder attempts to identify these mechanisms and focuses
attention on mitochondrial dysfunctions [9,161].
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3.3. Inflammatory and neurodegenerative hypothesis

The central nervous system, endocrine and immune systems use neurotransmitters, cyto‐
kines and hormones to communicate among them [162]. Now there is evidence that the acti‐
vation of the immune system is associated with the symptoms of depression [163-164]. The
inflammatory and neurodegenerative hypothesis of depression [165] supposes that depres‐
sion is associated with both inflammatory processes, as well as with neurodegeneration and
reduced neurogenesis. According to this hypothesis, enhanced neurodegeneration and im‐
paired neurogenesis in depression are caused by inflammatory processes, related to the pro‐
duction of oxidative and nitrosative stress, tryptophan catabolites along the
indoleamine-2,3-dioxygenase pathway, proinflammatory cytokines and lowered ω-3 poly‐
unsaturated fatty acid status. Anti-inflammatory compounds should be able to counteract at
least partly the enhanced neurodegeneration and decreased neurogenesis.

3.4. Mitochondrial hypothesis

Mitochondrial dysfunctions (leading to decreased ATP production, oxidative stress, and in‐
duction of apoptosis) occur in the early stages of different neurodegenerative diseases, asso‐
ciated often with mood disorders.

The role of mitochondrial dysfunction during bipolar disorder is supported both by obser‐
vation of the changes of brain metabolism and by effects of mood stabilizers (lithium and
valproate) on mitochondrial functions. Metabolic changes in brain were observed in bipolar
disorder by magnetic resonance spectroscopy (MRS). It suggests the presumptions that mi‐
tochondrial dysfunctions include impaired OXPHOS, final shift to glycolytic production of
energy, general decrease of energy (decreased ATP production), changed concentrations of
phosphomonoesters and changed lipid metabolism [9].

mtDNA mutations in the brain, associations of mtDNA polymorphisms and bipolar disor‐
der and changes in gene expression related to mitochondria in the brain were observed
[10,166]. Mitochondrial dysfunction hypothesis of bipolar disorder is based on these obser‐
vations. According to this hypothesis, mtDNA polymorphisms/mutations or mtRNA dele‐
tions caused by nuclear gene mutations can cause mitochondrial dysregulation of calcium
leading to symptoms of bipolar disorder [10,161,167]. Mitochondrial hypothesis corresponds
to, above mentioned, neurotrophic hypothesis because of an important role of calcium sig‐
nalling pathway in synaptic plasticity regulation.

3.5. Biological markers of mood disorders

Biological markers are defined as a characteristic that is objectively measured and evaluated
as an indicator of normal biologic processes, pathogenic processes, or pharmacologic re‐
sponses to a therapeutic intervention. In medicine, a biomarker is an indicator of a particular
disease state or a particular state of an organism.

Identification of biologic markers of mood disorders and factors capable of predicting the
response to treatment with antidepressants has not been sufficiently successful [3,168-169].
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In accordance to actual neurochemical hypotheses of mood disorders, biological markers
have been primarily found at the level of neurotransmitter concentrations, their metabolites
or precursors. Subsequently, attention was shifted to the receptor systems, and since the
1990´s, intracellular processes have become main interest. The chance to find sensitive and
specific biological predictors of antidepressant treatment has been increased, because of in‐
troduction of new methods of molecular biology. These methods enable us better observa‐
tion of cellular processes connected with the transduction of nervous signals in the brain.
The choice of parameters, which should be studied as perspective biological markers of
mood disorders, have been derived first of all from new findings of signalling pathways in‐
volved in neurotransmission and from above mentioned neurochemical hypotheses of
mood disorders. From the view of intracellular processes, energetic metabolism, activities of
PKC, CREB, BDNF, Bcl-2, glycogen synthase kinase-3, caspases or calcium could play a
principal role in findings of biological markers of mood disorders. According to the com‐
plexity and connectivity of signalling pathways involved in etiopathogenesis of mood disor‐
ders, number of chosen parameters is not final.

4. Antidepressants, mood stabilizers and mitochondrial functions

Antidepressants are used mainly to alleviate mood disorders, such as major depression and
dysthymia and anxiety disorders. Mood stabilizers are psychiatric medication used in treat‐
ment of mood disorders, which are characterized by intense and sustained mood shifts (e.g.
bipolar disorder).

The antidepressant activity of the first generation of antidepressants, tricyclic antidepres‐
sants and MAOIs, was explained by their effects on availability of monoamine neurotrans‐
mitters. The next generations of antidepressants included selective serotonin reuptake
inhibitors (SSRIs), norepinephrine reuptake inhibitors (NRIs), serotonin-norepinephrine re‐
uptake inhibitors (SNRI), noradrenergic and specific serotonergic antidepressants (NaSSAs),
norepinephrine-dopamine reuptake inhibitors (NDRIs), serotonin antagonist and reuptake
inhibitors (SARIs), selective serotonin reuptake enhancer (SSRE), melatonergic agonists
(MASSA), sigma receptor agonists etc. The therapeutic response to antidepressants occurs
after long-term treatment; therefore, effects of antidepressants are linked to cellular adapta‐
tions including density and/or sensitivity of neurotransmitter receptors and transporters,
regulation of signal transduction cascades, and changes in gene expression [170].

Most of mood stabilizers are anticonvulsants (valproate, carbamazepine, and lamotrigine),
with an important exception of lithium, which is the oldest and the best known mood stabi‐
lizing drug. Some atypical antipsychotics (olanzapine, quetiapine, aripiprazole, risperidone,
ziprasidone) have mood stabilizing effects, as well.

Although a wide range of pharmacologically different antidepressants and mood stabiliz‐
ers is available, molecular mechanisms of their therapeutic effects haven’t yet been suffi‐
ciently  clarified.  Relatively  little  information  is  known  about  the  association  among
therapeutic and/or adverse effects  of  drugs and mitochondrial  enzyme activities.  Incom‐
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plete data exist on the effect of pharmacologically selective antidepressants and mood sta‐
bilizers on MAO activity. Measurement of both mitochondrial respiration and membrane
potential during action of appropriate endogenous and exogenous substances enables the
identification  of  the  primary  sites  of  effectors  and  the  distribution  of  control,  allowing
deeper quantitative analyses [171].

4.1. Inhibition of MAO

MAO inhibition is the best known direct action of some antidepressants on mitochondrial
enzymes. The antidepressant effect of MAOIs has been established more than 50 years ago.
Iproniazid became the first MAO inhibitor to be used successfully in the treatment of de‐
pression; it is an irreversible and nonselective MAO inhibitor [172]. It is known to act as a
pro-drug and can be converted into isopropyl hydrazine which binds covalently to MAO
[173]. Clorgyline is an irreversible inhibitor preferential for MAO-A, structurally related to
pargyline (MAO-B inhibitor). It has antidepressant activity, and may potentially be useful in
the treatment of Parkinson's disease. Selegiline (l-deprenyl) is an irreversible inhibitor pref‐
erential for MAO-B; it is used for the treatment of Parkinson's disease, depression and senile
dementia. Inhibitors of MAO lose its selectivity at high doses. Moreover, there are feedbacks
and interconnections of intracellular signalling pathways which lead to mutual interactions
of monoaminergic and other systems [4]. So, inhibiting of MAO-B should influence process‐
es mediated primarily by substrates for MAO-A, and vice versa. The major disadvantage
was the incidence of the cheese reaction with those early inhibitors [51].

The selective reversible MAO-A inhibitors such as moclobemide increase the content of 5-
HT, NE and dopamine in the brain [174] but did not provoke the cheese reaction. Moclo‐
bemide has been extensively evaluated in the treatment of a wide spectrum of depressive
disorders and social phobia. Overall, moclobemide appears to be safe and devoid of ma‐
jor side effects, although it is considered as a mild antidepressant, better tolerated by old‐
er patients [175-181]. Moclobemide undergoes extensive metabolism with less than 1 % of
the dose being excreted unchanged. Metabolic pathways of moclobemide include mainly
oxidative attack on the morpholine moiety [182].  However,  major metabolites in plasma
were found to be less effective MAO-A inhibitors than moclobemide or pharmacologically
inactive [183-184].

MAO inhibitors were developed as antidepressants but many drugs, including the oxazoli‐
dinone antibacterial agents, share similar molecular properties and have MAO inhibitory ac‐
tivity. These compounds were of interest as potential antidepressants because they could be
selective inhibitors of either the A or B isoforms and were usually reversible [53].

Antidepressants which act primarily as 5-HT and/or NE reuptake inhibitors show inhibitory
activity towards MAO also. It has been suggested that tricyclic antidepressants exert some
of their therapeutic effect by inhibiting MAO [185]. They are able to inhibit MAO-B both in
vitro [186-187] and in vivo [188-189]. However, in vivo inhibition of the human platelet MAO-
B in the patients taking tricyclic antidepressants was not confirmed by others [190-191]. Five
tricyclic antidepressants, amitriptyline, clomipramine, desipramine, imipramine and iprin‐
dole, have comparable potencies as inhibitors of MAO in rodent brain and liver [192]. These
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antidepressants have been shown to partially protect mouse brain MAO in vivo from the ir‐
reversible enzyme inhibition produced by subsequent injection of phenelzine [193]. Concen‐
trations of tricyclic antidepressants, which showed a pronounced inhibitory effect on the
MAOs activity, were significantly higher than plasma levels of the drug found under thera‐
peutic conditions [194-195]. MAO activity was inhibited after long-term administration of
viloxazine, nomifensine, zimelidine, maprotiline, imipramine, amitriptyline, and nortripty‐
line in systematic studies of Egashira [196-197]. Competitive inhibition of MAO-A and non‐
competitive inhibition of MAO-B was found for these drugs. Similar results were obtained
when different tricyclic antidepressants and SSRIs were examined with isolated rat brain
mitochondria [198]. Fluoxetine and norfluoxetine showed affinities both for MAO-A [199]
and MAO-B [200]. Fluoxetine and norfluoxetine also significantly inhibited the binding of
the specific radioligands to MAO in vivo. These results support a potential role of MAO in‐
hibition in the therapeutic effects of fluoxetine.

4.2. Effects of antidepressants on mitochondrial functions

There is relatively little data about effects of antidepressants on mitochondrial functions as sum‐
marized in the Table 2. In vitro study examined influence of pharmacologically different antide‐
pressants and mood stabilizers on activity both mitochondrial MAO [201] and respiratory chain
complexes; imipramine, desipramine, amitriptyline, citalopram, and mirtazapine were found
as complex I inhibitors in isolated pig brain mitochondria [202]. In isolated rat liver mitochon‐
dria effects of imipramine and clomipramine were compared to classic uncouplers, drugs en‐
hanced ATP synthase activity, hindered ATP synthesis and released respiratory control [203]. In
isolated rat liver mitochondria, nefazodone was found as inhibitor of mitochondrial complexes I
and IV; buspirone inhibited complex I but had no effect on complex IV. Trazodone did not affect
on both complex I and complex IV [204], but decreased oxygen consumption and reduced Na+, K
+-ATPase activity. Trazodone acts also as uncoupler of OXPHOS [205].

Effects of antidepressants on apoptotic markers, e.g. cytochrome c release and DNA frag‐
mentation, seem to be different. Various antidepressants exhibited potential anticancer
properties and caused cytotoxic effects. Paroxetine, fluoxetine and clomipramine increased
levels of apoptotic markers leading to apoptosis in glioma and neuroblastoma cells, whereas
imipramine and mianserin do not [206]. Desipramine induced apoptosis in rat glioma cells
by activation of caspases, without any change of mitochondrial membrane potential Δψm

[207]. Fluoxetine and amitriptyline protected PC12 cells from cell death induced by hydro‐
gen peroxide [208]. Amitriptyline and tranylcypromine prevented the loss of mitochondrial
Δψm, over expression of Bax, reduction in Bcl-2 level, cytochrome c release, caspase-3 activa‐
tion, and formation of ROS. In contrast, fluoxetine seemed to have additive toxic effect to 1-
methyl-4-phenylpyridinium (MPP+) against neuronal cell damage by increasing
mitochondrial damage and oxidative stress [209]. Nortriptyline was identified as strong in‐
hibitor of MPT and was observed as potential inhibitor of neuronal cell death; it protected
isolated mitochondria against programmed cell death, inhibited release of apoptotic mito‐
chondrial factors and caspases, increased Ca2+ retention in mitochondria and delayed the
Ca2+ induced loss of Δψm, further leading to neuronal cell death [210-211].
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4.3. Effects of mood stabilizers on mitochondrial functions

Mood stabilizers affect multiple sites in intracellular signalling pathways [4]. Main targets of
mood stabilizers are neurotrophin BDNF, ERK pathway, and pathways modulated by GSK-3 or
Bcl-2 [8,226-227]. Molecular and cellular targets of mood stabilizers include enzymes inhibited
by lithium (inositol monophosphatase, inositol polyphosphate 1-phosphatase, GSK-3, fructose
1,6-bisphosphatase, bisphosphate nucleotidase, phosphoglucomutase), enzymes inhibited by
valproate (succinate semialdehyde dehydrogenase, succinate semialdehyde reductase, histone
deacetylase), targets of carbamazepine (sodium channels, adenosine receptors, adenylate cy‐
clase), and components of signalling pathways regulated by multiple drugs (PKC, cAMP, arach‐
idonic acid) [228]. Furthermore, lithium and valproate reduce transport of myo-inositol into the
cells, which leads to reduced PKC activity. Lithium and valproate increase Bcl-2 concentrations
[229] and inhibit GSK-3 activity (lithium directly, valproate indirectly). Valproate activates
MAPK signalling pathway and regulates stress proteins of ER [230]. Through the effects on Bcl-2
and p53 (proapoptotic protein), lithium affects mitochondria by stabilization of membrane in‐
tegrity and prevention of MPTPs opening; i.e. by regulating the key process in cell death leading
to at least temporary loss of Δψm, input of water into matrix and equilibration of ions concentra‐
tions. Both lithium and valproate have neuroprotective effects based on protection from gluta‐
matergic neurotoxicity by inactivation of NMDA receptors, on activation of cell survival factors
such as phosphoinositide 3-kinase/protein kinase B pathway, and on induction of neurotrophic
and neuroprotective proteins. Lithium protects against DNA damage, caspases activation, and
apoptosis of neurons [231]. Increased concentrations of N-acetyl aspartate (NAA, marker of
neuronal viability and functionality) in grey matter after the chronic lithium administration
support its strong neuroprotective and neurotrophic effects in humans.

Effects of mood stabilizers on monoaminergic activity have been studied; majority of data is
about the effects of lithium. Lithium enhances the antidepressant effect both of MAOIs and
inhibitors of the reuptake of 5-HT and/or NE [232-234]. The mode of action for the lithium
augmentation of antidepressants is partly mediated by an increase of 5-HT neurotransmis‐
sion [235-237]. However, lithium could not either inhibit MAO-A or MAO-B in the brain mi‐
tochondrial [195,201]. Unipolar and bipolar depressive patients showed significantly higher
platelet MAO activity than controls, but there was no significant change in activity after the
institution of lithium treatment [191].

Antidepressant Biological model Affected mitochondrial function Reference

Imipramine Isolated rat liver mitochondria

Beef heart submitochondrial

particles

Uncoupling effects on OXPHOS (release of

respiratory control, hindered ATP synthesis,

enhanced ATP synthase activity)

Inhibition NADH oxidation, inhibition of ATP

synthase

[203]

Imipramine Rat brain mitochondria Increased state 3 and state 4 respiratory rates [212]

Imipramine Rat liver mitochondria Increased state 3 and state 4 respiratory rates [213]
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Antidepressant Biological model Affected mitochondrial function Reference

Imipramine, clomipramine,

citalopram

Human peripheral lymphocytes

and lymphoblasts

Dose-dependent induction of apoptosis [214,215]

Imipramine, clomipramine,

citalopram

Human acute myeloid leukaemia

HL-60 cells

Loss in cell viability, increased ROS production,

loss of Δψ m

[216]

Clomipramine, desipramine,

norfluoxetine,

Tianeptine

Rat heart isolated mitochondria

and CHO cells

Reductions of Δψ m,

decrease in state 3 respiration, inhibition of

activities of complexes I, II/III and IV

Insignificant change of Δψ m,

decrease in state 3 respiration, inhibition of

complex I activity

[217]

Tianeptine Rat liver mitochondria Inhibited beta-oxidation and TCA cycle [218]

Fluoxetine Rat liver mitochondria Inhibition of state 3 respiration, stimulation of

state 4 respiration, decrease of RCR and

uncoupling effects on OXPHOS

[219]

Fluoxetine Rat brain mitochondria Inhibition of OXPHOS, decreased activity of

ATP synthase

[220]

Amitriptyline, fluoxetine Differentiated rat

pheocytochroma PC12 cells

Prevention of the loss of Δψ m, cyt c release,

formation

of ROS induced by MPP+

[209]

Amitriptyline, fluoxetine Rat pheocytochroma cells Attenuation of H2O2 neurotoxic effects,

upregulation of superoxide dismutase

[208]

Nortriptyline *ALS mouse Strong inhibitor of MPT [210]

Nortriptyline Mouse model of ischemia Inhibition of Δψ m, inhibited release of

mitochondrial factors and caspase 3 activation

[211]

Nortriptyline Rat brain mitochondria Inhibitor of MPT, inhibition of ETC, mild

uncoupling

[221]

Fluoxetine and/or

Olanzapine

Rat brain homogenates Increased citrate synthase activity after acute,

but not chronic treatment

[222]

Nefazodone

Trazodone

Isolated rat liver mitochondria Severe inhibition of oxygen consumption,

inhibition complexes I and IV

Modest inhibition of oxygen consumption,

inhibition of complex I

[204]

Nefazodone

Trazodone

Isolated rat liver mitochondria Complex I and complex IV inhibitor

No effects

[205]

Fluoxetine Hippocampal synaptic plasma

membranes

Increased ATP synthase activity [223]
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Antidepressant Biological model Affected mitochondrial function Reference

Sertraline Isolated rat liver mitochondria Uncoupling effects on OXPHOS, inhibition of

complex I and complex V activities, induction

of Ca2+ mediated MPT

[224]

Venlafaxine, paroxetine,

nortriptiline

Rat brain homogenates (after 15

days of drug administration)

Differences in brain areas: increased or

unchanged citrate synthase and SDH activities

[225]

Paroxetine, fluoxetine,

klomipramine

Rat glioma and human

neuroblastoma cell lines

Increased cyt c release, caspase-3-like activity,

induction of apoptosis

[206]

Desipramine Rat glioma cells Activation of caspases 3 and 9, no changes of

Δψ m

[207]

ALS mouse – model of neurodegeneration

Table 2. Effects of antidepressants on mitochondrial functions

Studies have shown effects of mood stabilizing drugs on mitochondria. In isolated brain mi‐
tochondria lithium caused desensitisation to calcium, antagonized permeability transition,
and diminished cytochrome c release [238]. In isolated rat liver mitochondria valproate in‐
hibited OXPHOS [239]. In isolated pig brain mitochondria both lithium and valproate inhib‐
ited respiratory chain complexes I and IV [202]. According to study performed in rats [240],
valproate reversed the decreased activity of citrate synthase caused by amphetamine and
lithium prevented the inhibition. The cytoprotective effect of lithium and valproate was ob‐
served after 7 days, of pre-treatment of human neuroblastoma (SH-SY5Y) cells against cyto‐
toxicity resulting from oxidative stress evoked by rotenone and H2O2. This effect was not
observed after one day of pre-treatment [241]. Chronic treatment of SH-SY5Y cells prevents
reduction of methamphetamine-induced reduction of cytochrome c, mitochondrial antia‐
poptotic Bcl-2/Bax ratio and mitochondrial COX activity [242]. Interestingly, long-term lithi‐
um and valproate did not protect SH-SY5Y cells against endoplasmic reticulum stress-
induced cytotoxicity [241]. Lithium and carbamazepine could facilitate activation of CREB,
valproate and lamotrigine did not affect BDNF-mediated signalling [243]. Thus, these mood
stabilizers likely decrease the vulnerability of mitochondrial functions caused by oxidative
stress and have neuroprotective effects [241].

Chronic treatment with lithium, valproate and carbamazepine protects against NMDA-
mediated toxicity [244]. Interestingly, recent study performed with epileptic children exam‐
ined the influence of carbamazepine and lamotrigine on mitochondrial functions - both
drugs influenced respiratory chain complexes and significantly affected ATP production,
carbamazepine decreased the production, oppositely to stimulatory effect of lamotrigine
[245]. Carbamazepine interferes in adenylate cyclase pathway: inhibits adenylate cyclase
and the synthesis of cAMP [246]. Lamotrigine prevented the toxicity caused by rotenone and
MPP+ in rat PC12 cells by suppressing the MPT formation, which leads to cytochrome c re‐
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lease and subsequent apoptosis. Though, lamotrigine seems to have neuroprotective effect
due to the mitochondrial respiratory complex I inhibition [247].

Effects of mood stabilizers on mitochondrial functions are summarized in the Table 3.

Mood stabilizer Biological model Affected mitochondrial function Reference

Valproate Rat liver mitochondrial

fractions

Inhibition of oxygen consumption rate,

sequestration of intramitochondrial CoA

[248]

Valproate Isolated rat liver mitochondria State 3 rates of oxygen consumption inhibited [239]

Valproate Isolated beef brain α-KGDH Inactivation of α-KGDH complex [249]

Valproic acid Isolated rat hepatocytes CoA, acetyl-CoA and long chain acyl-CoA

fractions decreased (accumulation of valproyl-

CoA; without any evidence of this metabolite

in brain tissue)

[250]

Valproate and its

metabolites

Submitochondrial particles

from rat liver

Inhibition of pyruvate uptake [251]

Valproate Rat liver mitochondria.

Digitonin permeabilized rat

hepatocytes

Inhibition of pyruvate-driven OXPHOS.

Inhibition of the rate of ATP synthesis (pyruvate

as substrate used, no inhibitory effects caused

by succinate and glutamate as substrates)

[252]

Valproate and lithium Rat brain tissue obtained

from animals pretreated by d-

amphetamine

No modification of complex I, II, III and IV

activities after the treatment with valproate

and lithium in controls

[253]

Valproate and lithium Rat brain tissue obtained

from animals pretreated by d-

amphetamine

Treated animals with lithium and valproate

prevented inhibition caused by d-

amphetamine

[240]

Valproate and lithium Rat brain tissue obtained

from animals pretreated by d-

amphetamine

Reversed ATP synthase activity (increased after

d-amphetamine) after lithium and valproate

treatment

[254]

Valproate and lithium Human neuroblastoma and

glioma cells

Protective effects against H2O2 or rotenone

induced cytotoxicity in neuroblastoma cells

[241]

Valproate and lithium Human neuroblastoma cells Reduction of methamphetamine-induced

reduction of cyt c, antiapoptotic Bcl-2/Bax ratio

and COX activity

[242]

Lithium Plasma synaptic membrane

from rat brain

Impaired function of ATP synthase was

modulated (reversed by lithium, and prevented

by lithium pretreatment)

[255]

Lithium Isolated brain mitochondria Desensitisation to calcium, antagonized MPT,

diminished cytochrome c release

[238]
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Mood stabilizer Biological model Affected mitochondrial function Reference

Lithium Postmortem human brain

cortex

Dose-depedent increased activities of

complexes I+III, II+III and succinate

dehydrogenase

[256]

Lithium Human neuroblastoma SH-

SY5Y cells

Attenuation of rotenone-induced caspase-3

activation

[257]

Carbamazepine Rat liver mitochondria Decreased state 3 respiration, RCR, ATP

synthesis, Δψ m

[258]

Carbamazepine Rat brain mitochondria Protection against rotenone induced complex I

inhibition

[259]

Carbamazepine,

lamotrigine

Human white blood cells Carbamazepine decreased ATP production,

stimulatory effect on production by

lamotrigine

[245]

Lamotrigine Human neuroblastoma

SH-SY5Y cells

Suppression of MPT formation, attenuation of

rotenone-toxicity, inhibition of ROS production

[247]

Table 3. Effects of mood stabilizers on mitochondrial functions

5. Conclusions

Biological  markers  of  depression,  predictors  of  the  response  to  the  drug administration
and molecular targets of new antidepressants are searched on the basis of recently known
hypotheses of affective disorders.  We come out mostly from stimuli of neurotrophic hy‐
pothesis and mitochondrial hypothesis. According to these hypotheses, the leading role in
the pathophysiology of mood disorders and therapeutic effects of antidepressants has mi‐
tochondria, which are destined for changes in energetic metabolism of cells. Mitochondri‐
al  dysfunctions  and thereby  impaired  neuronal  metabolism can  lead  to  disturbances  in
neuronal function, plasticity and brain circuitry. Impaired functions of mitochondria con‐
tribute  to  a  wide range of  diseases;  the  role  of  mitochondria  in  the pathophysiology of
schizophrenia, bipolar disorder, and major depressive disorder is supported by studies in‐
vestigating  genomic  differences,  changes  of  energy  metabolism  and  mitochondrial
changes included.
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1. Introduction

Major depressive disorder (MDD) is a devastating disease in terms of human suffering, health
costs and economic burden to society. As described in the Diagnostic and Statistical Manual
of Mental Disorders, various symptoms can be observed in depressed patients including
disheartened mood, loss of interest or pleasure (anhedonia), feeling of guilt or worthlessness,
disturbed sleep or appetite, low energy, poor concentration and suicidal ideation. The
prevalence of MDD in the general population is 4.4% to 5% with an annual incidence of 2.4%
to 3.8% [1]. Regional variation in the 12-month prevalence of the major depressive episodes
was also noted, ranging from 2.2% in Japan to 10.45% in Brazil with similar averages of 5.5%
in developed and 5.9% in developing countries [2]. In the USA, 59% of MDD patients experi‐
ence severe degree of functional impairment, making depression the largest contributor to
work loss [3, 4]. Furthermore, MDD was strongly associated to self-perceived stress, childhood
adversity, working status and quality of life [5-7]. According to the estimation results reported
in the global burden of disease study (a study measuring disability-adjusted life-years, DALY),
MDD will have become the leading cause of disability in developed countries by the year 2030
[8], indicating that the situation is not likely to improve unless something changes. A major
contributor to this crisis is the lack of adequate medication to treat a large proportion of
patients. Indeed, 20% do not respond to antidepressants (ADs) recommended as “first-line”
drugs, 40% do so only partially, and among responders, there is a time lag of several weeks to
months before a meaningful clinical effect can be observed. Failure of clinical recovery with
the first AD treatment used and high risk of relapses are also common features. A common



trait of all conventional ADs is that they have a similar mode of action, which is an enhancement
of synaptic transmission of the monoamines serotonin (5-HT) and/or norepinephrine (NE) [9].
In fact, development of AD medications was largely based on the monoaminergic theory of
depression that links the pathophysiology of this illness to a deficiency on cerebral 5-HT and/
or NE levels. Hence, first generation of ADs, monoamine oxidase inhibitors (MAOIs) and
tricyclic antidepressants (TCAs) inhibit the breakdown of 5-HT, NE and dopamine in presy‐
naptic neurons and block the presynaptic uptake of 5-HT and NE through high-affinity 5-HT
(SERT) or NE (NET) transporters, respectively. Although effective, the severe side effects and
toxicity of MAOIs and TCAs limited their usefulness. Later, drugs with more novel ap‐
proaches, including selective 5-HT reuptake inhibitors (SSRIs), NE reuptake inhibitors (NRIs)
and combined-action 5-HT/NE reuptake inhibitors (SNRIs) have been introduced, but as well
as the prior generation of ADs, they act through the modulation of monoamine transporters,
which may explain their suboptimal therapeutic efficacy. A number of emerging ADs that
target monoamine transmission attempt to act on existing targets in more synergic ways
(combining 5-HT reuptake inhibition with inhibition of autoreceptors) or to broaden the
spectrum of monoamine systems targeted (dopamine, melatonin) to either enhance efficacy
or speed response.

Nevertheless,  the complexity and heterogeneity of symptoms of MDD makes incompati‐
ble the association of a disease with a single pathophysiological disturbance. Hence, years
of research and efforts gave rise to a multitude of hypotheses trying to explain the different
facets of  this disorder.  For example,  studies have associated depression with abnormali‐
ties in the hypothalamus-pituitary-adrenal axis activity including elevated concentrations
of  the  corticotropin-releasing  hormone  in  the  cerebrospinal  fluid,  increased  volumes  of
adrenal gland and pituitary and an impairment of corticosteroid receptor signaling [10, 11].
Also, extensive studies reported circadian rhythms deregulations in depressed patients, as
well as an AD effect of drugs that are capable to resynchronize this biological rhythm (i.e.
agomelatine)  [12,  13].  Pro-inflammatory  cytokines  such  as  interleukin  (IL)-6  and  tumor
necrosis factors (TNF)-α were also implicated in depressive disorders [14, 15]. Other possible
mechanisms that have been suggested to be involved in the etiology and treatment of MDD
include deficit in the gamma-aminobutyric acid (GABA) transmission [16], dysfunction of
glutamatergic  system [17],  acetylcholine  imbalance  [18],  estrogens  [19,  20]  and so  many
others [21]. In spite of these hypotheses, one of the oldest, “the monoaminergic hypothe‐
sis of depression” which assumes that MDD is caused by an imbalance in serotoninergic,
norepinephrinergic and possibly dopaminergic functions, is still  driving clinical develop‐
ment of ADs since the empirical discovery of MAOIs and TCAs. Although these monoa‐
mines are undoubtedly involved, it is now recognized that, following AD administration,
changes in the levels of monoamines and subsequent adaptive processes,  in particular a
change in the sensitivity of some of monoamine receptors, are not sufficient on their own
to explain the mechanism of action of ADs. Indeed, it is difficult to correlate the time of
the delayed clinical onset of AD action (several weeks) with the increase in synaptic levels
of monoamines, as this change occurs already after the initial dose of the drug. In the last
decade,  investigations  focusing  on  mood  disturbances  have  been  extended  to  brain
neuroplasticity,  leading to  the  “neurogenic  and neurotrophic  hypothesis  of  depression”.
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This latter postulates that development of MDD is, at least partially, related to a reduced
neuroplasticity  and/or  depletion  of  neurotrophic  factors  which  can  lead  to  a  structural
deformity and functional impairment of the central nervous system.

The monoaminergic hypothesis of depression is still valid today, and intense research keeps
focusing on the 5-HT system, its implication in the pathophysiology of depression and in the
mode of action of ADs. Extensive data reported a number of cellular and molecular adaptive
changes of the 5-HT system both at pre- (i.e. autoreceptor desensitization) and postsynaptic
levels (i.e. stimulation of hippocampal neurogenesis and normalization of neurotrophins
levels) following long-term treatment with various classes of ADs [22-24]. These neuroadap‐
tations occurred with a time course consistent with the observation of a significant AD action.
Naturally, a number of questions has to be asked; how the 5-HT system reacts in case of
depression and after AD treatment? Which cellular and molecular actors are implicated in such
reaction? Which brain areas are prevalent in these responses? To address these questions and
others, the present chapter aims a better understanding of the biological basis of pharmaco‐
logical treatments of depression. Attention will be paid to the neuroadaptive consequences of
combination strategies (i.e. adjunction of antipsychotics) as well as promising targets on AD
development (5-HT7 receptor antagonism, 5-HT4 agonism).

2. Neuroadaptations according to the monoaminergic hypothesis

2.1. Chronic effects of the first generation of ADs on the 5-HT system

MAOIs and TCAs were the first ADs discovered and they have proven their efficacy for
treating MDD, particularly atypical depression, anergic bipolar depression and treatment-
resistant depression. However, they are not supported as first-line drugs in clinical use due to
life-threatening interactions with a variety of medications and common food as well as lethal
cardiac irregularities [25, 26]. Early preclinical studies showed that acute administration of
MAOIs (pargyline, tranylcypromine, phenelzine and iproniazid) and TCAs (clomipramine,
imipramine, amitriptyline and nortriptyline) suppresses the firing activity of 5-HT neurons in
the dorsal raphe nucleus (DRN) [27-29], which is reversed by an injection of the 5-HT1A

receptors antagonist, WAY-100635 [28, 30].

A prolonged administration of MAOIs induces a complete recovery of the firing activity
of DRN 5-HT neurons, an effect attributable to a desensitization of the somatodendritic 5-
HT1A  autoreceptors  since  the  reducing  effect  of  5-HT1A  receptors  agonists  is  completely
abolished (Figure 1) [31-33]. Accordingly, a reduction of the ability of 8-OH-DPAT to inhibit
forskolin-stimulated adenylate cyclase activity [34] and an increase of the ED50  for 8-OH-
DPAT induced lower lip retraction [35] were reported after chronic treatment with MAOIs
(MDL  72394,  clorgyline  or  tranylcypromine)  in  rats.  This  desensitization  of  5-HT1A

autoreceptors seems to occur at the level of receptor-G protein interactions rather than their
simple downregulation. In fact, an autoradiographic study showed that the 5-HT1A agonist-
stimulated [35S]-GTPγS binding is reduced in rats treated for 21 days with clorgyline [36].
Importantly, such chronic treatment with MAOIs was shown to increase the extracellular
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concentrations of 5-HT, an effect greater in raphe nuclei than in their projection areas [37].
A microdialysis study measuring the extracellular levels of 5-HT in the frontal cortex of
rats reported that chronic administration of the reversible MAOI MDL72394 significantly
increased 5-HT amounts,  without  having any effect  on the  ability  of  the  5-HT1A  and 5-
HT1B  agonist RU24969 to reduce these levels [38], suggesting that the sensitivity of these
autoreceptors are not affected by chronic treatment with MAOIs. This is supported by data
from  an  electrophysiological  study  demonstrating  that  long-term  administration  of
clorgyline increased the efficacy of the stimulation of the 5-HT pathway to suppress the
firing activity of CA3 pyramidal neurons of the dorsal hippocampus, whereas the enhanc‐
ing  effect  of  the  antagonist  of  the  terminal  5-HT  autoreceptors  methiothepin  remained
unchanged [39]. However, it is for high interest to note that long-term treatment with the
reversible  MAO-A inhibitor  befloxatone resulted in a  tonic  activation of  postsynaptic  5-
HT1A receptors located on the dorsal hippocampus CA3 pyramidal neurons since the highly
potent and selective antagonist, WAY-100635, markedly increased the firing activity of these
neurons (Figure  2]  [40].  It  is  also  noteworthy that  MAO-A knock-out  mice  exhibit  high
extracellular amounts of 5-HT and an overall decrease of 5-HT1A receptors density, including
raphe autoreceptors as well  as hippocampus and spinal cord postsynaptic receptors [41,
42].  In  summary,  chronic  treatment  with  MAOIs  does  desensitize  inhibitory  5-HT1A

autoreceptors, keep sensitivity of terminal 5-HT autoreceptors unaltered and enhance the
tonic activation of  postsynaptic  5-HT1A  receptors.  Similarly to MAOIs,  chronic treatment
with TCAs (imipramine, iprindole, desipramine and femoxetine) did not change the mean
firing  rate  of  the  DRN  5-HT  neurons  in  comparison  to  controls  [31].  However,  the
responsiveness  to  intravenous  injection  of  the  5-HT agonist  LSD or  the  effectiveness  of
microiontophoretic application of 5-HT and LSD were not altered by such treatment [31],
suggesting that the sensitivity of the 5-HT autoreceptors is  not modified. The 5-HT1A/G-
protein  coupling  is  usually  assessed  by  measuring  [35S]-GTPγS  binding  induced  by  5-
HT1A  receptor  activation  [43].  It  was  reported  that  chronic  treatment  with  the  TCA
amitriptyline did not alter the 5-HT1A agonist-stimulated [35S]-GTPγS binding in dorsal and
median  raphe  nuclei  [44,  45],  further  confirming  an  absence  of  desensitization  of  the
somatodendritic  5-HT1A  autoreceptor  following  chronic  TCAs.  In  contrast,  the  same
treatments have different effects on postsynaptic levels.  Indeed, long-term application of
imipramine  increased  the  responsiveness  of  postsynaptic  CA3  hippocampus  pyramidal
neurons  to  the  microiontophoretic  application  of  5-HT  or  8-OH-DPAT  [46].  In  accord‐
ance, Rossi et al. [45] showed that chronic administration of amitriptyline increased the 5-
HT1A  receptor-stimulated [35S]-GTPγS binding in the hippocampus,  without affecting the
binding of [3H]8-OH-DPAT (indicating the number of 5-HT1A receptors in the coupled high-
affinity agonist state).  These authors suggest that,  in absence of an increase in the bind‐
ing of [3H]8-OH-DPAT, the increased capacity of 5-HT1A  receptors to activate G proteins
in CA1 and dentate gyrus of the hippocampus may be due to regulatory changes at the
level of the G protein, e.g. phosphorylation [45]. In summary, chronic TCA treatment does
not desensitize inhibitory 5-HT1A  autoreceptors and enhance the sensitivity of postsynap‐
tic 5-HT1A receptors in the hippocampus.
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Figure 1 Figure 1. Representation of the effects of the serotoninergic antidepressants on 5-HT neurotransmission. Monoamine
oxidase inhibitors (MAOIs) and selective serotonin reuptake inhibitors (SSRIs) act on the 5-HT system, respectively, by
inhibiting the 5-HT degradation and by blocking the 5-HT transporter (SERT). Their administration induces the raise of
extracellular levels of 5-HT which activate 5-HT receptors. In the raphe nuclei, the somatodendritic 5-HT1A autorecep‐
tors negatively control the firing activity of the 5-HT neurons, while the 5-HT1B/1C autoreceptors control the 5-HT re‐
lease. Long-term administration of both classes of antidepressants desensitize 5-HT1A autoreceptors. Modified from
Faure et al. [22].
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Figure 2. Representation of the effect of antidepressant treatments on hippocampal neurons. The raise of extracellu‐
lar 5-HT levels decreases the firing activity of hippocampus CA3 pyramidal neuron and this is mediated by postsynaptic
5-HT1A receptors. In control animals, no or low firing activity increase is observed after administration of the antagonist
WAY-100635. However, in antidepressant-treated animals, WAY-100635 disinhibits pyramidal cells, suggesting that
antidepressants increase 5-HT tone in the hippocampus. Modified from Blier and de Montigny [201].
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2.2. Chronic effects of the SSRIs on the 5-HT system

SSRIs represent the first-line ADs in clinical use nowadays, mainly due to their relatively lower
burden of adverse effects and safety in overdose. SSRIs include fluoxetine, fluvoxamine,
paroxetine, sertraline, citalopram, escitalopram and more recently vilazodone [47, 48]. These
drugs are believed to exert their effects by blocking SERT, which induces an increase of 5-HT
synaptic levels. In turn, the chronic enhancement of 5-HT bioavailability produces numerous
neuroadaptive changes leading to an enhancement of the 5-HT neurotransmission (Figure 1)
[22, 40, 49]. In particular, it was widely reported that acute administration of SSRIs inhibits the
firing activity of the 5-HT neurons in DRN, resulting from an enhancement of somatodendritic
5-HT release which activates the 5-HT1A autoreceptors [50-55]. However, immunoelectron
microscopy studies using specific antibodies showed a significant decrease of the 5-HT1A

immunogold labeling of the plasma membrane of the DRN dendrites and an increase in their
cytoplasmic labeling after a single injection of the SSRI fluoxetine in animals, indicating an
internalization of these autoreceptors under acute conditions [56, 57]. Importantly, a very
recent double-blind positron emission tomography study investigated the binding of the 5-
HT1A radioligand [18F]MPPF in human volunteers after taking a single tablet of fluoxetine or
placebo. This study clearly demonstrated that in DRN, and nowhere else in the brain, a
significant decrease in [18F]MPPF binding potential between fluoxetine and placebo [58]. In
animals, this autoreceptor internalization seems to be very transient since a microdialysis
study reported that administration of a 5-HT1A receptor agonist a few hours after single
injection of fluoxetine reverses the SSRI-induced increase in the 5-HT levels [59]. Short-term
treatment with SSRIs also reduced the firing activity of the DRN 5-HT neurons [50]. Only
chronic (2 to 3 weeks) treatments with these drugs completely recover the 5-HT firing activity,
and this is accompanied with a desensitization of the somatodendritic 5-HT1A autoreceptors
[50, 51, 60, 61]. Interestingly, when rats chronically treated with fluoxetine were challenged
with a single dose of 8-OH-DPAT, there was no internalization of the 5-HT1A autoreceptors in
keeping with their desensitized form [62]. In fact, after such treatment, neither the density of
the 5-HT1A autoreceptors on the plasma membrane of DRN neurons nor the [18F]MPPF binding
were changed [56, 58, 62, 63]. One explanation is that, after repeated internalization and
retargeting, functional 5-HT1A autoreceptors are replaced by receptors uncoupled from their
G proteins (inactivated form of the receptor) on the plasma membrane of DRN 5-HT neurons
[62]. However, controversial results have been reported about the effects of chronic SSRI
treatment on the functional status of the 5-HT1A autoreceptors. An attenuation of 8-OH-DPAT-
mediated [35S]-GTPγS stimulation has been consistently observed in the DRN by certain
groups after chronic fluoxetine [36, 44, 49, 64, 65], while others reported no change in this
parameter after chronic sertraline or citalopram [63, 66]. These findings raised the possibility
that SSRIs may not be a homogenous class of AD drugs with regard to the mechanism by which
the function of somatodendritic 5-HT1A autoreceptors is regulated. Thus, at least in the case of
fluoxetine, acute and chronic treatments seem to induce two distinct types of 5-HT1A autore‐
ceptor desensitization: one rapid and reversible (associated with the internalization of the
functional pool of membrane-bound receptors), the other being progressive and long-lasting,
no longer accompanied with receptor sequestration, but which probably resulted from the
reiteration of this process throughout the course of chronic fluoxetine treatment [58]. Another
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picture can be drawn for the postsynaptic 5-HT1A heteroreceptors. In fact, neither acute nor
chronic treatment with SSRIs induced a change in the subcellular distribution of the 5-HT1A

receptors in dendrites or in the in vivo binding of the 5-HT1A radioligand [18F]MPPF in
projection areas, particularly hippocampus and frontal cortex [56, 62, 63]. Such differences
between 5-HT1A receptors in DRN and projection areas were explained by a differential
coupling, the autoreceptors being coupled to Gαi3 while heteroreceptors are coupled to Gαo
protein [67]. However, agonist-induced [35S]-GTPγS binding data showed an increase [36, 63,
64] or no change [44, 49, 68] after long-term SSRI treatment, further adding complexity to the
whole picture. Importantly, long-term application of SSRIs produced an increase in tonic
activation of pyramidal neurons, indicated by the disinhibition of firing rate in response to the
antagonist WAY-100635 (Figure 2) [40, 51]. This further supports the increase of the efficacy
of the 5-HT neurotransmission seen in vivo (enhancing the effectiveness of the stimulation of
the 5-HT pathway to suppress the firing activity of CA3 pyramidal neurons) and in vitro
(increasing the electrically-evoked release of tritiated 5-HT from preloaded hippocampal
slices) [46, 69]. More recent studies noted a decrease in the density of the 5-HT4 receptor binding
in the CA1 field of hippocampus of rats as well as in several areas of the striatum after a 21-
day treatment with the SSRI fluoxetine [70]. The activity of these postsynaptic receptors in the
hippocampus, measured as the excitatory action of the 5-HT4 agonist zacopride in pyramidal
cells of CA1 evoked by Schaffer collateral stimulation, was attenuated also after such chronic
treatment [70]. This suggests a net decrease in the signalisation pathway of 5-HT4 receptors
after chronic SSRI treatment. In addition, desensitization of the 5-HT7 receptors [71] and
downregulation in the 5-HT7 binding site in the hypothalamus [72] were reported following
chronic treatment with fluoxetine.

Another interesting consequence of chronic, but not acute, treatment with SSRIs is a reduction
of the surface expression of SERT. In fact, electron microscopy studies reported that long-term
administration of fluoxetine induced an internalization of SERT in both cell bodies and axon
terminals of 5-HT neurons [58]. Moreover, the total amounts of SERT immunoreactivity is also
reduced, suggesting that, rather than a simple internalization, a long-term degradation of this
protein happened in the course of the treatment [58].

2.3. Chronic effects of new antidepressant strategies

The suboptimal efficacy and the delayed onset of action of different classes of ADs raises the
necessity to find new strategies to treat depression, especially treatment-resistant depression
and depressive episodes associated with bipolar disorders. For example, a number of second-
generation antipsychotics have been investigated and approved for use as augmentation
agents in combination with currently approved first-line ADs such as adjunctive aripiprazole,
olanzapine or quetiapine to standard doses of SSRIs [73-75]. The effect of such combination on
the 5-HT system is yet not well described in the literature, and only very recent preclinical
studies began to investigate their mechanisms of action. For example, Chernoloz et al. [76]
showed in rats that long-term administration (14 days) of quetiapine alone or in combination
with the SSRI escitalopram led to significant inhibition of the spontaneous firing activity of the
DRN 5-HT neurons, while escitalopram alone (as previously described for SSRIs) induced a
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recovery of this neuronal activity at this time point. Co-administration of quetiapine and
escitalopram for 14 days produced an increase in tonic activation of postsynaptic 5-HT1A

receptors located on the dorsal hippocampus CA3 pyramidal neurons, but in the same range
as that obtained with chronic escitalopram alone [76]. The enhancement in 5-HT transmission
produced by this combination was attributable to the attenuated inhibitory function of α2-
adrenergic receptors on 5-HT terminals and possibly to direct 5-HT1A receptor agonism by
quetiapine [76]. Similarly, risperidone co-administered with escitalopram for 14 days was
shown to prevent the restoration of the 5-HT neuronal firing rate, obtained with the SSRI alone
[77]. Therefore, it might be suggested that risperidone co-administrated with the SSRIs
increases 5-HT neurotransmission by indirect action on the 5-HT system. Indeed, Marcus et
al. [78] reported that adjunctive low-dose of risperidone to escitalopram significantly enhanced
both dopamine outflow and NMDA receptor-mediated transmission in the medial prefrontal
cortex (PFC) of rats. Taken together, these results pointed out the possibility that, rather than
a direct action on the 5-HT system, combining an SSRI and an antipsychotic of second-
generation implicate multiple neurotransmitter systems to exert their beneficial effects.

Among novel targets to develop more efficacious and fast-acting ADs, 5-HT4  and 5-HT7

receptors  are  promising candidates  [71,  79].  For  example,  brain  regional  changes  in  the
binding of the 5-HT4 receptors were found in murine models of depression-related states
including  olfactory  bulbectomy  model,  glucocorticoid  receptor  heterozygous  mice  and
Flinders sensitive line depression model [80, 81]. Lucas et al. [79] showed in rats that a 3-
day treatment with the 5-HT4 receptor agonist RS67333 modifies several rat brain parame‐
ters considered as key markers of AD action, which are changed only after 2 to 3 weeks
with classical ADs. These changes include desensitization of the 5-HT1A autoreceptors and
increased tonus on hippocampal postsynaptic 5-HT1A receptors [79]. Accordingly, subchron‐
ic  (3  days)  administration  of  RS67333,  but  not  acute,  increased  basal  5-HT  levels  and
decreased its metabolite levels 5-HIAA in the rat ventral hippocampus [82]. Furthermore,
a 3-day co-administration of the SSRI citalopram and a 5-HT4 receptor agonist, RS67333 or
prucalopride, resulted in an increase of DRN 5-HT neuron mean firing activity, display‐
ing a similar, or even slightly superior, firing amplitude obtained with each agonist alone
[83]. At the postsynaptic level, this translated into the manifestation of a tonus on hippocam‐
pal postsynaptic 5-HT1A receptors, which was two to three times stronger when the 5-HT4

receptor agonist was combined with citalopram [83]. This suggests an important increase
on the 5-HT neurotransmission following adjunction of an SSRI to a 5-HT4 receptor agonist,
clearly indicating a rapid AD-like potential of these agonists.

Moreover,  antipsychotics (lurasidone,  amisulpride),  as well  as a novel AD-like multimo‐
dal 5-HT agent (Lu-AA21004),  have been proved to be potent 5-HT7  antagonists [84-88].
Furthermore, genetic deletion of this receptor confers to mice AD-like behaviors including
decreased immobility in the forced swim and tail suspension tests as well as shorter and
less frequent episodes of rapid eye movement sleep [89], indicating that antagonists might
have therapeutic value as ADs. In this context, we showed that a 1-week treatment with
the selective 5-HT7  receptor antagonist,  SB-269970,  did not  alter  5-HT firing activity but
desensitized somatodendritic  5-HT1A  autoreceptors  and enhanced the  tonic  activation of
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postsynaptic 5-HT1A receptors in the hippocampus [71]. Taken together, these findings show
that new AD strategies targeting 5-HT receptor manipulation resulted in similar adaptive
changes of the 5-HT system than those produced by classical ADs, except that they took
place faster in both pre- and postsynaptic levels.

In summary, a change of 5-HT receptor sensitivity that occurs only after chronic treatment
seems to be a common mechanism of AD action, which takes place depending on the delay
onset of action of each 5-HT AD. This represents the major argument supporting the 5-HT
hypothesis of depression. However, it became obvious that depression involves further
modifications besides those at the 5-HT system. Several studies emerged to assess new
pharmacological models that may help to better understand the mechanisms and pathophy‐
siological changes leading to a depressive behaviour.

3. Neurogenic and neurotrophic adaptations induced by 5-HT
antidepressants

Recent studies indicate that an impairment of cellular and synaptic plasticity in specific areas
of the brain, especially the hippocampus and PFC, may be a core factor in the pathophysiology
of depression. The abnormal neuronal plasticity including neurogenesis, axon branching,
dendritogenesis and synaptogenesis was suggested to be related to alterations in the level of
neurotrophic factors, particularly brain-derived neurotrophic factor (BDNF) which plays a
central role in the adaptation of neural networks. Numerous studies reported that AD
treatments may act by normalizing neurotrophic levels in the brain and enhancing neurogen‐
esis and synaptogenesis, leading to a gain of function in neuronal networks altered by
depressive states. In the following paragraphs, we enumerate the chronic effects of the
previously cited AD strategies on the cellular and synaptic plasticity, as well as neurotrophin
expression. A critical view of the role of each parameter on the etiology of depression and AD
action is also described.

3.1. Neurogenesis

The first  evidence of  newly generated neurons in the adult  central  nervous system was
reported in 1965 when Altman and Das [90] used 3H-thymidine to label proliferating cells
in  the  rat  dentate  gyrus  (DG)  of  the  hippocampus.  Subsequent  studies  confirmed  the
existence  of  this  hippocampal  neurogenesis  in  adulthood  in  several  species  including
humans [91, 92], using the new tool bromodeoxyuridine (BrdU), a thymidine analog that
labels dividing cells in S-phase [93]. In the hippocampus, progenitor cells are located in the
subgranular zone (SGZ) where they divide and a subset of the new cells survive, migrate
into granule cell layer and differentiates into neurons. An excellent review of Hanson et al.
[94] described the timeline of cell division and maturation as well as markers of cells from
different  stages  of  neurogenesis  in  the  SGZ.  The  subventricular  zone  (SVZ)  was  also
identified as a highly neurogenic area of the adult brain [95], although other regions retain
the potential to generate new neurons [96-98].
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The  hippocampal  neurogenesis  was  shown  to  be  implicated  in  the  pathophysiology  of
depression (Table 1). Clinical studies showed that patients suffering from MDD had lower
hippocampal  volume  than  healthy  subjects  [99,  100],  that  may  be  linked  to  increased
neuronal atrophy. Only patients who remitted after 8 weeks of AD treatment present larger
hippocampal volume in comparison to subjects who did not remit [101]. A more evident
correlation came firstly from the preclinical study of Santarelli  et al.  [102].  In this study,
mice treated 28 days with the SSRI fluoxetine exhibited an increase in the number of BrdU-
positive cells in the SGZ of DG with a concomitant decrease in the latency to feed in the
novelty suppressed-feeding (NSF) paradigm. However, ablation of cell proliferation in the
SGZ, but not the SVZ, following X-ray treatment suppressed behavioral responses to chronic
fluoxetine [102]. The requirement of hippocampal neurogenesis for therapeutic efficacy of
ADs was subsequently confirmed in non-human primates [103]. Consistent with the time
course of their therapeutic action, only chronic treatment regimen with MAOIs [104, 105],
TCAs [106, 107], SSRIs [61, 102, 105, 108], putative fast-acting AD drugs including 5-HT4

agonists [79] and 5-HT7 antagonists [71] and finally adjunctive strategies (olanzapine plus
fluoxetine) [108] increased the cell proliferation in the SGZ of the hippocampus at compa‐
rable  extent.  This  indicates  that  upregulation  of  hippocampal  neurogenesis  may  be  a
common denominator of the mechanism of action of ADs. Although the function of these
newly generated cells in the adult brain is still unclear, it has been suggested that young
granule cells constitute a distinct population exhibiting a greater degree of plasticity than
mature neurons. In particular, they display a reduced threshold to induction of long-term
potentiation (LTP)  [109],  and can be  tonically  activated by ambient  GABA before  being
sequentially  innervated  by  GABA-  and  glutamate-mediated  synaptic  inputs,  leading  to
marked defects in their synapse formation and dendritic development in vivo [110].

Given the emergence of new data, the initial research cited above suggesting a model of
hippocampal degeneration as basis of depression and reversal by ADs through neurogenesis
seems to be uncertain. In fact, as chronic ADs, mood stabilizers (lithium) and atypical anti‐
psychotics induce hippocampal cell proliferation [108, 111-113], but whether these drugs can
be used as monotherapy in depression is an area of debate and clinical data failed to support
it. It is also noteworthy that, even in the famous study of Santarelli et al. [102], X-ray of
hippocampus suppressing neurogenesis in non-treated rats failed to induce a depressive-like
behavior. Accordingly, cyclin D2 (a protein involved in the cell cycle regulation) knock-out
mice, specifically lacking adult brain neurogenesis, showed normal anxiety levels in the open-
field and elevated plus maze [114]. In contrast, increasing hippocampal neurogenesis in mice
was not reported to produce anxiolytic or AD-like behavioral effects [115]. These latter reports
add complexity to the understanding of the role of altered neurogenesis in the pathology of
depression. That is why, some neuroscientists postulate that, beyond a simple increase of
hippocampal neurogenesis in response to ADs, insertion of the newly generated neurons (even
a small number) in functional neural networks especially through synaptogenesis, may be
more relevant for the explanation of their mechanism of action.

In this context, an elegant theory in which neurogenesis is seen as an epiphenomenon of a
more widespread alteration in dendritic length and spine number was already proposed [116].
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According to this theory, exposure to chronic stress and stressful life events increases excito‐
toxic glutamatergic neurotransmission in multiple brain areas. To protect neurons from
consequent apoptosis, dendrites retract and spine number decreases thus limiting the number
of exposed glutamate receptors.

3.2. Synaptic plasticity and synaptogenesis

The regulation of synapse formation or synaptogenesis is a subcellular neuronal alteration that
contributes to synaptic plasticity [117, 118], which defines the ability to integrate informations
from different neuronal inputs and make the appropriate adaptive responses. An increase in
functional synaptogenesis is typically accompanied by an increase in the number of dendritic
spines, the physical site of synaptic connections [118, 119]. In recent years, it has become clear
that spines are dynamic structures that undergo rapid remodeling important for synapse
formation, function and plasticity [120, 121]. In the adulthood, spines continue to remodel in
response to a variety of physiological stimuli. For example, synaptic activity that induces LTP,
a long-lasting enhancement of synaptic strength, promotes spine enlargement and new spine
formation [122], whereas activity that induces long-term depression (LTD), a persistent
weakening of synaptic strength, causes spine shrinkage or retraction [123]. The potential role
of spines and dendrites in MDD (Table 1] is supported by preclinical studies demonstrating
that exposure to chronic stress negatively influence dendritic spine density and morphology
in brain areas such as DG, CA1 and CA3 subfields of the hippocampus and PFC [124-126]. This
includes a decrease in spine density, dendritic length and branch number [127, 128]. These
effects could contribute to the reduction in volume of PFC and hippocampus determined by
imaging the brains of depressed patients [100, 101, 129]. In accordance, a recent study revealed
lower expression of synaptic function-related genes in the dorsolateral PFC of MDD subjects
and a corresponding lower number of synapses [130].

As for neurogenesis, ADs regulate these different forms of synaptic plasticity. Synaptic
communication is altered by chronic stress which impairs LTP and facilitates LTD induction
in the CA1 of the hippocampus [131-133]. It has been reported that repeated application of the
SSRI fluvoxamine (21 days) increased the extent of LTP induction in the CA1 region of rats
that experienced chronic mild stress [131]. Using rats neonatally-exposed to clomipramine as
an animal model of depression, Bhagya et al. [134] found that these animals displayed a
decreased LTP in the hippocampal CA1 and a 14-day treatment with the SSRI escitalopram
restored this LTP. Similarly, retrieval of LTP in the CA1 field of hippocampus was obtained
in stressed animals after repeated application of other classes of ADs including the SNRI
milnacipran and electroconvulsive stimulation (ECS) [132, 135]. In contrast, other groups
described an impairment of LTP after chronic SSRI fluoxetine, TCA imipramine, SNRI
venlafaxine or ECS, but in non-stressed animals [136-138], indicating a stress-dependent action
of the ADs on hippocampal LTP. In the same way, chronic fluoxetine was reported to increase
dendritic spine density and arborization of granule cells in the mouse hippocampus [139,
140]. Daily administration of fluoxetine to ovariectomized rats for 5 days was shown to induce
a robust increase in pyramidal cell dendritic spine synapse density in the hippocampal CA1
field, with similar changes appearing in CA3 after 2 weeks of treatment [141]. This rapid
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synaptic remodelling might represent an early step in the fluoxetine-induced cascade of
responses that spread across the entire hippocampal circuitry, leading to the restoration of
normal function in the hippocampus [141]. In accordance, a recent study using ovariectomized
hamsters exposed to diminished light at night displayed depressive-like behaviors and
reduced hippocampal CA1 dendritic spine density, but a 2-week treatment with citalopram
rescued this behavior and moderately improved the spine density in the CA1 but not fully
restored it [142]. Also, chronic treatment with the TCA amitriptyline reversed the bulbectomy-
induced reduction in dendritic spine density in CA1, CA3 and dentate gyrus of hippocampus
[143]. It has to be noted that single injection of the 5-HT4 receptor partial agonist SL65.0155
does not promote spine growth in the naive mouse hippocampus [144], and the 5-HT7 receptor
agonist AS-19 increased neurite length and number in primary embryonic hippocampal
neurons [145], still the characterization of the in vivo effects of their chronic manipulation is
missing. It is obvious that the effects on synaptic plasticity of chronic treatment with different
AD strategies will be an important area of further research.

Significant evidence suggests that ADs regulate synaptic plasticity and reorganization through
the modulation of cell adhesion protein and synaptic function/structure related genes. In
particular, the neural cell adhesion molecule NCAM is necessary for activity-dependent LTP
in the hippocampus [146]. Its highly sialylated isoform PSA-NCAM promotes plasticity
through the negatively charged PSA, postulated to be a spacer that reduces adhesion forces
between cells allowing their dynamic changes [147]. It was reported that chronic treatment
with the selective MAO-B inhibitor deprenyl, the TCA imipramine or the SSRI fluoxetine
increased the expression of PSA-NCAM in the hippocampus and medial PFC [148-151].
Interestingly, chronic exposure to second-generation antispychotics olanzapine or risperidone
enhances PSA-NCAM expression in the PFC, but not in the hippocampus, suggesting that
modulation of cell adhesion protein in the hippocampus may be specific to the mechanism of
action of ADs [152, 153]. Moreover, an increased expression of synaptophysin, a glycoprotein
localized in presynaptic vesicle membranes required for docking and fusion of neurotrans‐
mitter-containing synaptic vesicles as well as endocytosis [154], was observed in hippocampus
and/or cerebral cortex of rats chronically treated with the MAOI tranylcypromine, the TCA
amitriptyline or the SSRI fluoxetine [148, 155, 156]. Also, Arc (Activity-regulated, cytoskeletal-
associated protein), a highly expressed protein in dendrites and postsynaptic densities [157]
is implicated in LTP and spine size and type [158-160]. Repeated administration (14 days) of
the SSRI paroxetine, the TCA desipramine or the MAOI tranylcypromine increased Arc mRNA
and the number of Arc-immunoreactive cells in frontal and parietal cortex as well as in the
CA1 region of the hippocampus, while acute injection had no effect [161].

How do ADs exert their effect on synaptic plasticity is a matter of discussion. Several putative
mechanisms have been proposed in this context. However, the observation that antidepres‐
sants increased anti-apoptotic factors and the synthesis of neurotrophic factors raises the
possibility that these drugs act via a mechanism of neuroprotection rather than a neuroregen‐
eration [23]. Particular attention was given to neurotrophins such as brain-derived neurotro‐
phic factor (BDNF).
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3.3. Neurotrophins modulation by 5-HT antidepressants

Neurotrophins are growth factors with crucial roles in the formation and plasticity of neuronal
networks [162], and BDNF is the most studied in this context. The dystrophic action of stress
was reported in animal models of depression (Table 1). Animals exposed to chronic stress such
as chronic mild stress or social deprivation displayed a decrease in the protein levels of BDNF
and an increase of its receptor tyrosine-kinase TrkB in several brain regions including hippo‐
campus (DG, CA1 and CA3), frontal cortex and midbrain [163-168]. BDNF-deficient mice or
with specific knockdown of BDNF in the DG also displayed depressive-like behaviors [169,
170]. Accordingly, drug-free MDD patients showed lower serum or plasma BDNF levels in
comparison to healthy subjects [171-174]. Moreover, human BDNF gene polymorphism
Val66Met was suggested to be related to the pathophysiology of MDD and affect clinical
response to AD treatment [175-177].

Studies Stress type Neuroplasticity consequence References

Preclinical

Repeated restraint stress

paradigm in rats

Reduction on the number and length of apical

dendritic branches in mPFC

[127]

[126]

Atrophy of apical dendrites of CA3 pyramidal neurons [201]

LTP suppression in DG and CA3 in a site-specific manner [202]

Chronic unpredictable stress

paradigm in rats

Dendritic atrophy in CA3 region

Atrophy in granule and CA1 pyramidal neurons

[125]

LTP impairment in CA1 area and decrease of

synaptophysin density in CA3 region

[131]

Decrease in BDNF mRNA level in hippocampus and

cerebral cortex

[203,204]

Chronic corticosterone

administration in rats

Atrophy in granule and CA1 pyramidal neurons

Dendritic atrophy in CA3 area

[125]

Retraction of apical dendrites in mPFC [205]

Decrease in BDNF mRNA level in hippocampus and

cerebral cortex

[204]

Chronic sleep deprivation in

rats

Decrease in hippocampal volume [207]

Suppression of cell proliferation in the hippocampus [208]

Impairment of LTP in the CA1 region [209]

Clinical

Unipolar depression Lower hippocampal volume [99, 210]

Volume reduction in orbitofrontal cortex, frontal

cortex, hippocampus, striatum, and cingulate cortex

[128]
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Studies Stress type Neuroplasticity consequence References

Recurrent MDD Lower hippocampal volume [211, 212]

Reduced volume in dorsolateral prefrontal cortex [213]

Lower plasma BDNF [172]

First-episode depression Lower hippocampal volume [214, 215]

Smaller left hippocampal volume only in males [216]

Lower plasma BDNF [172]

Late-life depression Reduction in hippocampal volume [217, 218]

Specific reduction in left hippocampus [219]

Volume reduction in orbitofrontal cortex, putamen

and thalamus

[217]

Lower plasma BDNF [220]

Familial recurrent MDD Smaller volume of the right hippocampus [221, 222]

Cumulative adversity

(recurrent stressful life

events)

Smaller volume in medial prefrontal cortex, insular

cortex and subgenual anterior cingulate regions)

[223]

Table 1. Effects of chronic stress and depression on different neuroplasticity actors in the brain. mPFC: median
prefrontal cortex. DG: dentate gyrus. LTP: long-term potentiation. BDNF: Brain-derived neurotrophic factor. MDD:
major depressive disorder.

Intracortical infusion of BDNF in the adult rat was shown to produce a robust sprouting of 5-
HT nerve terminals and accelerated the regrowth of 5-HT axons in basal conditions or
following their destruction [178, 179]. AD treatments could oppose or reverse the actions of
stress on the 5-HT system via a positive action on cerebral BDNF. Indeed, several studies
showed that long-term AD treatments including SSRIs (fluoxetine) and MAOIs (tranylcypro‐
mine, phenelzine) increase BDNF levels in the brain [168, 180-182], although a time-dependent
modulation seems to occur. Indeed, De Foubert et al. [182] demonstrated in rat hippocampus
that a 4-day administration of the SSRI fluoxetine decreased BDNF mRNA levels, a 7-day
treatment had no effect, but a 14-day treatment increased it. One explanation of this biphasic
change in BDNF gene expression could be a differential transcript regulation, since the rat
BDNF gene expresses four mRNA isoforms which can be modulated by different signaling
cascades. In fact, a recent study demonstrated that acute injection of fluoxetine or tranylcy‐
promine decreased total BDNF mRNA (exon V) as well as exon IV mRNA with no significant
changes on exon I or III mRNAs [183]. In contrast, chronic administration of these two drugs
enhanced expression of exon V and exon I mRNAs with no changes for exon III or IV [183]. It
is of high interest to note that ADs, besides regulating BDNF levels in naive animals, normalize
it under stress conditions. Hence, chronic treatment with fluoxetine increased the BDNF
protein till control levels in the hippocampus of rats experiencing chronic mild stress [184],
indicating that AD treatment can oppose the dystrophic actions of stress. Accordingly, clinical
studies reported that untreated depressed patients showed a decrease of serum or platelet
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BDNF levels before treatment, and a normalization of this parameter following several weeks
of SSRI (escitalopram or paroxetine) administration accompanied with an improvement in
depressive symptoms [185, 186]. Unfortunately, very few studies were conducted in this field
using novel ADs targeting the 5-HT system. For example, subchronic administration (3
injections in 24h) of the 5-HT4 receptor partial agonist SL65.0155, but not citalopram or
clomipramine, was reported to enhance hippocampal BDNF protein levels in rats, further
supporting a fast-acting AD profile of 5-HT4 receptor agonists [187]. Also, Agostinho et al.
[188] reported that combinatory treatment for 28 days with olanzapine and fluoxetine had no
effect on BDNF protein levels but enhanced specifically in the PFC the protein levels of NT-3,
a neurotrophin implicated in the pathophysiology of MDD [189]. However, these authors
reported also that 28 days of fluoxetine administration did not increase BDNF proteins levels
neither in the hippocampus nor in the PFC, even at high doses [188], raising some concern
about this study. Obviously, more investigations are needed to characterize the exact effects
on BDNF of these new treatment strategies.

4. Conclusion

The study of MDD is a real challenge for those who want to reveal the pathophysiological basis
of this disease. The monoaminergic and neurotrophic/neurogenic hypotheses cited in this
review give only a partial explanation of this basis. In the former, the function of a number of
5-HT receptors is still not yet elucidated and growing data implicate each receptor in a different
way in the AD mechanism of action. In the latter, the role of new-added neurons in the
hippocampus is still under investigation, although their integration in functional networks
may confer additional plasticity to rescue stress effects. These hypotheses can be considered
complementary as the activation of monoamine receptors may modulate the expression of
intracellular proteins and neurotrophic factors, permitting the re-organization of complex
neuronal networks involved in depression. Hence, ADs, particularly those targeting the 5-HT
system, were shown to induce changes at the level of 5-HT autoreceptors localized in the raphe
nuclei as well as the activation of neurotrophic factors expression and induction of cellular
proliferation within projecting areas such as the hippocampus. Yet, combining these two
hypotheses is not sufficient to fully explain the pathophysiology of depression, since conven‐
tional ADs were shown to modulate each factor (5-HT sensitivity, hippocampal cell prolifer‐
ation, neurotrophic expression), but still displaying moderate efficacy to alleviate depression
symptoms. Thus, the re-construction of a new and more convincing model is an urgent
necessity.

While there has been a major emphasis on the co-incidental changes in neurotransmitters and
the related receptors, neurogenesis and neurotrophic factors, less attention has been paid to
changes in glia. These non-neuronal cells, particularly astrocytes, were long considered to have
simple supportive role for neurons providing structure and adequate environmental condi‐
tions for neuronal functions. However, recent discoveries changed this view and led to a
reconceptualization of neuronal signaling with astrocytes forming an integral part of the
“tripartite synapse” along with the pre- and postsynaptic neurons [190]. In fact, glia was shown
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to use variations in cytoplasmic calcium as a form of cellular excitability allowing signaling to
other glia, neurons and blood vessels [191]. The astrocytes excitability can be triggered by
various neurotransmitters receptors expressed on glia and, in turn, these cells can release a
wide variety of gliotransmitters including glutamate, adenosine triphosphate and D-serine,
which regulate synaptic transmission and plasticity [191] [192]. Strikingly, reductions in the
density and ultrastructure of glial cells were detected in fronto-limbic regions in major
depression [193, 194], indicating the relevance of studying these cells in the pathophysiological
basis of MDD. Also, glial cells seem to play a central role in inflammation that contributes to
the main symptom of depression [195, 196], while fluoxetine requires microglia to exert its
neuroprotective action [184].

Being a heterogeneous condition, depression is unlikely to be explained by a single patho‐
physiological disturbance, hence, it is not expected that a single mechanism of drug action can
be uniformly effective. A new vision in which neurons and glial cells are involved side by side
will be more adequate to explain the heterogeneity of MDD. In the basis of very recent
researches, a “network hypothesis”, in which information processing implicating neurons and
glia within particular brain networks is altered in MDD and can be improved by AD treatment,
can be proposed. Hence, Sheline et al. [197] reported, in depressed subjects, a dramatic increase
in connectivity of three different brain networks: the cognitive control network, default mode
network and affective network, with the “dorsal nexus”, a bilateral region of the dorsal medial
PFC. Recent reports using subpsychomimetic doses of ketamine, an ionotropic glutamatergic
N-methyl-D-aspartate (NMDA) receptor antagonist, showed a rapid AD response in MDD
subjects [198], which is hypothesized to be mediated by i) lower Glx/glutamate ratio in the PFC
associated with reductions in glial cells in the same region [199] and, ii) decreased functional
connectivity of the default mode network to the dorsal nexus [200]. More investigations are
needed to define how brain networks can respond faster to this novel antidepressant, how
neurons and glia are implicating in such process and how the involved mechanism can be used
to the discovery of new treatment strategies in MDD.
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Chapter 7

Biological Markers and Genetic Factors of Major
Depressive Disorder

Hwa-Young Lee and Yong-Ku Kim

Additional information is available at the end of the chapter
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1. Introduction

Major depressive disorder (MDD) is very prevalent and severe psychiatric disorder with
prevalence estimates ranging 5% to 20% [1, 2] and has been a growing public health concern
due to its recurrent, deliberate, and lethal nature. According to projections, MDD will be‐
come the second leading cause of disability worldwide by the year 2020. [3]

MDD is considered to be a clinically heterogeneous disorder which result from multiple
genes interacting with environmental factors such as early stressful life events [4] and the
diagnosis is based on a patient’s symptoms, not on laboratory test.

Although recent decades have witnessed a tremendous revolution in the development of an‐
tidepressant drugs, the neurochemical effects that underlie the therapeutic action of these
agents remain largely unknown. Antidepressant drugs acutely increase levels of monoa‐
mines, but it takes 2–3 weeks to show a clinical response after the administration of an anti‐
depressant drug, [5] and the initial response rate in patients with major depressive disorders
is about 70%. [6]

For the further understanding of the pathogenesis or the prediction of treatment response of
MDD, biological approach for depression is needed.

The term ‘biological marker’ means biological change associated with depression that could
be used to indicate the presence and severity of the condition and predict drug or other
treatments’ response as well as the clinical prognosis. So, the research for biological markers
of depressive disorders is helpful for finding diagnostic method and useful to distinguish
the effectiveness and early improvement after antidepressant administration.

Although work in this area has been inconclusive, many animal, post-mortem, clinical, and
genetic studies have produced results implicating at least 3 neurobiological systems in the



pathogenesis in major depression: dysfunction in the serotonergic system, hyperactivity of
the hypothalamic-pituitary-adrenal axis, and decreased neuroplasticity. Additionally, other
neurotransmitters, biochemical factors including inflammatory markers, neurophysiologic
markers and neuroimaging markers may be associated with MDD.

In this chapter, we discuss biological markers involved in the pathogenesis of major depres‐
sive disorder.

2. Biological marker and genetic factor

2.1. Neurotransmitters

2.1.1. Serotonergic system

It has been hypothesized that a deficit in serotonin may be a crucial determinant in the path‐
ophysiology of major depression. The serotonin system has been widely investigated in
studies of major depression. The innervations of the serotonin system project from the dor‐
sal raphe nucleus to all of the regions of the brain, including the cerebral cortex and hippo‐
campus. Decreased function and activity of the serotonergic system in patients with major
depression have been also confirmed in postmortem, serotonin transporter and serotonin re‐
ceptor studies.

In suicide victims with major depression, enhanced radioligand binding of an agonist to in‐
hibitory serotonin-1A autoreceptors in the human dorsal raphe nucleus provides pharmaco‐
logical evidence to support the hypothesis of diminished activity of serotonin neurons. [7]

A trend of decreased 5-HT1A receptor expression appears to be a robust finding in ma‐
jor  depression.  A  functional  genetic  variant  of  the  5-HT1A  receptor,  the  C-1019G  pro‐
moter  polymorphism  (rs6295),  has  been  investigated  in  major  depression.  The  G  allele
was  more  frequent  in  major  depression.  [8]  By  contrast,  polymorphisms  of  HTR1A
showed  no  association  in  Caucasians,  while  a  significant  association  was  observed  in
several studies of Asians. [9]

Imipramine binds to the serotonin transporter (5-HTT) on platelets, and it has been suggest‐
ed that decreased platelet imipramine binding may be a putative biological marker of de‐
pressive disorder. A meta-analysis has shown that imipramine binding to platelets is indeed
a robust biological marker of depression. [10]

Tryptophan hydroxylase (TPH), which has two isoforms (TPH1 and TPH2), is one of the
rate limiting factors in serotonin synthesis, Postmortem studies have reported significantly
higher numbers and higher densities of TPH immunoreactive neurons in the dorsal raphe
nuclei of alcohol dependent, depressed suicide victims [11] when compared to controls. We
have found that the TPH2 -703G/T SNP may have an important effect on susceptibility to
suicidal behavior in those with major depressive disorder. Additionally, an increased fre‐
quency of the G allele of the TPH2 SNP is associated with elevated risk of suicidal behavior
itself rather than with the diagnosis of major depression. [12]
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Collectively, serotonin receptor, TPH and 5-HTT studies suggest that deficient or impaired
serotonin activity is involved in major depression.

2.1.2. Noradrenergic and dopaminergic systems

The mechanism of action of tricyclic and monoamine oxidase inhibitor antidepressants in‐
volves the monoaminergic neurobiology. Recently, dual-acting antidepressants such as sero‐
tonin norepinephrine reuptake inhibitors (SNRIs) are introduced and have presented
clinicians with a wider range of antidepressants. The action of the antidepressants is based
on alterations in the functions of neurotransmitter systems and changes in the monoamine
systems. [13, 14] Catecholamine metabolites, particularly 3-methoxy-4-hydroxy phenylgly‐
col (MHPG), did not sufficiently distinguish depressed from other groups. Work in this area
then underwent a subtle but significant shift toward the use of catecholamine metabolites to
predict the response to tricyclic antidepressants. [15, 16] Nonetheless, research into the lev‐
els of monoamine transmitters and their metabolites have not found convincing evidence of
a primary dysfunction into a particular transmitter system in depression, or a critical role in
helping predict antidepressant response. [17]

The norepinephrine (NE) system has been studied in depression, particularly the action of
NE reuptake inhibitors and SNRIs, which act at the NE transporter. Although polymor‐
phisms the NET gene have not shown consistent association regarding susceptibility to de‐
pression, [18-20] but it cannot be denied that it may be an important candidate.

The Antidepressant effect of mirtazapine appears to be related to the dual enhancement of
central noradrenergic and serotonergic neurotransmission via the blockade of adrenergic α2
receptors. [21-23] Previous studies have outlined the functional aspects of α2 receptors in
depression, reporting reduced α2 inhibition of platelet adenylate cyclase activity [24] and in‐
creased adrenergic α2 agonist-induced platelet aggregation in depressed patients. [25] Three
genes that encode human adrenergic α2 receptors have been cloned: α2a, α2B, and α2C. [26]
The adrenergic α2a receptor (ADRA2A) subtype is expressed in the central nervous system
and peripheral tissues. [27] According to this classification, the classic α2 receptor studied in
mood disorders is the α2a receptor.

Previous study didn’t  show any association between this  polymorphism and mood dis‐
orders, including depressive and bipolar disorders. [28] Regarding the prediction of anti‐
depressant treatment, the ADRA2A −1291C/G genotypes did not show consistent results.
[29, 30]

The dopamine (DA) system is also highly asssocitated with the symptomatology of depres‐
sion, with the proposed pathophysiology of melancholic depression involving decreased
DA transmission. [31] A VNTR in exon 15 of the DA transporter gene (SLC6A3), which af‐
fects the expression levels of the transporter, [32] is associated with a faster onset of antide‐
pressant-treatment response. [33] The DA receptors have also been involved in
pharmacogenetic studies of antidepressants in depression. The exon 3 VNTR of the DRD4
gene was also investigated in antidepressant drug response, with some studies finding no
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association, [34, 35] and one study finding a significant modulation of this polymorphism on
various antidepressant drugs. [36]

2.2. Hypothalamic-pituitary- adrenal axis (HPA axis)

Hyperactivity of the hypothalamic-pituitaryadrenal (HPA) axis is one of the most consistent
neuroendocrine abnormalities in major depressive disorder. [37] Specifically, patients with
MDD show increased concentrations of cortisol in the plasma, urine and cerebrospinal fluid
(CSF) and an exaggerated cortisol response to adrenocorticotrophic hormone (ACTH).
[38-40] The corticosteroid receptor hypothesis has been proposed for the pathogenesis of
MDD, which focuses on impaired corticosteroid receptor signalling, leading to a reduced
negative feedback of cortisol, an increased production of corticotropin-releasing hormone
(CRH) and hypercortisolism. [38]

Interestingly,  cortisol  and  CRH  affect  the  serotonin  (5-HT)  system.  [39,  41]  During  the
stress  response,  glucocorticoids  (GCs)  stimulate  all  these  features  of  5-HT transmission.
[42]  Conversely,  5-HT  transmission  is  impaired  and  noradrenergic  transmission  in  the
hippocampus  is  suppressed  during  chronic  psychosocial  stress  and  hypercortisolism,
which  is  similar  to  the  series  of  events  evident  during  depression.  [43]  It  is  reported
HPA axis dysregulation could be a trait  genetically determined which contributes to an
increased risk for depression. From the fact that this trait  is found both in affected sub‐
jects and in healthy relatives with a high familial risk, HPA axis is an interesting candi‐
date endophenotype for affective disorders. [44, 45]

Studies investigating the hypothetical causes of an impaired regulation of HPA axis in de‐
pression have mainly focused on two elements: i) glucocorticoid receptor (GR) feedback
mechanisms and ii) CRH signaling system.

Reduced GR function has been pointed out as the responsible of diminished sensitivity to
cortisol which would lead to an inefficient feedback mechanism. [46] On the other hand,
CRH peptide mediates the regulation of HPA axis as well as autonomic and behavioral re‐
sponses in front of stress. [47] Moreover, dysregulation of HPA axis has also been suggested
to play a central role in the mechanisms of action of antidepressants. [38, 48] Normalization
of disturbances at HPA axis has been considered a prerequisite of a proper clinical response
to antidepressant treatment. [39, 49]

It was reported that Bcl1 polymorphism was associated with the susceptibility to MDD, not
the prediction of treatment response. [50] Genetic association studies have yielded prelimi‐
nary evidence for a role of GR genetic variations in the genetic vulnerability for MDD. Tak‐
en together, the evidence for a role of GR and the GR gene in the neurobiology of MDD is
building rapidly. [51]

2.3. Neuroplasticity

A  time-lag  in  clinical  response  after  the  administration  of  an  antidepressant  drug  sug‐
gests  that  alterations  in  monoamine  metabolism alone  cannot  explain  the  entire  antide‐
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pressant  effect.  In this  respect,  it  was suggested that  the mechanism of  action might  be
associated with intracellular  signal  transduction pathways that  are linked to the expres‐
sion of specific genes. [52]

The neural plasticity hypothesis proposes that depression results from an inability to make ap‐
propriate adaptive responses to stress. [53] By stimulating intracellular pathways, antidepres‐
sants lead to upregulation of cAMP response element-binding (CREB) protein and an increase
in the expression of neurotrophic factors, particularly BDNF. Brain-derived neurotrophic fac‐
tor (BDNF), an important member of the neurotrophin family, affects the survival and function
of neurons in the central nervous system and is abundant in the brain and peripheral nervous
system. BDNF is the neurotrophic factor in the focus of intense research for the last years. BDNF
acts on neurons at both presynaptic and postsynaptic sites by binding to its tyrosine kinase re‐
ceptor TrkB, and internalization of the BDNF TrkB complex-signalling endosome. [54]

It has many effects on the nervous system, such as neuronal growth, differentiation, and re‐
pair. [55] It has been shown that stress decreases the synthesis of hippocampal BDNF in
adult animals [33, 56] and induces atrophy of the apical dendrites of CA3 neurons. [57-59]
Growing evidence suggests that BDNF may play a crucial role in depression. [60-63] So far,
considerable work on the involvement of neurotrophic factors in the pathophysiology of de‐
pression has been carried out. Direct infusion of BDNF into the rat midbrain has antidepres‐
sant effects in the learned helplessness and forced swim behavioral models of depression in
rodents. [62] In addition, long-term antidepressant drug treatment and electroconvulsive
therapy can increase BDNF expression. [64]

BDNF and serotonin (5-hydroxytryptamine, 5-HT) are known to regulate synaptic plasticity,
neurogenesis and neuronal survival in the adult brain. These two signals co-regulate one an‐
other such that 5-HT stimulates the expression of BDNF, and BDNF enhances the growth
and survival of 5-HT neurons. [65]

Several lines of research show that the BDNF molecule is probably the ‘‘final common path‐
way’’ for different antidepressant approaches. These include antidepressants [64], electro‐
convulsive therapy, [64, 66] exercise [67, 68] and repetitive transcranial magnetic
stimulation. [69] A large body of evidence, in humans, shows the similar result with direct
measurements of BDNF in the bloodstream. [70-72] Treatment of depressed patients with
antidepressants increases the serum BDNF levels close to the levels of normal controls.
[73-75] In addition, they support the possibility that the enhancement of BDNF expression
may be an important element in the clinical response to antidepressant treatment. [76]

Measurements  of  BDNF  levels  in  sera  or  plasma  in  previous  studies  have  been  chal‐
lenged. Our research group has also examined plasma BDNF levels among patients with
major depression who both have and have not attempted suicide. One study found that
plasma BDNF levels were significantly lower among depressed patients than among nor‐
mal controls. [77]

The BDNF gene has several polymorphic markers, including an intronic microsatellite (GT)n
dinucleotide repeat [78] and a functional coding region single-nucleotide polymorphism
(SNP) at position 196/758, which results in a valine (Val) to methionine (Met) amino acid
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change at codon 66 (rs6265). Because this codon lies in region of the BDNF precursor protein
that is cleaved away, it is not apparent in the mature BDNF protein. On pharmacogenetic
study of BDNF, it was suggested that the Val66Met polymorphism of BDNF is associated
with citalopram efficacy, with Met allele carriers responding better to citalopram treatment.
[79] However, other studies suggested that BDNF polymorphism does not affect the clinical
outcome of antidepressant administration. [80, 81]

2.4. Neuroimaging marker

Positron emission tomography (PET) imaging studies have revealed multiple abnormalities
of regional cerebral blood flow (CBF) and glucose metabolism in brain regions. In PET imag‐
ing of unmedicated subjects with major depression, regional CBF and metabolism are con‐
sistently increased in the amygdala, orbital cortex, and medial thalamus, and decreased in
the dorsomedial/dorsal anterolateral PFC and anterior cingulate cortex ventral to the genu
of the corpus callosum (subgenual PFC) relative to healthy controls. [82, 83] These circuits
have also been implicated more generally in emotional behavior.

Recent neuroimaging studies have focused on the neurobiological abnormalities that are as‐
sociated with MDD, such as dysfunctional or structural differences in cerebral regions, in‐
cluding the prefrontal cortex, amygdala, anterior cingulate cortex (ACC), and hippocampus,
in patients with MDD compared with healthy controls. [84-87]

Reductions in hippocampal volume may not antedate illness onset, but volume may de‐
crease at the greatest rate in the early years after illness onset. [87] In the absence of a signifi‐
cant correlation between hippocampal volume and age in either post-depressive or control
subjects, a significant correlation with total lifetime duration of depression was found. This
suggest that repeated stress during recurrent depressive episodes may result in cumulative
hippocampal injury as reflected in volume loss. [88]

Previous structural magnetic resonance imaging (MRI) studies using region-of-interest
(ROI) analyses have shown a variety of findings. [89, 90] These inconsistencies can be ex‐
plained by the variability in the ROI criteria among studies and an inconsistency in ROI vali‐
dation. [89, 91, 92] Consequently, voxel-based morphometry (VBM) [93] is being
increasingly used as a viable alternative methodology for detecting structural abnormalities
in patients with neuropsychiatric disorders, including MDD. [94-97] Previous MDD VBM
studies have also shown reduced gray matter density in the hippocampus. [95, 96, 98] Re‐
cently, it is reported that gray matter density of several regions associated with emotion reg‐
ulation, particularly dorsal raphe nucleus, was lower in MDD patients. [99]

Findings to directly compare unipolar depressed and bipolar depressed individuals, [100]
more widespread abnormalities in white matter connectivity and white matter hyperintensi‐
ties in bipolar depression than unipolar depression, habenula volume reductions in bipolar
but not unipolar depression, and differential patterns of functional abnormalities in emotion
regulation and attentional control neural circuitry in the two depression types.

Neuroimaging technology has provided unprecedented opportunities for elucidating the
anatomical correlates of major depression. [82] Nowadays, researches that combine brain
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imaging and genetics have been emerging. The first imaging genetics research reported that
carriers of the short allele of the serotonin transporter promoter polymorphism exhibit
greater amygdala neuronal activity, as assessed by functional magnetic resonance imaging,
in response to fearful stimuli compared with individuals homozygous for the long allele.
[101] Since then, however, it has been reported that homozygosity for the l or s allele is asso‐
ciated with decreased hippocampal volumes in patients with major depression. [102, 103]
Even though these results inconsistent, future direction for imaging genetics is promising.

3. Conclusions

Major depressive disorder is considered to be a clinically heterogeneous disorder and the diag‐
nosis is based on a patient’s symptoms, not on laboratory test. So, the pathogenesis of major de‐
pressive  disorder  is  not  clear.  MDD  results  from  multiple  genes  interacting  with
environmental factors such as early stressful life events. Although recent decades have wit‐
nessed a tremendous revolution in the development of antidepressant drugs, the neurochemi‐
cal  effects  that  underlie  the therapeutic  action of  these agents  remain largely unknown.
Antidepressants alter the levels of neurotransmitters such as serotonin in the synaptic cleft sev‐
eral minutes after their administration, and this alters the activity of the neurotransmission
system. Nevertheless, an improvement in the symptoms of depression takes 2–6 weeks of
treatment, during which time the neuronal response and morphology of cells change.

The research results for the monoamine system, hyperactivity of the hypothalamic-pituitary-
adrenal axis, decreased neuroplasticity, and neuroimaging will be helpful to understand the
pathogenesis of major depressvie disorder. To find biological markers for diagnosing MDD
and predicting the individual responses to antidepressants, genetic case-control association
studies are used widely because they are relatively easy to conduct and can discover genetic
variants with small influences on phenotype.

Researchers have searched for biological markers of diagnosis and treatment response, and
will try to understand the pathogenesis of depression and the mechanisms underlying the
delayed response to antidepressant treatment.
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1. Introduction

It was Freud in 1940 [1] who referred to the mother’s bond with a child as “unique, without
parallel”, and who has asserted that the mother is “established unalterably for a whole life‐
time as our first and strongest love object… the prototype of all later love relations”. It is the
trust created in the mother-baby bond that sets the stage for the adult’s later relationships.
At core, this trust comes from the most basic level of relating, including with touch that can
be felt both literally and symbolically. Successful relating comes from the mother’s ability to
connect with her baby from one mind to another as associated to empathic identification
with baby’s state of mind; the Winnicott’s primarily preoccupation. It is also important that
mother connects with her infant from one body to another, defining boundary between in‐
ternal and external space, forever impacting psychological development. These early senso‐
rial encounters than become the basis for our experiences of self and identity.

The psychological well-being of a mother during the pregnancy and after the birth can have
a profound effect on the care she provides for the baby. The baby needs eye contact, affec‐
tionate handling and sound stimulation for successful development. Postnatal depression
(PND) can impair mother’s ability to provide a baby with these stimulations [2]. Parental
psychological influences and adverse lifestyle choices have consistently demonstrated an
impact upon the outcome for newborn infants and have impact on them also in their adult‐
hood. One of such situations is also maternal depression. Therefore the aim of intervention
strategies for this condition is to break this cycle [3].

Improving maternal depression does not, in itself, necessarily improve mother–infant inter‐
action [4]. Different interventions that enhance creation of mother-infant relationship can be
therefore considered as crucial for the benefits of parent-infant dyad when mother is de‐



pressed. Already in 1977 Field [5] has recommended teaching mothers both - about infants’
cues and also about the baby massage.

Based upon these recommendations, the following chapter aims to present arguments of
benefits to improve PND for two interventions (Newborn Behavioural Observation – NBO
and infant massage).

2. Background

Postnatal  period  can  be  very  demanding  for  a  new  mother;  acceptance  of  new  role,
changes of a lifestyle and continuous care for the baby can be tiring. In the postnatal peri‐
od family with a baby receives postnatal care at home. Ideally by the midwife who cared
for  the  woman  during  the  pregnancy  and  birth.  Beside  the  check-up  for  the  woman’s
physical changes and care of the newborn, midwives should offer support and advice on
adaptation to parenthood and be aware of signs of poor emotional well-being [6]. Postpar‐
tum mood disorders  represent  the  most  frequent  form of  maternal  morbidity  following
delivery [7].  Midwife can include certain practices in the routine postnatal  care that can
help women raise her self-esteem in transition to motherhood and consequently alleviate
depressive mood.

2.1. Postnatal period and postnatal depression

There is no specific definition of PND [8]; the debate, whether this is a general depression,
incidentally occurring after the birth of a child or whether it is an entity on its own, still
lasts. PND is categorized as major depressive disorder. Symptoms are similar to a general
major depressive episode [9]. Three of the symptoms from the seven listed in the ICD 10
classification or four from the eight symptoms listed by DSM IV [10] must be present in or‐
der for woman to be diagnosed with PND. However symptoms may be masked by the com‐
mon changes of postnatal period (fatigue, weight loss, tiredness ect.) [11].

As the definition of PND, also the duration and the onset of PND are not clearly defined.
The crucial time for onset is around third [9] to sixth week postpartum [8,11], but some
women can develop PND from pre-existing depressive states prenatally [3,12]. If untreated,
PND can last up to the end of first postpartum year [11] or even longer.

Longitudinal and epidemiological studies have estimated different prevalence rates of PND,
ranging from 3% to more than 28% of women [7]. Beck and Gable [13] report 12% preva‐
lence of severe depression and 19% of minor.

It is still not known exactly what triggers the outbreak of mental disturbances in the postna‐
tal period [14]. The literature regarding the aetiology of PND is inconclusive and many re‐
searchers support the theory of a synergistic effect of several factors [15,16.] The quantity of
the risk factors identified in the literature calls into question their usefulness at predicting
PND [17]. According to experts [18] the presentation of PND varies individually. Since
women are individuals, a healthcare professional would be required to have in-depth
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knowledge about their personality, life situation and expectations regarding the mother‐
hood in order to successfully interpret their behaviour postnatally.

Women with PND rarely seek help on their own (sometimes because they are not aware of
the reason for their bad mood or might be afraid of stigma associated with mental illnesses),
it is estimated that approximately 50% of cases of PND go undetected by health workers
[13]. It is therefore recommended that screening should be performed as a part of routine
postnatal care [19].

In  depression with  mild  to  moderate  symptoms,  non-pharmacological  treatment  is  pro‐
posed [20]. Because many women decline pharmacological treatments, these interventions
are often the first line treatment [21]. Despite the fact that some experts believe that these
therapies are unhelpful in the long term, they admit that there is an improvement in ma‐
ternal mood right after their application [4,22]. Antidepressants may be considered for use
in women with mild, moderate or severe PND, only when they are unresponsive or reluc‐
tant to participate in non-drug management programmes [23], if the woman is at risk of
suicide or infanticide, or has severe depression that does not respond to non-pharmaco‐
logical treatment [20]. A lot of new methods of complementary treatment are currently be‐
ing evaluated in order to help women with PND, for example acupuncture [24], massage
therapy [25],  bright light therapy [26,27],  kangaroo (skin to skin) therapy [28] or regular
physical activity [29,30] ect.

There is an on-going debate whether PND is an illness or normal and understandable re‐
sponse to difficulties of motherhood [31]. However it was never denied that women need
help to cope with these feelings. It is a general tendency that woman should be treated at
home in a known environment with the support of partner and other family members. PND
can affect all family members, therefore all interventions should be family centred [32].

2.1.1. Impact of maternal depression on infant

It has been suggested that the child may be a factor in the development of PND, particu‐
larly in the case of multiple pregnancies, when the child is immature or has special needs
[33].  Others have suggested that demanding childcare on its  own could be a trigger for
PND [34]. McIntosh [35] interviewed mothers to identify the main cause of PND. Women
perceived motherhood as such to be the strongest risk factor, because it entails cyclic, de‐
manding and responsible work that isolates them and robs them of their freedom. Addi‐
tional burdens were lack of support and lack of time for themselves. Depressed mothers
report significantly higher perceived stress, related to the child care and lower self-esteem
in connection to motherhood abilities [36]. They often perceive their infants to be demand‐
ing [37,38] although there is no evidence as to whether PND is a condition which is pro‐
voked by the demanding temperament of the child or whether the mothers’ perception of
the child’s behaviour is distorted or made more sensitive to the child’s demands by the
presence of PND [39-41].

Ambivalent feelings towards pregnancy and child or other stress related situations prena‐
tally may provoke antenatal depression [11]. The maternal depression during the pregnan‐
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cy may takes its toll on the well-being of the foetus. Depressed pregnant woman may eat
and sleep less well [42] and are more likely to live unhealthy [43]. Prolonged anxiety and
depression can change ability of mother’s body to absorb nourishment; therefore newborn
babies can be of low weight [44]. Prenatal depression has been clearly associated with the
risk of prematurity and/or low birth weight [45]. Besides that, some researchers [46] found
that physiological markers of individual differences in infant temperament are identifiable
in the foetal period, and possibly shaped by the prenatal environment; that is in this case
affected with prenatal depression and therefore exposed to stress hormones [47-49] and ef‐
fects  of  biochemical  imbalance  [50].  Neonates  of  antenataly  depressed  mothers,  tested
with Brazelton Neonatal Behavior Assessment Scale (NBAS) showed inferior performance
on  orientation,  reflex,  excitability  and  withdrawal  clusters  [51].  Because  they  were  ex‐
posed to the high level of stress hormones during the pregnancy, babies of antenatally de‐
pressed  mothers  usually  cry  more  and  for  longer  periods  [44]  and  can  be  therefore
perceived as more demanding by mothers.

Postnatally depression continues to have negative impact on child development [52]; espe‐
cially from the aspect of the emotional, behavioural, and cognitive functioning [53,54]. PND
occurs at a time when the foundation of the mother-child relationship is being laid. It has an
effect on the mother’s parenting abilities, which can have an adverse impact on the child [4],
as the infant’s need for love may be unsatisfied [55] and later the communication between
them is impaired [4]. Hagen [56] claims women with PND exhibit fewer positive emotions
towards their children, are less responsive and less sensitive to infant cues, have a less suc‐
cessful maternal role attainment, and have consequently infants, who are less securely at‐
tached. Their parenting style is more punitive; with less positive engagement [4].
Depression could act to weaken parents’ ability to regulate child’s emotions, potentially af‐
fecting temperament development [57]. A depressed mother is less positive, less contingent,
and shows less vocal and play interactions to her child. Maternal responsiveness has been
viewed as important element of child development that gives infant social, emotional and
cognitive competencies [58] and promotes development of communication [59,60]. There‐
fore some researchers claim that mother’s sensitivity is crucial [61], however it is impaired
when mother is depressed [62]. Resulting from the mother’s depressive symptoms, the in‐
fant shows less positive affection, less contingent behaviour [63- 67], sleep and eat less [64]
and can have problems in regulating emotions at 7 months; therefore is perceived as child
with difficult temperament by mothers [68,69]. A wealth of empirical evidence demonstrates
that maternal and parental depression has been strongly associated with an increased inci‐
dence of attachment maladaptation, behavioural and emotional problems, altered cognitive
and motor development and reduced social interaction abilities in infants [70-76]. Studies
showed also poor physical status of infants of depressed mothers [77]; they are at the rela‐
tive risk to be underweighted, maternal depression predicts poorer growth and frequent ill‐
nesses later in childhood [78]. Depressed mothers relate to their infants less and therefore
infants of depressed mothers show fewer positive facial expressions [79,80]. Children of de‐
pressed mothers might be less active, irritable, can suffer from palpitations and have lower
muscle tone [81]. Babies can suffer from micro-depression as they mirror their mother’s feel‐
ings in order to stay connected to her [82,83]. Mother-infant dyad is often treated as insepa‐
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rable in the first 3 months after the birth; some [84] naming it the fourth trimester of the
pregnancy. Therefore child must be included in the treatment of maternal depression.

Beck [34] writes that depressive mood disorder not only have adverse effects on maternal-
infant interaction during the first year of age, but may also have long-term effects on child
over the age of one year. There is a more strong connection between maternal depressive
mood and infants [85]; long-term paternal depression has affected only male children
[40,76]. The mother’s on-going depression can cause harmful effects also for siblings and can
contribute to emotional, behavioural, cognitive, interpersonal [4,81,86] and psychomotor
problems [87] of children later in life. Evidence show that they can be at risk for learning
deficit [88]. Besides, children whose mothers develop PND are themselves proned to anxi‐
ety, depression and other mental illnesses later in life [45,89,90,91].

2.1.2. Impact of maternal depression on mother – infant interaction

The passing on of life from parent to child is one of the greatest privileges that come to
women and man. But with the privilege there comes the responsibility. Most mothers find
gratification in the maternal role despite the challenges, however depressed mothers experi‐
ence less gratification [92].

At the beginning of the newborn’s life his survival is completely dependent on another per‐
son who feeds, protects and nurtures him. There is evidence emphasising the importance of
a quality of early infant – mother, or other caregiver’s interaction and the quality of attach‐
ment to child’s development [93]. One of the unique properties of humankind is the capacity
to form and maintain relationships. The importance of effective human relationships lies in
the fact that in many ways they determine the quality of our lives [94].

Human development occurs within relationship from the beginning of life. Newborn baby
experiences and internalizes what mother experiences and feels. All relationships and en‐
counters with mother, baby, and father during this primary period affect the quality of life
and baby’s foundation, therefore supportive, loving, and healthy relationships are integral
to optimizing primary foundations for baby [95].

There is a clear difference between bonding and attachment. Nevertheless, many healthcare
professionals and non-professionals continue to use the terms interchangeably [96]. Bonding
is the initial emotional connection mothers make with their newborns [97], whereas attach‐
ment which is more complex than bonding [98] is the relationship that develops between
mother–baby couple during the first year of the child’s life [97] and includes an emotional
component that requires time to process [98]. The importance of distinction between bond‐
ing and attachment lies in the fact that bonding has not been shown to predict any aspect of
child outcome, whereas attachment is a powerful predictor of a child’s later social and emo‐
tional outcome [96]. Nevertheless, if bonding is disturbed, then maternal-infant attachment
can also be interrupted [99].The maternal–infant attachment begins to develop as early as in
pregnancy [100]. The nine month period of pregnancy is not solely concerned with the phys‐
ical development of the fetus. It is suggested that the development of women into a mother
is equally dynamic and integral to the woman’s own identity, her role identity, the identity

Mood Disorders and Mother-Infant Relationship – The Supportive Role of a Midwife
http://dx.doi.org/10.5772/53253

201



of the developing fetus and the relationship between them [97]. After birth the production of
oxytocin during lactation increases parasympathetic activity which reduces anxiety and fos‐
ter mother to infant emotional evolvement. Maternal oxytocin circulation can therefore pre‐
dispose women to form bonds and show bonding behaviour [100]. This is also one of the
reasons why the first minutes after birth are so important. It is believed that birth and bond‐
ing are critical developmental process for mother, baby, and father that form core patterns
with life-long implications. The best outcomes for the baby and mother occur when mother
feels empowered and supported. The natural process of birth is to be allowed; to unfold
with minimal intervention and no interruption in mother-baby connection and physical con‐
tact [95]. Sensitive nurturing care is supposed to be the basis of secure attachment [97] which
forms the most important basis for the child's psychological growth and development [101].

It is well known, that the postpartum period is the most sensitive period of life for develop‐
ment of mother-child interaction. Childbirth experience and transition to motherhood are
very special experiences that make a mother incomparably capable of caring for her child
[102]. The first few months of an infant’s life have been shown to affect later infant attach‐
ment [103]. Because after birth mother’s physical and emotional state can be adversely af‐
fected by exsostion, pain, anaesthesia, ect. a delay or block in attachment can occur [104].

The first few months after birth could be regarded as a highly sensitive period for the develop‐
ment of the mother–infant relationship [105]. Unfortunately, some mothers find it hard to re‐
late to their  new baby,  and such failure may have long-term effects on the infant [106].
Nevertheless, bonding is a complex, personal experience that takes time and luckily the baby
whose basic needs are usually being met won’t suffer if the bond is delayed for some time at
first [107].

Even though many researchers have investigated the emotional tie between a mother and her
infant [108] studies on attachment are largely focused on attachment from a child’s perspec‐
tive, while studies on attachment of the mother to her child are limited [97]. The research
showed that women with more or stronger depressive or anxiety symptoms show less feelings
of bonding with their infants. Feelings of hostility, rejection, anxiety and dissatisfaction in the
relationship with their newborn infants were noticed [108]. Depressed mothers are often un‐
able to meet their children social and emotional needs and even a mild maternal depression has
a significant impact on maternal bonding [105]. This may lead to so called insecure attachment,
which is associated with unresponsive, rejecting and insensitive parenting [109].

As shown in Table 1 There are four types of infant-parent attachment; three organized types
- secure, avoidant and resistant, and one disorganized type [96].

Quality of caregiving Strategies to deal with distress Type of attachment

Sensitive Loving  Organized  Secure
Insensitive Rejecting  Organized  Insecure - avoidant
Insensitive Inconsistent  Organized  Insecure - resistant
Atypical Atypical  Disorganized  Insecure -

disorganized

Table 1. Types of attachment and antecedents [96]
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Links between maternal depression and maternal attachment disorganization were made,
but as described by George and Solomon [110] the researchers aren’t in agreement since the
results are inconsistent; some of them found positive while others found negative associa‐
tions. Nevertheless, children that have disorganized attachment are usually exposed to spe‐
cific forms of distorted parenting and unusual caregiver’s behaviour that are atypical [96].
Because depression can alter behaviour [111] we can say that depressed mothers show atyp‐
ical behaviour towards their children.

The consequences of disorganized attachment relationships have been the focus of consider‐
able developmental and clinical research in the past two decades [112]. Mostly because there
are many consequences of parent–infant disorganized attachment. Disorganized attachment
in infancy and early childhood was recognized as a powerful predictor for serious deficits in
the child’s social, emotional, behavioural functioning [112] and psychopathology and mal‐
adjustment in children [113]. Therefore, caregiving behaviours are clearly influential in pro‐
viding children with the appropriate support to manage and regulate their own emotions
and behaviour [114].

Disturbances in maternal–infant interaction may occur even before a baby is born, therefore
depressive symptoms during the latter part of pregnancy were found to be an important
risk factor for lower maternal attachment [115]. It is clear that mothers with current depres‐
sive symptoms and those with histories of severe depressive disorders displayed less posi‐
tive behaviour toward their children [116], have less balanced attachment style [117] which
leads to a mother’s inability to interact in a responsive and sensitive manner with her baby
and might consequently disrupt the development of secure attachment.

Depressed mothers are more likely to have attachment issues with their infants and their in‐
security regarding motherhood further creates an unsteady attachment process [118]. As a
consequence the lack of maternal-newborn attachment can cause distress in the newborn,
making the newborn fussier and irritable, which in turn causes the new mother more stress
and can deeper her own depression and anxiety [118].

2.2. Midwifery skills that enhance mother-infant relationship

By early  screening and intervention programmes for  PND,  it  may be  possible  to  avoid
the adverse effects of parental depression on child temperament. The nature of the opti‐
mum intervention strategy remains to be determined. Although treatments aimed at pa‐
rental depression undoubtedly have benefits for the parents involved, two well-designed
studies  [118,119]  cast  doubt  on the  idea  that  treatment  of  postnatal  depression alone  is
sufficient to prevent adverse child outcomes [40]. The direct relationship between mother
and infant is one vital consideration, which can intercept cyclical downward spiral [121].
Much is known about detection and treatment of PND, but less is known about interven‐
tions to facilitate re-attachment [122].  Therapies of PND should therefore target also the
mother–infant relationship [123] to improve their interaction [50].
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2.2.1. Touch and infant massage

Touch is the most social sense; it typically implies an interaction with another person. There‐
fore is an extremely important part of non-verbal communication [124]. Skin is the largest
and the most sensitive organ. The skin and the nervous system arise from the same embry‐
onic cell layer (ectoderm). We could consider skin an exposed portion of the nervous sys‐
tem. Therefore some write of the psychological function of the skin [125] and a skin ego [1].
As sir Richard Bowlby said [1] words are not necessary to communicate feelings and devel‐
op relationship. Touch has strong effect on our bodies, since stimulation is quickly transmit‐
ted to the sensory cortex [126]. Touch can be considered a type of food, necessary for the
infant’s well-being; on the most basic instinctual level, physical contact is essential to sustain
human life [44,127].

The sense of touch is the most developed sense after the birth. It is the first sense developed
in utero. The sensory cortex, where touch is consciously perceived, is the most developed
area of the brain at birth [128,129]. Early contact stimulation of the baby can begin already
from the beginning of pregnancy. Foetus gets continuous massage for the entire nine
months by the amniotic fluid and with mother’s stroking the abdomen. Despite the fact that
the effects of maternal massage in pregnancy are not sufficiently proved [130], researchers
[131] claim that women who are being massaged during pregnancy and birth are using
more touch stimulation for their newborn infants. Massaging mother during the pregnancy
and birth can be therefore beneficial also for the child. Uterine contractions in pregnancy
that can be also caused with massaging the belly are perceived by child as touch stimula‐
tion. Touch alters oxytocin level and therefore baby is more relaxed [124]. That can be of ma‐
jor importance for the babies whose mothers are suffering for prenatal depression and are
therefore exposed to higher levels of stress hormones.

Caring touch plays a critical role in the development of relationship with the child during
pregnancy and [132] after the birth. It affects baby’s physical and emotional development
[129]. It was shown that babies who are touched frequently after the birth develop better; for
example score higher on IQ and language tests [133], sleep, eat better and cry less [81]. Mas‐
sage, as a systematic touch has several positive effects on physical, mental and emotional
state of the baby. In infants, massage reduces colic, pain associated with teething, enhance
growth, ect. Massage stimulates and promotes growth and development, but at the same
time relaxes; lowers levels of hormones that cause tension [124,134]. Infant massage may im‐
prove newborn’s sleep organization, lowers level of kortizol, helps baby gain weight
[129,135-138] and deep touch helps them in organizing [139]. Sensory stimulation like mas‐
sage speeds myelination of the nervous system, thus enhancing rapid brain-body communi‐
cation. This has long lasting effects; massage can affect the ability to handle stress in
adulthood – baby, who in a womb experienced fear-producing biochemical environment,
can unconsciously perceive world as a place of anxiety and fear (his/her structure of cells
has been intrauterine programmed as such) and massage can help him/her to reshape this
interpretations [44].

Furthermore, massage is likely to nurture the parent as much or more than does the infant,
who receives it. Infant massage could be a tool for building mother-infant bond by deeply
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communicative means of touch [140]. Massage gives parents an opportunity to realize ba‐
by’s behavioural cues; signs that child uses for communicating his/her needs [127]. With this
they become more sensitive for baby’s expressions, which helps them to understand infant
[128]. Result is raised self-confidence for acquisiting the parenting role, enhanced develop‐
ment of role related skills and perception of lower parental stress [141,142].

Depressed mothers touch their infants less than non-depressed mothers. As a result infants
of depressed mothers spend longer periods of time in touching self rather than toys or
mother, compensating the lack of positive tactile stimulation [143]. Touch deprivation can
have several negative effects on a child, such as sleep disturbance, growth restriction and
immune system decompensation [124]. Baby massage can improve the mood of depressed
mothers [144] and promotes mother-infant relationship [137]. While other benefits of infant
massage are not clearly defined, the evidence for improvements of mother-infant relation‐
ship in connection with maternal depression is compelling [145].

2.2.2. Mother-infant relationship and newborn behavioural observation

Newborn Behavioral Observation System (NBO) is a relationship-building, a structured set
of observations, designed to help the clinician and parent together, to observe the infant's
behavioural capacities and identify the kind of support the infant needs for successful
growth and development. The goal of the NBO is to strengthen the relationship between pa‐
rents and their infant and also to promote a positive relationship between clinician and fam‐
ily. Although the NBO attempts to reveal the full reaches of the newborn behavioural
repertoire, the clinical focus is on the infant’s individuality and includes observations of the
infant's; capacity to habituate to external light and sound stimuli, the quality of motor tone
and activity level, capacity for self-regulation, response to stress, and visual, auditory and
social interactive capacities [128].

The NBO is based on the assumption that newborns come into the world as competent per‐
sons [128] and the sooner the communication between parents and infant is established the
greater attachment and less frustration parents may experience.

NBO should become a part of routine family cantered midwifery postpartum care [147].
Midwives after birth have the opportunity to enlighten parents about their infants’ unique
capabilities [146]. The more the parent knows; the better can respond appropriately to the
infant without abuse or neglect [146]. NBO promotes active role of parents and can therefore
help to establish early attachment between the parents and the newborn which is a founda‐
tion for development of a healthy and competent child and later an adult [147].

Healthcare professionals should use the knowledge of newborn behaviour to facilitate con‐
nections that parents will use throughout their parenting lives. Using the infant’s behaviour
as his language, they can sensitize parents to what their infant is ‘‘saying’’ and help parents
to accurately interpret baby’s cues and respond appropriately.

Interventions such as the NBO that help mothers learn to recognize, understand, and re‐
spond to the behavioural cues of their infants could be used with those mothers identified as
being at risk for ineffective maternal role transition [148]. NBO can therefore, similar as
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found by Jung et al. [121] help the depressed mothers and their families to develop effective
ways of managing and comforting the infant when distressed, and to understand the ‘mean‐
ing’ of infant's behaviours and how contingent responses to infant cues increase positive in‐
teractions. As a consequence, it is expected that an infant who begins to more frequently
show interest in the mother, smile and sustain eye contact, is also likely to evoke more en‐
joyable and arousing experiences for the mother [121]. Positive responsiveness and involve‐
ment between depressed mothers and their infants is very likely to be demonstrated by an
increase in the infant's positive emotion expressions while engaged with the mother. Infant’s
responses to the mother’s vocalizations and attempts at engagement encourage the mother
to continue [92].

Throughout an NBO session the midwife can encourage depressed mother to explore the
knowledge she already posses about their infant and make predictions and observations.
This shared exploration of the infant’s responses guides the midwife in providing anticipa‐
tory guidance for caregiving and to enhance mother infant relationship. NBO is a family-
centered tool [128] and should also include extended family or friends which are in case of a
mother’s depression more than invited to help embrace, hold, and interact with the infant so
that the infant is not deprived of warmth, love, and affection [99].

2.3. Evaluation of the proposed midwifery interventions

Mother needs to be, despite the depression, active participant in the baby’s care, not only for
the well-being of an infant but also for her own [124]. Therefore midwives should include in
the management of postnatally depressed mothers activities that help them building rela‐
tionship with there babies. Infant massage and NBO seemed appropriate interventions,
therefore authors gathered more data on their effectiveness.

2.3.1. Methodology

Since the benefits of infant massage and maternal depression has been clearly shown in past
reviews [144,151], the search for the new evidence was performed only for the period from
2008 to 2012. We searched the following databases: Cochrane Library, CINAHL, EIFL direct,
MEDLINE, ScienceDirect, ProQuest, Springer Link, BMJ Journals, IngentaConnect, Oxford
Journals, Embase, Eric and Midirs. For the search, we used key words: postnatal/postpar‐
tum/maternal depression AND Infant/baby massage in the title. Exclusion criteria were:
non-academic papers. Inclusion criteria were: appropriateness of the content, English lan‐
guage. The search gave 3 results that are discussed below.

The following databases: Cochrane Library, CINAHL, EIFL direct, MEDLINE, ScienceDir‐
ect, ProQuest, Springer Link, BMJ Journals, IngentaConnect, Oxford Journals, Embase, Eric
and Midirs were also searched for evidence of research on NBO and maternal depression.
For the search, we used key words: postnatal/postpartum/maternal depression AND new‐
born behavioural observation in the title but the search didn’t give us any results.

Mood Disorders206



2.3.2. Effect of baby massage on maternal depressive symptoms

The results of the recent studies confirm the findings of the past research. O’Higins et al.
[149] performed randomized controlled trial among 62 postnatal women, who scored above
12 on Edinburgh Postnatal Depression Scale (EPDS) at four weeks postpartum. In the con‐
trol group were 34 women, who scored 9 on EPDS. They were randomly assigned to infant
massage course (International Associaltion of Infant Massage – IAIM scheme) or in a group
for support intervention. Women in experimental group were tested again with EPDS after
six sessions of intervention and after one year. EPDS showed statistically significant im‐
provement in the mood of depressed mothers after the intervention in both groups, but
slightly more in the infant massage group. At one year, massage-group mothers had non-
depressed levels of sensitivity of interaction with their babies. It can be concluded that infant
massage improves mother-infant interaction, consequently preventing possible side effects
of maternal depression on child emotional and psychological development, as described in
the literature review.

Similar conclusions were made also by Gürol and Polat [150], who performed randomized
controlled trial among 117 mother-infant couples, observing attachment before and after 38-
days long infant massage intervention, using Maternal Attachment Inventory (MAI). 57
mothers in the experimental group showed statistically significantly higher post-test mean
values of the MAI.

Underdown and Barlow [151] performed a research among socioeconomically deprivileged
mothers, who are said to be at higher risk for postnatal depression, due to their life situa‐
tion. Their sample consisted of 39 mother-infant couples, assigned to eight infant massage
classes (using the structure and philosophy of IAIM programme). They collected data with
observation, in-depth interviews and quantitatively with several measurement scales, also
EPDS. Besides the evaluation of the effect of baby massage course on the mental state of the
mother, their aim was also to define crucial elements of good infant massage programme. It
became obvious that the important elements of the course are, beside the actual massage, al‐
so the topics, discussed during the sessions, especially information on baby’s cry and baby’s
cues that facilitates parents interaction.

3. Discussion and conclusions

Today modern science is rediscovering age-old treatments and the medical sciences are in‐
corporating these interventions into scientific protocols [152]. Touching and understanding
baby’s behaviour are one of them. As obvious it can be particularly beneficial for women
suffering PND.

Teaching depressed mothers and their family member’s infant massage and/or go through
NBO with them can help them understand the fact that their child is a competent person.
Doing infant massage on their own while understanding their child’s cues can help de‐
pressed mothers to reduce the display of atypical behaviour and therefore ovoid or mini‐
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mize the risk of insecure - disorganized attachment. This is so important because of the
negative long-term consequences associated with this condition.

Interventions that focus on what mothers do with their  infants instead of  focusing only
on how they feel  can be effective in increasing infants'  positive responsiveness and im‐
proving infant outcomes. Such interventions can be an essential component of treatment
when mothers suffer from PND [121]. Similar conclusions were made by Ewell Foster et
al. [116] whose findings highlight the importance of providing parenting interventions for
depressed mothers.

Studies of touch and discussion with parents about infant behaviour and temperament
showed beneficial effect on postnatally depressed mothers and their infants. There were no
side effects mentioned in any study. On the basis of this review, we can conclude that infant
massage and NBO could be included into the routine postnatal midwifery care. Infant mas‐
sage and NBO should therefore become an intervention tool for midwives to support moth‐
ers with postnatal depression in order to develop a positive relationship with their newborn
children.

More studies relating NBO with postpartum depression are needed, since there is no study
directly testing improvements of maternal depressed mood after a session(s) of NBO.
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Cognitive Functions in
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1. Introduction

Based on Kraepelin’s works we had for many years been distinguishing between manic-
depressive illness (bipolar disorder) and dementia praecox (schizophrenia) based on the
assumption that bipolar patients tended to experience full remission, whereas the schizo‐
phrenic did not. Since the late 1990s, the evidence has been accumulated that the recovery in
bipolar disorder is not complete [1]. Persistent psychosocial difficulties and cognitive deficits
are common in patients with the bipolar disorder even in euthymic or asymptomatic states [2,
3]. After two decades of scientific work the nature of the cognitive impairments is still the focus
of research and debate. The extent and pattern of cognitive impairment in euthymic patients
remain uncertain [4]. A meta-analysis of the studies revealed widespread cognitive deficits in
patients with schizophrenia and affective disorders in cognitive functioning, speed of infor‐
mation processing, encoding and retrieval, rule discovery, as well as response generation and
response inhibition [5]. There is a growing need for clarification regarding the extent and
clinical relevance of cognitive impairment in bipolar patients [6].

2. Subjects and methods

2.1. Subjects

Sixty euthymic bipolar patients (25 male, 35 female), aged 26–75 yr (mean±S.D.: 53±10 yr)
attending the Outpatient Lithium Clinic at the Department of Psychiatry at the Poznan
University of Medical Science were studied. Consensus diagnosis by two psychiatrists was
made for each patient, according to DSM-IV criteria (Structured Clinical Interview for DSM-
IV Axis I – SCID) [7]. The patients had been treated with lithium carbonate for at least 5 yr. On



the day of the study, all patients were euthymic, as defined by a score of <7 on the 17-item
Hamilton Depression Rating Scale (HAMD17) [8] and a score of <7 on the Young Mania Rating
Scale (YMRS) [9]. Among the patients, 13 were excellent lithium responders, defined as having
had no affective episodes on lithium monotherapy for the entire period of lithium adminis‐
tration [10]. Eighty-four healthy controls recruited from the local community were matched
by age, gender and education level. The study was approved by the Ethics Committee at the
Poznan University of Medical Science. Patients and volunteers gave their written informed
consent after hearing a complete description of the study.

2.2. Cognitive assessment- methods

Patients and controls underwent an extensive neuropsychological assessment that included
an evaluation of attention, working memory, verbal and visual episodic memory, verbal
fluency and executive functions. Neuropsychological testing lasted approximately 2 h.
Subjects completed the tests in a fixed order with a break half-way through. The Trail Making
Test (TMT) [11], Stroop Colour-Word Interference test [12, 13], verbal fluency tests, as well as
selected tests from the Cambridge Automated Neuropsychological Test Battery (CANTAB;
CeNeS Ltd, Cambridge, UK) [14-17], were employed.

2.2.1. Cognitive tests: Paper-and-pencil tests

The Trail Making Test (TMT) consists of two parts. TMT requires subjects to connect 25 consec‐
utively numbered circles, (part A) and 25 numbered and lettered circles by shifting between
the two sets (part B) as quickly as possible, and is very sensitive to cerebral dysfunction. Part
A of the test measures psychomotor speed. The results of part B reflect the ability to shift
strategy and assess executive function and visuospatial working memory [18]. Time is
recorded in seconds.

The Colour-Word Stroop Interference test (CWST).The first part of the test (part A)- Reading
Colour Names in black (RNCb), measures verbal abilities and attention. The subject is asked
to read as quickly as possible words (colour names) printed with black ink on a white card.
The second part (part B): Naming the Colour of Word – different (NCWd) – measures verbal
working memory and executive functions. The subject is asked to name the colour of each
printed word. The colour of the printed word is different from the colour described by the
word [12]. Scoring is based on time (seconds).

Verbal fluency tests.  Phonologic verbal fluency was studied by asking subjects to generate
as many words as possible that begin with each of the letters F, A and S, in consecutive
1-min  time  periods  (FAS  Test,  from  the  Controlled  Oral  Word  Association  Test)  [19].
Semantic  verbal  fluency  was  measured  with  the  Category  Instant  Generation  Test,  by
naming  as  many items  as  possible  in  a  given  category  (animals,  vegetables  and  fruits)
within the same time limit. Scores were the sum of all acceptable words produced in the
three  trials.  The  Polish  version  of  the  FAS  test  was  used.  This  test  was  used  for  the
assessment of verbal fluency, which is also a sensitive measure of executive functions, as
it requires the subject to generate his/her own strategy.
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2.2.2. Cognitive tests: Selected tests from the Cambridge automated neuropsychological test battery

Rapid Visual Information Processing (RVP) - a test of visual sustained attention, which is sensitive
to dysfunction in the parietal and frontal lobe areas of the brain and is also a sensitive measure
of general performance. RVP A' is the signal detection measure of target sensitivity regardless
of error tendency (range 0.00 to 1.00; bad to good). This metric is a measure of how good the
subject is at detecting target sequences. RVP Mean latency measures the mean time taken to
respond and is reported in milliseconds. Response latency in the RVP task is a good indicator
of sustained attention function [20].

Stockings of Cambridge (SOC) is a visuospatial planning test based on the Tower of London task
[21]. This is a spatial planning test which gives a measure of frontal lobe function. The subject
is shown two displays containing three coloured balls. The displays are presented in such a
way that they can easily be perceived as stacks of coloured balls held in stockings or socks
suspended from a beam. This arrangement makes the 3-D concepts involved apparent to the
subject, and fits with the verbal instructions. The subject must use the balls in the lower display
to copy the pattern shown in the upper display. The balls may be moved one at a time by
touching the required ball, then touching the position to which it should be moved. The time
taken to complete the pattern and the number of moves required are taken as measures of the
subject’s planning ability.

Spatial  Span  (SSP)  -  a  visuospatial  analogue  of  the  Digit  Span  test  assessing  working
memory  capacity.  White  squares  are  shown,  some of  which  briefly  change  colour  in  a
variable sequence.  The subject  must then touch the boxes which changed colours in the
same order that they were displayed by the computer (for clinical mode) or in the reverse
order (for reverse mode). The number of boxes increases from 2 at the start of the test to
9 at the end, and the sequence and colour are varied through the test. After an incorrect
attempt at  choosing the boxes in sequence,  the next  trial  remains at  the same difficulty
level. The Spatial Span is calculated at the highest level at which the subject successfully
remembers at least one sequence of boxes.

Spatial Working Memory (SWM) - is a test of the subject’s ability to retain spatial informa‐
tion and to manipulate remembered items in the working memory, which measures the
working memory for spatial  stimuli  and requires the subject  to use mnemonic informa‐
tion to work towards a goal. Subjects are required to search through boxes that appear on
the screen with the aim of finding the ‘blue tokens’ hidden inside. The key instruction is
that once a token had been taken out of a box, that box would not be used again to hide
a token. After two practice trials with two boxes, there were four test trials with each of
two, three, four, six and eight boxes. Returning to an ‘empty’ box already opened and a
token removed on a previous search constituted a ‘forgetting’  or ‘Between Search’ error
(BSE). A Strategy score was calculated from subject's performance on the six and eight box
levels, to reflect how often a searching sequence was initiated from the same box during
a given trial. Higher Strategy scores represent lower use of strategy (i.e. many sequences
beginning with a different box in a given trial), and lower scores represent efficient use of
strategy (i.e. many sequences starting with the same box in a given trial).
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2.2.2.1. Statistical analyses

Statistical analyses were carried out with Statistica version 10.0 for Windows. To evaluate
normality of distribution of the variables, the Shapiro–Wilk test was applied. As most of the
investigated variables were not normally distributed, non-parametric tests were employed.
Between-group differences in the demographic characteristics and neuropsychological tests
were assessed by the Mann–Whitney test (two-groups comparisons) and Kruskal-Wallis
ANOVA (multiple comparisons). All the results were expressed as the mean and standard
deviation (S.D.). Statistical significance was set at p<0.05 for all analyses.

3. Results

Demographic characteristics are presented in table 1.

Bipolar patients

n=60

ER

n=13

nonER

n=47

Controls

n=84

Age (years)
52.6

(10.2)

51.3

(12.1)

52.9

(9.8)

50.6

(14.7)

Gender - Male: Female* 25: 35 7:6 18:29 25:59

Education (years)
13.7

(3.5)

15.1

(2.4)

13.3

(3.7)

13.2

(2.4)

Duration of illness
22.2

(10.8)

21.0

(11.2)

22.6

(10.9)
-

Duration of prophylactic lithium treatment
12.7

(8.9)

12.1

(8.4)

12.9

(9.2)
-

No. of recurrences
13.3

(8.1)

7.2

(5.4)

15.3

(7.9)
-

Intensity of depressive symptoms (HDRS)
2.6

(1.8)

2.3

(0.8)

2.6

(2.0)

0.8

(1.5) 1,2,3

Intensity of manic symptoms (YMRS)
0.6

(0.9)

0.1

(0.4)

0.7

(1.0)

0.3

(0.7)

* chi-square test

1 – p<0.01 Mann-Whitney test, difference between bipolar patients and controls

2 – p<0.05 ANOVA difference between ER and controls

3 – p<0.01 ANOVA difference between nonER and controls

Table 1. Demographic and clinical characteristic of euthymic bipolar patients and healthy controls. ER - Excellent
lithium responders; nonER- non – excellent responders; HAMD - Hamilton Depression Rating Scale; YMRS - Young
Mania Rating Scale (values are expressed as mean, standard deviation is shown in brackets).
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No differences in age, gender distribution as well as education level between bipolar patients
and healthy controls were detected. No difference between excellent responders (ER) and non-
excellent responders (nonER) were detected either. Bipolar patients were euthymic but scored
significantly worse on Hamilton’s depression scale. Both ER and nonER had higher depression
sores than the controls. In the bipolar group, 35 patients were treated with lithium as mono‐
therapy, 13 – lithium in combination with carbamazepine, 4 – lithium+valproate, 8 – lithium+
atypical neuroleptic.

3.1. Assessment of attention, working memory and executive functions

To evaluate working memory planning and executive functions SSP, SWM, SOC from
CANTAB Battery and the so-called “paper and pencil test”: fluency tests (semantic and
phonemic), CWST part B, TMT A and B, were used. To asses sustained attention RVP (CAN‐
TAB), and part A from CWST were employed. In table 2 the results of the neuropsychological
evaluation of bipolar patients treated with lithium and healthy controls are presented. The
bipolar group consists of two subgroups: excellent lithium responders and the remaining
patients (non- excellent lithium responders).

Subjects with bipolar disorder scored significantly worse than controls on the tests assessing
working memory, executive functioning and planning. The longest sequence successfully
recalled (SSP Span length) was significantly shorter in the patients group than the controls.
SSP total error number was higher in the BD group than in the controls, but the difference was
not statistically significant. On the Spatial Working Memory (SWM) test results are presented
in two measures: strategy and between errors. Patient scored worse on both of them. On the
SOC results were displayed as three dimensions: SOC Mean initial thinking time (5 moves)
giving an indication of the time taken to plan the problem solution, SOC Mean subsequent
thinking time (5 moves) as well as SOC Problems solved in a minimum number of moves
recording the number of occasions upon which the subject has successfully completed a test
problem in the minimum possible number of moves. Bipolar patients had significantly worse
results in both initial and subsequent thinking times. The controls performed better on fluency
tests (verbal and phonemic), and TMT both parts. On the CWST B measuring verbal working
memory and executive functions, bipolar patients had significantly worse results than the
control subjects. On the sustained attention tests patients also scored significantly worse.
Results of RVP A' - the signal detection (a measure of how good the subject is at detecting
target sequences) as well RVP Mean latency (a measure of the mean time taken to respond)
were significant worse in the patients groups. After dividing lithium-treated patients into ELRs
and non-ELRs the differences in cognitive functions between subgroups were observed. The
results of excellent lithium responders were similar to those of healthy controls, whereas non-
ELRs scored significantly worse on SSP Span length, SWM between errors and strategy, SOC
initial thinking time, as well as sustained attention test. The only measure in which ELR scored
worse than the controls was RVP mean latency. The results of ELRs were better than the scores
of the controls on SSP span length and SOC problems solved in a minimum number of moves,
but the difference did not reach statistical significance.
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Bipolar

patients
ER nonER Controls

Working memory and planning, executive functions

SSP Span length
5.0

(1.1)

5.8

(1.1)

4.7

(0.9)3

5.4

(1.2) 1,4

SWM Between errors
46.8

(19.7)

40.4

(14.9)

48.6

(20.6)

36.5

(18.7) 2,4

SWM Strategy
37.3

(4.3)

36.5

(3.7)

37.6

(4.5)

35.2

(4.8) 1,4

SOC Mean initial thinking time (5 moves)
11376.6

(11785.4)

9580.5

(8738.2)

11873.43

(12532.6)

6853.5

(5823.2) 2,4

SOC Mean subsequent thinking time (5 moves)
3649.0

(2453.2)

3484.4

(3128.5)

3694.51

(2270.7)

3057.4

(2955.0) 2

SOC Problems solved in a minimum number of

moves

7.6

(1.6)

8.1

(1.7)

7.5

(1.6)

7.4

(1.6)

Semantic fluency (No of words) 40,8(9.0) 44,6(8.9) 39,7(10.0) 47,6(10,0)2

Phonemic fluency (No of words) 28,5(8.8) 33,3(9.3) 27,2(12.9) 35,6(12.9)2

CWST B (time [sec]) 78,7(26.3) 38,2(17.5) 46.0(10.9) 62,9(20,3)2

TMT A (time [sec]) 44,3(17.3) 89,2(39.0) 119,7(42.7) 36,1(10,9)2

TMT B (time [sec]) 113,2(46.80 65,5(19.4) 82,9(20.3) 81,3(42,7)2

Sustained attention

RVP A'
0.83

(0.05)

0.86

(0.05)

0.83

(0.05)

0.88

(0.05) 2,4

RVP Mean latency
604.7

(139.6)

577.6

(164.5)

612.2

(132.9)

482.9

(124.8) 2,3,4

RVP B''
0.89

(0.21)

0.88

(0.16)

0.89

(0.23)

0.88

(0.28)

CWST A (time [sec]) 28,2(5.8) 26,8(5.1) 28,6(9.4) 28,4(9.4)

1 –difference between BD and controls p< 0.05 Mann-Whitney test

2 - difference between BD and controls p<0.01 Mann-Whitney test

3 - difference between ER and controls (p<0.05) ANOVA

4 – difference between non-ER and controls (p<0.05) ANOVA

Table 2. Neuropsychological evaluation of bipolar patients and healthy controls treated with lithium and healthy
controls (values are expressed as mean and standard deviation in brackets). Table presents results of CANTAB tests
and paper-and-pencil tests results.
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4. Discussion

4.1. Cognitive functions in bipolar patients

Not so long ago it was claimed that bipolar disorder is episodic, and the patient fully recovers
between episodes, with no signs of affective, cognitive or psychosocial symptoms [2]. But
patients in remission seem to be both affectively disturbed and cognitively impaired which
may be a contributory factor to poor psychosocial outcome [2, 22-25]. During the last decade
the results of numerous neurocognitive and neuroimaging studies in BD have been reported.
They have revealed various dysfunctions in bipolar disorder present during affective episodes
and have demonstrated that many neurocognitive deficits persist into periods of clinical
remission or euthymia [16, 26]. Patients during affective episodes show significantly lower
performance on several measures (tests) of attention, executive function, learning and verbal
memory, and psychomotor speed [27-29].

Disturbances of executive functions, verbal and visual memory dysfunctions have been
observed in depressive bipolar patients [23, 29-31]. Results of studies in manic patients are less
consistent - although impairments in executive functions have been reported [23, 30-35].
Sweeney et al. [30] reported worse results of manic compared to depressive bipolar patients.
Manic, but not depressed, patients made suboptimal decisions in Murphy’s [35] computerized
decision-making task.

Results of neuroimaging scans show structural and functional brain abnormalities in mood
disorders in such regions as: basal ganglia frontal lobes, the locus caeruleus, subcortical white
matters, hipoccampus, amygdala, temporal lobes, as well as subtle structural deficits in the
dorsal raphe [28, 36]. Cognitive dysfunctions were observed in affective acute bipolar patients
(attention deficits, flexibility deficits, verbal fluency impairment, memory disturbances) [13,
31, 32, 35] have been reported also during periods of remission [37, 38], independently from
residual affective symptoms [1, 16]. Sustained cognitive deficits could be a marker of disease
or bipolar traits, it could be a prognostic factor as well [37]. Still, there is ambiguity about those
issues [23, 39]. Research results are inconsistent [39], in small groups, diagnosis of bipolar is
not precise, and information about treatment is not provided [23].

Recent reports have suggested the presence of persistent cognitive impairments in patients
diagnosed with BD even after prolonged euthymic phases [16, 26, 40-48]. Review by Torres et
al. [4] revealed widespread cognitive deficits in tests assessing attention, speed of information
processing, memory and executive dysfunctions in remitted bipolars versus controls. There
was no difference in premorbid intelligence and vocabulary. Some dysfunctions in remitted
patients [49] are similar to those observed in patients in acute phase. Cognitive deficits are
regarded by several authors as trait-markers or their background (genetic, developmental or
associated with illness progression) remains to be evaluated [4]. The studies in euthymic
patients are to answer questions concerning the state-dependent (reflecting mood changes)
and stable character of cognitive deficits [2, 26, 40, 41, 50, 51].

Disturbances of executive functions, working memory and planning. The results of our
study  confirmed  the  reports  on  disturbances  of  executive  functions  in  remitted  bipolar
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patients [42-48; 52-54]. Several authors do not show executive dysfunctions [55, 56] or show
mild  degree  dysfunctions  [4].  These  discrepancies  probably  result  from  various  defini‐
tions of executive function, which lead to the use of different tests and methods as well as
problems with clear explanation of the nature of cognitive dysfunction(s). Disturbances of
cognitive  flexibility  and  inhibitory  control  were  the  most  important  findings,  auditory
memory and verbal  fluency  were  more  impaired.  Intellectual  functioning was  intact.  A
recent review of the literature [57] shows deficits in working memory and some aspects of
executive functions (inhibitory control).

Larson [58] et al. evaluated two specific aspects of executive functioning: inhibitory control,
and spatial delayed working memory. Manic and euthymic patient groups performed
similarly in the spatial delayed working memory test. On the inhibitory test manic and
euthymic patients committed significantly more perseverative errors than healthy partici‐
pants. These results indicated that patients had relatively normal working memory abilities,
but had a deficit in behavioral self-regulation, which was evident across mood states. In our
bipolar remitted group spatial working memory (SWM) was disturbed compared to the control
group, and subjects performed worse when it came to updating the working memory contin‐
ually but strategy planning was less disturbed.

Goswami et al. [59] have measured neurocognitive functions in bipolar disorder and tried to
find links to residual mood symptoms, soft neurological signs and psychosocial impairment.
They tested attention, memory and executive function in euthymic patients with bipolar
disorder and controls. Psychosocial functioning, soft neurological signs and residual mood
symptoms were assessed. Tests results on executive function and verbal memory (but not
attention) were significantly poorer in bipolar patients. Residual (sub-syndromal) mood
symptoms were connected with small cognitive effects, predominantly on verbal memory.
Some patients showed a marked social disability which correlated strongly with soft neuro‐
logical signs but weakly with executive dysfunction, which was linked to the number of
episodes. Cognitive dysfunction, social dysfunction and soft signs may represent trait deficits
of bipolar illness. Both in the present study and in other authors’ results remitted bipolar
patients have verbal and nonverbal memory disturbances [4] compared to healthy controls.
Those results are consistent through various data [49], a wide spectrum of executive dysfunc‐
tions, memory and attention was detected in remitted bipolars [25]. The results of our study
are consistent with those of Sole et al. [60] who reported that bipolar patients showed a
significantly lower performance on several measures of attention, learning and verbal
memory, and executive function compared with healthy controls. Worse performance on TMT
is especially important in light of the finding of Sole et al. [60] that the one measure related to
executive function (Trail Making Test, part B) was the variable that best predicted psychosocial
functioning of bipolar patients. In a two year follow up study in euthymic bipolar patients on
lithium executive function and processing speed were affected, and such deficits were
maintained over time. Those results show that executive dysfunction is the main long-term
neuropsychological deficit of bipolar disorder [61]. After controlling for the effect of subsyn‐
dromal depressive symptoms [62] impairment of verbal memory and executive dysfunctions
were noticed and this cognitive impairment seems to be related to a worse clinical course and
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poor functional outcome. Executive dysfunctions are described as a central bipolar trait deficit
and due to them bipolars’ psychosocial problems are observed [63].

Attention deficits. The results of our study point to the deficits in attention tests. Patients
scored worse on sustained attention measurement WCST part B and on RVP test from
CANTAB battery. Euthymic bipolar patients have been reported to show persistent deficits in
sustained attention tests [53]. Most research shows sustained attention deficits [41, 46], some
tests did not show such disturbances [4]. Burdick [64] has not detected a direct relationship
between attention deficits and depressive symptoms. Sustained attention deficits apparent
during the euthymic period of bipolar disorder cannot be explained in terms of working
memory impairment and represent a reduced inherent capacity rather than a changed
response bias [16, 42, 44, 45, 53, 65, 66]. Sustained attention deficits are claimed to be a core
deficit for bipolar disorder, but those deficits are not dependent on executive dysfunctions,
including working memory. Attention deficits and information-processing speed are related
to memory processing or other cognitive processes [2, 39, 47, 48]. Furthermore, the data support
the view that deficits in verbal memory may be related to genetic factors. [65].

Memory deficits as result of hipoccampal and medial temporal lobe dysfunctions could be a
key cognitive problem in bipolar patients [67]. Malhi et al. [68] conducted a review of the
literature to compare and contrast the neuropsychological profile of the 3 phases of bipolar
disorder to identify potential state and trait deficits. They initially identified more than 100
articles and then excluded reviews and papers in which neuropsychological tests were not
administered directly. This left 27 papers, which they further examined and the findings of
which they tabulated and discussed. Cognitive and executive functioning deficits were found,
including set-shifting, verbal fluency, planning, attention, and memory. In their opinion, those
neuropsychological deficits found in bipolar depression, mania or hypomania, and euthymia
provide important insights into the pathophysiology of bipolar disorder and may, in future
studies, form the basis of clinically meaningful subtypes of bipolar disorder [68]. Deficits in
sustaining attention may also help explain the difficulties in psychological and occupational
functioning in bipolar disorder patients during remission.

4.2. Factors associated with cognitive deficits

Cognitive impairments result not only from affective disturbances (manic, depression phases)
- they are also detectable during the phase free of affective symptoms (remission) Factors
associated with cognitive dysfunction in bipolars might be the number of episodes [1, 38, 54],
mainly the number of manic episodes [16, 41, 52, 54, 69, 70], chronicity [53, 54], residual
affective symptoms, especially depressive ones [27, 38]. Clinical factors associated with
cognitive impairment in bipolar patients are medicines such as mood stabilizers, antidepres‐
sants and neuroleptics. Drugs used in the treatment for somatic diseases might also influence
the cognitive functioning of bipolar patients.The secondary cognitive deficits caused by
treatment of bipolar disorder (lithium, antiepileptics, antidepressants, antipsychotics) are
similar to the cognitive deficits associated with the disease [71]. Differentiation between
cognitive dysfunctions related to the illness and those related to its treatment is difficult. Four
studies showed that lithium had a negative effect on memory and speed of information
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processing, often without subjective complaints or awareness of mental slowness [72, 73],
lithium did not cause memory impairment or a change in self-assessment of memory functions
[74]. In Engelsmann et al. observation survey mean memory test scores remained remarkably
stable over the entire 6-year lithium therapy [75]. A comparison between two groups on lithium
therapy: a long- and shorter term group (with means of 12.9 and 5.2 years, respectively) showed
no significant differences between these groups on any of the memory tests [31]. Younger
bipolars (below 55 yrs) had received lithium therapy for 1-5 years and showed no abnormalities
on the Halstead-Reitan Neuropsychological Battery, so lithium therapy was not connected
with cognitive impairment [76].

Cognitive function in log-term lithium-treated outpatients were investigated by Lund et al.
[77] who tested memory, attention, speed, loss of effort, level of processing, productivity [77].
Results were within normal limits. But further analyses revealed that the performance of the
lithium-treated patients indicated a relative lowering of the level of memory and perceptual
processing when compared to the level of attention and productivity. Those results support
opinion about lithium –influenced worsening in information processing. The effects of blind
lithium discontinuation and resumption on measures of cognition, creativity, and fine motor
performance in 46 lithium-maintained euthymic out-patients were investigated [72]. Scores on
memory measures, tests of tapping speed, and associative productivity all improved signifi‐
cantly during the time off of lithium. The authors analyzed influence of six possible intervening
variables: age, sex, lithium concentration in plasma, thyroid function, duration of lithium
maintenance, and depressive symptoms. Further analysis suggested that lithium has a greater
neuropsychological effect in younger, less-depressed patients having higher plasma lithium
concentrations in plasma [72].

In our study lithium-treated patients as a group had poorer results on several tests measures
compared to healthy controls, namely SSP span length, SWM between errors, SWM strategy,
RVP A, RVP mean latency, and SOC mean initial thinking time as well as on TMT and Stroop
test part B. The results of excellent lithium responders did not differ from those of healthy
controls (except for one measure in RVP). These might support statement that lithium
treatment is associated with a preservation of cognitive functions in ER group. According to
literature review [78] neurostructural changes in BD would be hypothetically influenced by
the neuroprotective/neurotrophic properties of lithium. These findings are interesting because
the pathophysiology of BD involves structural and functional changes in cortical and limbic
networks implicated in the regulation of mood and cognition. Reports on the impact of
anticonvulsants on cognitive functions in bipolar patients are scarce. Some authors reported
that plasma levels of anticonvulsants influence cognitive tests results and carbamazepine or
valproinians may be responsible for attention deficits [79, 80]. Neuroleptics have been found
to worsen psychomotor function and sustained attention, but higher cognitive functions are
relatively unaffected [81]. Zubieta et al. [41] have found negative correlations between
Wisconsin Card Sorting Test (WCST) performance and duration of neuroleptics exposition.
The use of neuroleptics [82] as well as illness duration and family history were predictive
factors for intelligence and memory in bipolar patients. Numerous authors believe that
neuroleptics do not influence cognitive functions in bipolars. Cognitive deficits are related
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probably to anticholinergics effects of drugs [31]. New neuroleptics (atypical) have positive
impact on cognitive functions of schizophrenic patients [83], and probably new neuroleptics
improve cognitive function especially in longtime treatment for manic patients [31].

Data on antidepressants are also inconsistent. Literature review shows that antidepresants do
not cause cognitive dysfunctions [84]. According to literature review by Knegtering et al. [85]
amitriptyline, mianserin and trazodone impair attention and ability to concentrate in elderly,
antidepressants with anticholinergic properties (nortriptyline, maprotiline, amitriptyline)
might impair working memory. Higher plasma concentrations of nortriptyline correlate with
greater cognitive impairment. Tests results about selective serotonin (5-hydroxytryptamine)
reuptake inhibitors on cognitive performance in the elderly indicate no detrimental effect.
Martinez et al. pointed out that mood stabilizers with antidepressant properties might
influence cognitive function and social functioning [31]. Optimal treatment preferring second
generation antipsychotics and avoiding drugs with anticholinergic effect, is essential. In
Mencier and colleagues opinion prevention of iatrogenic effects of drugs should be now the
main therapeutic intervention [71]. Treatment with atypical antipsychotics has been associated
with improvement in cognitive tests in patients with schizophrenia, and the little data available
in patients with bipolar disorder suggest the potential for similar benefits. MacQueen and
Young [86] pointed to the need of further studies to determine if current treatments for bipolar
disorder can prevent, delay, or even improve cognitive dysfunctions [86]. Bipolar patient have
been treated for years with combination of mood stabilizers, antidepressants and antipsy‐
chotics and it is difficult to assess impact of such a combination on various cognitive functions.
[28, 34]. Impaired executive functions in bipolars shown in tests might be the feature of bipolar
disorder regardless the effects of medication [87]. The contributions of bipolar disorder trait –
state cognitive impairment and medications is very complicated to distinguish as well as
control [78]. Clinicians treating BD patients should take it into account in prescribing medica‐
tions for long-term prophylaxis. Medication-related adverse cognitive effects should be taken
into consideration. In order to reduce cognitive dysfunction, or at least avoid cognitive
deterioration clinicians should use drugs with a favourable or neutral cognitive profile [78].
Cognitive outcome in patients with affective disorders appears to be associated with the
number of affective episodes. In the study designed as a controlled cohort study [38] 118
unipolar patients, 28 bipolar patients and 58 controls were included and the analysis results
was adjusted to the level of education and subclinical depressive and anxiety symptoms.
Patients with recurrent episodes were significantly more impaired than patients with a single
episode and more impaired than controls. Some research on bipolar showed negative corre‐
lations between number of depressive episodes and executive functions [16, 41, 42]. Verbal
learning was correlated with number of depressive episodes [63] or not [42, 52]. Number of
manic episodes was connected with worse results in verbal tests and worsening in executive
functions tests [16, 41, 52, 54, 62, 63] and visual memory [88]. Systematic literature review by
Robinson and Ferrier [25] showed relationship between cognitive dysfunction in bipolar
disorder and worse prior course of illness, particularly the number of manic episodes,
hospitalizations and length of illness. In their opinion cognitive impairment may be a trait
vulnerability factor for bipolar disorder that is present before illness onset and worsens as the
illness progresses. Residual affective symptoms might influence cognitive tests results [2, 16,
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56, 89]. It is worth to underline that in previous studies usually euthymic patients meant
patients free of affective symptoms who did not fulfilled criteria for affective episode. On the
other hand 30% of Scott’s [90] group of remitted bipolar had patients Beck’s score was more
than 10 points. In cognitive functions assessment in BD we should consider such factors as
pharmacological treatment, course of illness, residual symptoms [2, 16], structural lesions of
a neurodegenerative origin [91, 92], functional changes that are most likely genetic in origin
[91-93]. There is a close relationship between cognitive impairment and poor treatment
adherence, but the causal inferences of these findings are uncertain [94]. Poor treatment
adherence may worsen the course of bipolar disorder and so indirectly worsen cognitive
performance, or cognitive impairment may contribute to poor treatment adherence and reflect
more severe illness.

5. Conclusion and future research

Data concerning cognitive functions in BD are still limited and inconsistent so that further
research is necessary. It is worth to underline the growing evidence suggests that the presence
of cognitive dysfunction in bipolar affective disorder is a core and enduring deficit of the
illness. Impairment in the attention or executive control of action represents an important
target for future research. Many clinicians have strongly indicated worse psychosocial
functioning of bipolar patients [41, 95], which may be caused by cognitive impairment as
neurocognitive deficits could result in psychological and social deficits. Evidence from
neuroimaging, molecular genetic, pharmacological and animal studies related to the patho‐
physiology of bipolar disorder may provide clinicians with new treatment strategies. Neuro‐
cognitive impairment in bipolar disorder should be considered a potential therapeutic target,
which means that research should focus on new drugs and psychological interventions,
including neurocognitive rehabilitation to improve cognitive functions and the functional
outcome of bipolar patients [96]. The Cognitive Remediation is defined as a behavioural
training based intervention aimed at the improvement of cognitive processes (attention,
memory, executive function, social cognition or metacognition) with the goal of durability and
generalization [97]. Several cognitive remediation programmes (CR) for patients with schizo‐
phrenia have already been developed. The potential benefits of CR in affective disorders may
even exceed those of schizophrenia and such approaches hold significant promise for indi‐
viduals with bipolar disorder [98].
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1. Introduction

The cost of brain disorders and mental ill-health has been rising sharply in the last years and
in developed and some developing countries now exceeds the cost of other diseases, such as
cardiovascular or metabolic diseases (diabetes) [1]. Cognitive decline, particularly in the
forms of Alzheimer’s disease, has emerged in the last 20 years as a major challenge to health
systems affecting the quality of life of the ancient population and of the social and economic
environment of the patients and family. Diseases, such as depression, schizophrenia, Hun‐
tington’s disease and other mood disorders are also rapidly increasing as the life expectancy
of the population increases. To reduce the risk of mood disorders and cognitive decline in
the elderly it is necessary to consider the possible impact of life style and other non-genetic,
but modifiable, risk factors. Diet is one of these modifiable factors that may contribute to the
prevention or amelioration of chronic neurodegenerative diseases. Among the dietary nu‐
trients most closely associated with the optimal development and function of the brain and
nervous system, docosahexaenoic acid (22:6, DHA) an omega-3 fatty acid, exclusively of ma‐
rine origin, is at present particularly relevant [2].

In this chapter various functions of DHA in the nervous system, its metabolism into phos‐
pholipids, and its involvement in different neurological and mood disorders, such as Alz‐
heimer’s diseases, depression and bipolar disorders, cognitive decline, aggression, hostility
and antisocial behavior, schizophrenia, among others are revised. It is also discussed the dif‐
ferent alternatives now available to provide DHA supplementation to prevent or ameliorate
mood disorders. There is now different dietary and supplementary form to provide DHA,
such as ethyl esters, triglycerides, partial glycerides, phospholipids, etc. [3]. The importance
of nutraceuticals of new development based on DHA and other components is also included
in our discussion. Figure 1 shows the molecular structure of DHA.



Figure 1.

2. Fatty acids in the brain and nervous system

The brain and the nervous system are the tissues with high content of two polyunsaturated
fatty acids: arachidonic acid (20:4, omega-6, AA) and DHA, this last fatty acid being the
most important omega-3 long-chain fatty acid in the brain phospholipids, comprising 25%
of the total fatty acids of the gray matter. DHA has been the only omega-3 fatty acid used as
a major structural and functional component of photoreceptors of the visual system and
neurons, and their signaling synaptic structures throughout million years of human evolu‐
tion [4]. Despite their abundance in these tissues AA and DHA cannot be re-synthesized in
mammals. However, the concentration of these fatty acids can be modulated by dietary in‐
take. AA and DHA must be provided by the diet as such (preformed) or through the respec‐
tive omega-6 and omega-3 precursors from vegetable origin. Linoleic acid (18:2, omega-6,
AL) the precursor of AA, is very abundant in the western diet and therefore the formation of
AA from AL is not restrictive for humans. On the other hand, alpha linolenic acid, (18:3,
omega-3, ALA) the precursor of DHA is less available in our diet and preformed DHA,
which is only provided from food of marine origin, is highly restrictive in some populations
[5]. The majority of DHA present in the human brain is incorporated during the brain
growth spurt which starts at week 26 of gestation and imposes a high demand for the fatty
acid until about 2 years of age. DHA is required when neuronal and glial differentiation and
migration, and active myelination and synaptogenesis took place in the brain morphogene‐
sis. There is now convincing evidence that neural developmental milestones, determine
long-term brain functional capacity in adults [6]. It is supposed that when brain milestones
has passed it may be too late to intervene with omega-3 long-chain fatty acids in neurologi‐
cal/neuropsychological disorders such as, depression, and bipolar disorder, mood and cog‐
nition, schizophrenia, Alzheimer’s disease and Huntington’s disease, among others
neurological diseases. It has been demonstrate that as the individual ages, a constant reduc‐
tion of the DHA content of the brain occurs, and in some neurological diseases, such as Alz‐
heimer’s disease, a more pronounced reduction of the fatty acid occurs. Epidemiological
evidence now suggest that a decrease in brain DHA levels, which normally occurs during
aging, and that is exacerbated by reduced dietary intake of DHA, may increase the preva‐
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lence of neurological diseases. The identification of several DHA-derived metabolites (such
as resolvins and neuroprotectins, among others), probably involved in cell signaling suggest
that free DHA, liberated from membrane phospholipids, is utilized to perform many other
functions beyond a structural role in membrane phospholipids of neuronal cells. The first
DHA-derived metabolite is neuroprotectin D1 which can be synthesized from free DHA
through a lipoxygenase enzyme [7]. Neuroprotectin D1 is generated during stroke and
counteracts pro-inflammatory gene expression that normally results from ischemic damage.
Neuroprotectin D1 has anti-inflammatory, antiapoptotic and even neuroregenerative effects,
which would help to preserve in general, both the neuronal functioning and the nervous
system [8]. This molecule also counteracts potential oxidative damage to DNA in the retinal
pigment ephitelium cells [9]. Research about food and/or additives that preferentially pro‐
vide DHA and molecules that promote its internalization, transport and metabolism will be
of basic importance to fully understand the importance in the development, normal func‐
tion, senescence, and pathology of the nervous system. Basic, clinical and epidemiologic re‐
search supports a protective effect of DHA in mood disorders.

3. DHA in the brain cells

Within neurons DHA is almost specifically concentrated in membrane phospholipids, main‐
ly at phosphatidylethanolamine and phosphatidylserine, the latter being the major acidic
phospholipid present in brain cell membranes [10]. Phospholipids which make up about one
quarter of the solid matter in the brain are also an integral part of the vascular system from
which brain cells function and nutrition depend. DHA constitutes 15-20% of the total fatty
acid composition of the brain cortex, and when incorporated into phospholipids may im‐
prove the efficiency of synaptic membrane vesicles in fusion events (i.e., synaptic vesicles
with terminal axonal membrane) which are fundamental for neurotransmission [11]. DHA
may also function in synaptic signaling, either as a free fatty acid, as a metabolite (such as,
neuroprotectins) or incorporated into phospholipids structure. DHA is also highly concen‐
trated in growth cones during neurite outgrowth were it may be important for maximal
neurite growth during brain development, which occurs mainly during the perinatal period
[12]. In the adult, DHA is found in neuronal dendrites, where it may be involved in the ex‐
tension and establishment of the dendritic arborization which occurs during memory forma‐
tion and acquisition of learning capabilities, modifications which originate the so-called
brain plasticity. Additionally, DHA may be important for the efficient regeneration of axons
and dendrites in some brain regions, such as cerebellum and hippocampus, after brain in‐
jury. Supplementing cultured neuronal cell types with AA and DHA at low concentrations
significantly increases neurite outgrowth in several neuronal cell types, principally those
from hippocampus [13]. However, there is a limit to the amount of AA to be added because
at higher concentrations this fatty acid may be cytotoxic. DHA, however, shows stimulant
effects and no cytotoxicity in a wide range of concentrations [14].
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3.1. The role of DHA in neuronal phospholipid synthesis

DHA appears to enhance neurite outgrowth be several mechanisms which include an in‐
crease in the synthesis of specific phospholipids [13]. In differentiating and mature neurons
DHA is preferentially incorporated into phospholipids than into triglycerides. During the
synthesis of neuronal phospholipids, DHA is acylated to the sn-2 position of phospholipids
to generate phosphatidic acid, which is the precursor of phosphatidylinositol, which in turns
is the precursor of inositoltriphosphate (IP3) an important second messenger signal. Howev‐
er, most of the phosphatidic acid is subsequently dephosphorylated to generate diacylglycer‐
ol, which is further metabolized into phosphatidylcholine, phosphatidylethanolamine and
phosphatidylserine, all of these molecules containing DHA at the sn-2 position [13]. There‐
fore, it appears that diacylglycerols containing DHA at the sn-2 position are preferentially
transformed into phospholipids. This specific transformation occurs through the action of
specific enzymes. For example, diacylglycerol molecules that contain DHA at the sn-2 posi‐
tion are the preferred substrate of enzyme ethanolamine phosphotransferase which convert
diacylglycerol to phosphatidylethanolamine through the covalent linking of ethanolamine to
the sn-3 position of diacylglycerol [15]. Phosphatidylethanolamine may also be converted to
phosphatidylserine through the exchange of its nitrogen base with free serine [16].

3.2. The role of DHA in membrane neuronal function

The quantity of double bonds in a fatty acid is directly related to the flexibility of the mole‐
cule. Saturated fatty acids, such as palmitic acid (16:0) or stearic acid (18:0) are rigid. This
rigidity allows saturated fatty acids to pack together tightly and form a solid structure at
lower temperatures. Phospholipids formed by these fatty acids are also rigid structures. The
introduction of double bonds into a fatty acid introduces a “kink” in its structure which
modifies its spatial conformation. DHA, which has six double bonds, may adopt many
countless conformation because the molecule can rotate around C-C bonds but not around
the rigid C=C bonds that conform its high polyunsaturation [17]. The highly flexible struc‐
ture of DHA will not allow phospholipids containing DHA to pack tightly together, result‐
ing in a significant increase in membrane fluidity relative to phospholipids formed only by
saturated fatty acids. Membranes having high content of DHA may also increase the effi‐
ciency of membrane fusion events which are important in neurotransmission [18]. Addition‐
ally, an increased fluidity of membrane appears to be important for increasing the rate at
which membrane protein-protein interaction occurs within the phospholipid membrane bi‐
layer. Fluidity is especially relevant in the outer segments of retinal photoreceptors where
the activation of G type protein transducin by the rhodopsin-metarhodopsin interaction
events occurs within the phospholipids of photoreceptors cells. This process does not occur
efficiently when the level of DHA in the phospholipids of vision cells is reduced either dur‐
ing normal aging or by pathological causes [19]. Mitochondrial phospholipids are also en‐
riched in DHA. High DHA in mitochondrial membranes may increase the efficiency of the
electron transport chain and the ADP-phosphorilation process by increasing the lateral
movement of protein within the membrane bilayer, thus facilitating protein-protein interac‐
tions [20]. Additionally, there is a direct correlation between the DHA content of mitochon‐
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drial phospholipids and the permeability of the inner membrane to protons [21], thus
improving the efficiency of energy production through oxidative phosphorylation. It is gen‐
erally concluded that DHA positively influences mitochondrial energy production, which is
crucial in a cell highly demanding of energy, such is the neuron.

3.3. DHA and the activity of neuronal enzymes

Receptor functioning and the activation of membrane proteins involved in signaling trans‐
duction can be influenced by DHA, either as a free fatty acid and/or when it is incorporated
into membrane phospholipids. DHA is concentrated in the phospholipids of neuronal tis‐
sues, including hippocampus and cerebellum, which are involved in learning as well as in
memory storage [22]. Most recently we demonstrated that DHA supplementation to mother
rats during the perinatal period, increases the DHA content of different brain segments of
the pups, including hippocampus and cerebellum, and improves the learning and memory
capacities of the pups when evaluated through the Skinner box test [23]. As part of the diac‐
ylglycerol molecule, DHA may enhance the diacylglycerol-dependent activation of the pro‐
tein kinase C (PKC) [24]. It is interesting that PKC has an essential requirement for
phosphatidylserine [25], which contains a high concentration of DHA. However, in vitro
evidence is suggesting that unesterified DHA may competitively inhibit phosphatidylserine
dependent PKC inhibition. Unesterified AA either stimulates or has no effect on PKC activi‐
ty [26], showing that activation of the enzyme by omega-3 fatty acids may be specific to
these fatty acids. Another example of an enzyme whose function is modified by DHA is Na
+/K+ ATPase, also known as sodium pump, which is an integral protein of the neuronal
membrane found in higher concentration at the axonal nodes (Ranvier nodes). The primary
neuronal function of these ATPases is to generate and maintain Na+ and K+ gradients which
are necessary to maintain the resting potential of the neuronal membrane. The activity of Na
+/K+ ATPase is increased in the sciatic nerve of rats that are supplemented with DHA [27].

3.4. Inhibition of neuronal apoptosis by DHA

Neuronal cell survival is highly dependent on the presence of trophic nerve factors which
influence downstream signalling pathways. Modifications in the concentration and/or num‐
ber of these factors may lead to apoptotic cell death. Early signs of apoptosis include the loss
of intracellular water, an increase in cytoplasmic calcium concentration, the releasing of cy‐
tochrome c from mitochondria and the translocation of phosphatidylserine to the outer leaf‐
let of the plasma membrane [28]. The activation of the caspase-3 enzyme by self-cleavage
results in the death of cells by apoptosis [29]. The prevention of apoptosis by DHA incorpo‐
ration into phospholipids has been reported for rat retinal photoreceptors [30], HL-60 cells
[31], and Neuro 2A cells [32]. Additionally, an increased dietary intake of DHA prevents
apoptosis in mouse retinal photoreceptors when subjected to N-methyl-N-nitroso urea, a
potent inducer of apoptosis [33]. DHA accumulation in phospholipids, mainly in phosphati‐
dylserine, appears to promote neuronal survival under adverse conditions [32]. As dis‐
cussed above, in the nervous system, DHA is incorporated primarily into anionic
phospholipids such as phosphatidylserine and phosphatidylethanolamine [34]. Phosphati‐

Omega-3 Docosahexaenoic Acid (DHA) and Mood Disorders: Why and How to Provide Supplementation?
http://dx.doi.org/10.5772/53322

245



dylserine is synthesized from phosphatidylethanolamine or phosphatidylcholine by the ser‐
ine replacement of ethanolamine or choline, respectively, in a base-exchange reaction.
Phosphatidylserine is involved in a series of cell signaling events. The supplementation of
cells with unesterified DHA promotes phosphatidylserine biosynthesis [35]. The enrichment
of DHA in phosphatidylserine and its effect on phosphatidylserine biosynthesis are most
likely due to the fact that phospholipid species containing DHA are the best substrates for
phosphatidylserine synthesizing enzymes [36]. There is not a direct correlation between the
level of phosphatidylserine and DHA content in different brain segments. The antiapoptotic
effect of DHA in neurons occurs only when the fatty acid is added to cultured cells or when
experimental animals have been treated previously with DHA, which may suggest that
these effects are due to the incorporation of DHA into different phospholipids. It is interest‐
ing to note that in other non-neuronal cell types, DHA actually promotes apoptosis. For ex‐
ample, in CaCo-2 cells, a colon cancer cell line, DHA induces apoptosis by “down
regulating” reducing the expression of antiapoptotic genes and increasing the expression of
proapoptotic genes [37]. Therefore, the antiapoptotic effects of DHA-containing phosphati‐
dylserine are probably specific to neuronal cells and critical for the long-term survival of
these cells.

3.5. DHA and the regulation of gene expression in neurons

It has been demonstrated that polyunsaturated omega-3 fatty acids can modify gene expres‐
sion by binding to specific receptors and transcription factors in the liver and adipose tissue.
Receptors activated by DHA include retinoid X, peroxisome proliferator activated receptors
(PPARs), hepatic nuclear receptor, and sterol regulatory element binding protein (SREBP)
receptor [38]. The activation of each of these proteins modulates the expression of genes in‐
volved in the metabolism of glucose, fatty acids, triglycerides, and cholesterol. Of these pro‐
teins, the retinoid X receptor is present in significant levels in the brain, and DHA is an
effective ligand and activator of the retinoid X receptor protein [39]. Activation of gene ex‐
pression by DHA is not restricted to brain cells, the fatty acid activates several genes in other
tissues, like liver or adipose tissue [40]. In rat brain cells, the stimulation of peroxisomal pro‐
liferator activated receptor β (PPAR β) resulted in the up regulation of the mRNA encoding
a protein that converted DHA to the acyl-CoA derivative [41]. Upon alteration of the expres‐
sion of genes involved in lipid metabolism, the optimal environment for neurite outgrowth
can be achieved during neuronal differentiation and brain formation. For example, omega-6
and omega-3 PUFAs have been shown to decrease the expression and the activity of Δ-9 de‐
saturase, the enzyme that converts stearic acid (18:0) to oleic acid (18:1, omega-9). This effect
may be important to ensure that saturated fatty acids, whether newly synthesized or taken
in from the diet, are available for the insertion of phospholipids into the sn-1 position as
they are synthesized. Several studies have demonstrated that the DHA increasing effect on
neurite outgrowth may be, in part, a consequence of the DHA stimulation of the expression
of genes that promote phospholipids synthesis [42,43]. Using microarray gene expression
methodology, it has been demonstrated that fish oil or DHA supplementation can modify
the expression of many of the genes of the brain and retina involved in signal transduction,
eicosanoid production, synaptic plasticity, and energy metabolism in rats [44].
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4. DHA and alterations of neuronal functioning in mood disorders

Accelerated cognitive decline in middle age can make an individual more vulnerable to
mood disorders in later life. Experts agree that once cognitive decline is accelerated and
properly identify, it is advisable a prompt intervention [2]. During periods of nutritional de‐
ficiency of omega-3 fatty acids, DHA is retained to depletion from the phospholipids of neu‐
rons through two possible mechanisms: a) DHA released from membrane phospholipids is
rapidly reacylated to specific phospholipids. b) It is produced a significant reduction in the
rate of transfer of DHA out of the nervous system through the blood brain barrier. Many
neurodegenerative conditions, such as Alzheimer’s disease, retinal affections, and some per‐
oxisomal disorders (Zellweger syndrome and adrenoleucodistrophy) are associated with re‐
duced levels of omega-3 fatty acids. Mood disorders, such as depression, schizophrenia, and
post-partum depression, have also been associated with modification of DHA metabolism.
Epidemiological, experimental and clinical research support the hypothesis that DHA may
play a role in the pathogenesis and eventually in the prevention and/or in treatment of these
diseases [45,46].

4.1. Alzheimer’s disease

Alzheimer’s disease is a late-onset progressive, neurodegenerative disease of heterogeneous
origin which is devastating both to the afflicted person and to the person’s family. Before the
dementia which characterizes the pathology is established, Alzheimer’s disease may mani‐
fest through subtle cognitive decline greater than expected for an individual’s age and edu‐
cation but with minimal impact on daily living. This transitory and still reversible stage is
usually termed mild cognitive impairment [47]. However, once it is clinically diagnosed
there is little prospect of improving the prognosis. The pathology is characterized by the for‐
mation of amyloid plaques, neurofibrillary tangles, and dystrophic neuritis. Data from nu‐
merous epidemiological studies suggest an inverse correlation between DHA intake and the
likelihood of developing Alzheimer’s disease. A reduction in the level of total phospholi‐
pids, as well as a decrease of DHA, has been described in various cerebral areas in Alzheim‐
er’s disease patients [48]. With aging, neural membrane fluidity is compromised due to the
increased presence of cholesterol, and reduced activity of glial desaturase enzymes and
blockages to phospholipids pathways of transduction signals and oxidative stress, all of
which are inversely associated with omega-3 polyunsaturated fatty acids [49]. These proc‐
esses are highly exacerbated in Alzheimer’s patients. Brain autopsies of Alzheimer’s disease
patients have shown significantly higher saturated fatty acid and lower omega-3 polyunsa‐
turated fatty acid content in the hippocampus and frontal lobes which govern memory and
executive functions, respectively [50]. Studies have demonstrated that the levels of phospha‐
tidylethanolamine, which is enriched in DHA, and phosphatidylinositol, which is enriched
in AA, are significantly reduced in the brain of individuals affected by Alzheimer’s disease.
Specifically there is a significant reduction in the amount of DHA in the frontal cortex and
hippocampus phospholipids of patients with Alzheimer’s diseases. Alzheimer’s disease is
characterized by the accumulation of various β amyloid (Aβ) peptides resulting from the
cleavage of the amyloid precursor protein, in particular peptides composed of 40 (Aβ 40)
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and 42 (Aβ 42) aminoacids. Aβ peptide is produced constitutively during cell metabolism
but under normal conditions, the peptide does not accumulate in brain. It has been pro‐
posed that the central event in Alzheimer’s disease pathogenesis is an imbalance between
Aβ peptide production and clearance, with increased Aβ peptide production and/or de‐
creased Aβ clearance during the onset of the pathology [51]. The pretreatment of rats with
DHA protected the animals against the memory loss which typically occurs when animals
are infused with Alzheimer’s disease Aβ peptide, which triggers synapse destruction [52].
DHA inhibits the accumulation of insoluble Aβ peptide, partially by decreasing cholesterol
levels in the detergent insoluble neuronal membrane domains (rafts) of the cerebral cortex
[53] and this effect is strongly influenced by the age of animals [54]. It has been demonstrat‐
ed that the effect of DHA in the reduction of insoluble Aβ peptide is attributable to a de‐
crease in steady-state levels of presenilin 1 [55]. In cognitive test animals expressing high
levels of a mutant amyloid precursor protein, showed low levels of DHA in brain phospho‐
lipids. Additionally, the activity of phospholipase A2, which is involved in the liberation of
AA from brain phospholipids, increases in the brain of patients with Alzheimer´s disease,
suggesting that an increased generation of AA-derived eicosanoids, which are antagonist of
DHA-derived docosanoids, may contribute to the etiology of Alzheimer’s disease. It has
been proposed that DHA-derived neuroprotectin D1 induces an antiapoptotic and neuro‐
protective gene expression program that regulates the secretion of Aβ peptide, resulting in
the modulation of inflammatory signaling, neuronal survival, and the preservation of brain
function [7]. The typical Western diet provided < 30% of the 200-300 mg/day of DHA recom‐
mended by Expert Panels. Epidemiology show a risk reduction of 60% associated with a
modest increase in DHA intake or plasma levels. DHA may works well in slowing down
Alzheimer´s disease pathogenesis in mice with a human Alzheimer’s disease gene [56].
DHA provided by supplementation (e.g. fish meals, fish oil capsules, or other forms of DHA
supplementation), could restore DHA deficiency in membrane phospholipids in the cerebral
cortex of patients with Alzheimer’s disease [57]. DHA together with natural antioxidants,
may exert general anti-Alzheimer’s and anti-aging benefits [58]. Studies have indicated the
apparently crucial role of DHA in preventing Alzheimer’s disease in its very mild, preco‐
cious stages [46]. However, studies on the exact molecular mechanism underlying the bene‐
ficial effects of DHA are required to validate the hypothesis that changing dietary habits or
promoting dietary supplementation with DHA can considerably improve human health and
specially may prevent, or delay, the onset of cognitive impairment in mild cases of Alzheim‐
er’s disease.

4.2. Depression and postpartum depression

Depression is characterized by high levels of depressed or low mood, a lost in interest or
pleasure in nearly all activities, changes in appetite, weight, sleep or activity, decreased en‐
ergy, difficulties in thinking, concentration or making decisions, feeling or worthlessness or
guilt, and recurrent thoughts of death or suicidal ideation, plans or attempts. Depression
and major depressive disorder are serious affective illness with a high lifetime prevalence
rate that particularly involves neurotransmission processes, especially serotonin receptors
and membrane transporters [59]. The World Health Organization estimates that depressive
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disorder will become the second leading cause of disability worldwide by 2020, second to
ischemic heart disease, and will be the leading cause in developing regions [60]. The etiolo‐
gy of the illness is multifactorial and is influenced by genetic, environmental and nutritional
factors. Epidemiologic, neurobiologic, and clinical studies suggest that a relative deficiency
in omega-3 polyunsaturated fatty acids contributes to depression. Support for a nutritional
contribution to the disease derives from studies that report an inverse correlation between
the level of omega-3 fatty acids as measured either in red blood cells phospholipids or adi‐
pose tissue, and symptoms of depression. An increasing ratio omega-6/omega-3 is frequent‐
ly observed in patients with depression [61]. Numerous studies carry-out over the last few
years are involving omega-3 long-chain fatty acid supplementation with the reduction of
any of the symptoms of different forms of depression, including bipolar disorders, postpar‐
tum depression (included forward), agoraphobia, and anorexia nervosa. According to meta-
analysis realized by Lin and Su [62], it is concluded that DHA supplementation may reduce
the symptoms of depression. Depression and coronary artery disease often occurs in the
same individuals who frequently have low plasma levels of DHA and high levels of AA.
Omega-3 supplementation shows as effective for the treatment of these disorders. Reducing
omega-6 polyunsaturated fatty acid intake as well as increasing omega-3 polyunsaturated
fatty acids, specifically DHA, for a more balanced ratio may be beneficial [63]. However, the
mechanism by which DHA may reduce depression is still unclear, and more research is
needed. As discussed, increasing the nutritional level of omega-3 fatty acids may modify the
activity of integral membranes proteins (receptors, ion channels, molecular pumps, etc.),
and/or counteract the proinflammatory action of AA-derived eicosanoids. However, there is
no consensus about the positive effect of omega-3 fatty acids in depression which is accom‐
panied with other comorbid. Lespérance et al. [64] not observed significant differences of
omega-3 supplementation over placebo in reducing depressive symptoms in patients with
anxiety comorbid, but the same researchers observed a clear benefit of omega-3 supplemen‐
tation in patients without comorbid anxiety disorders.

Depression during pregnancy and postpartum depression have negative impact on the de‐
velopment and health of the newborn. Maternal stress in humans is associated with fetal hy‐
poxia, reduced gestational age, and low birth weight. Evans et al., in an study comprising
different countries found that 13.5% of women (n= 14,451) experienced serious symptoms of
depression during pregnancy and postpartum [65]. A cross-national analysis of seafood con‐
sumption, and the DHA content of breast milk, demonstrated an inverse correlation with
the prevalence of pregnancy and postpartum depression. The prevalence varied from 0.5%
in Singapore to 24.5% in South Africa, with a mean prevalence worldwide of 12.4%. Both,
higher national seafood consumption and higher DHA content in the mother’s breast milk
predicted a lower prevalence of postpartum depression. The mean DHA intake of western
women is estimated at 15-20 mg/day, whereas intake of countries with high fish consump‐
tion (e.g Japan, Korea and Norway) is approximately 1000 mg/day. During the third gesta‐
tional trimester, the fetus accumulates an average of 67 mg/day of DHA, in excess of dietary
intake of many mothers. Such transfer to the baby through the placenta and, subsequently
through breast milk poses a risk to women to significant depletion of omega-3 fatty acids
during lactation, contributing to the perinatal risk of depression. A review by Parker et al.,
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about omega-3 fatty acids and postpartum depression, proposed that DHA supplementa‐
tion in the perinatal period may have additional benefits to the infant’s neurodevelopment.
Women and their physicians prefer options to standard antidepressant medication during
pregnancy and postpartum. DHA supplementation during these periods may be a plausible
alternative. However, more clinical trials are needed to confirm the recommendation of
omega-3 fatty acid supplementation to avoid or reduce symptoms of depression [3].

4.3. Schizophrenia

Schizophrenia is defined by a mixture of characteristics (positive and negative) signs and
symptoms which have been present for a significant proportion of time during a one-month
period with indications of the disorder persisting for at least six months. Positive symptoms
reflect an extension or distortion of normal functions, for example, delusions, hallucinations,
and disorganized speech or behavior. Negative symptoms reflect a diminution or loss of
normal functions, for example, restrictions in the range or intensity of emotional expression,
restriction in the fluency or productivity of thought or speech, and restrictions in the initia‐
tion of goal-directed behavior [66]. Schizophrenia is a psychiatric disease that affects 1-1.5%
of the population with higher prevalence in males than in females. The predominant hy‐
pothesis regarding the pathophysiology of the disease is dysfunction of the dopaminergic
system. However further finding concerning the disease suggests a close relationship with
reduced tissue levels of omega-6 and omega-3 fatty acids specially AA and DHA [67]. A
“phospholipid membrane hypothesis of schizophrenia” emerged in the late 1970’s [68]. This
hypothesis encompasses abnormalities of long-chain omega-6 (AA) and omega-3 (DHA) fat‐
ty acids. Fenton et al., list multiple analyses of red blood cell membranes (recognized mark‐
ers for essential fatty acid status) that consistently document depletion of AA and DHA [68].
This depletion is also observed in plasma, thrombocytes and post-mortem brain tissue of
schizophrenia patients. Several mechanism could explain these deficits, including an in‐
creased activity of phospholipase A2 thus producing the extraction of AA and DHA from
cerebral membrane phospholipids [69]. Another argument in favor of a relationship be‐
tween schizophrenia and omega-6/omega-3 fatty acids is that dietary supplementation of ei‐
ther AA and DHA or their precursors is able to alleviate the symptoms of the disease [70].
Tissue omega-3 and omega-6 levels are negatively and positively associated with the hostili‐
ty and aggressive behavior in patients with schizophrenia [71]. It has been proposed that an
alteration of DHA metabolism in the brain is involved in the pathophysiology of schizo‐
phrenia and that omega-3 fatty acid supplementation may be an important coadjutant in the
treatment of the disease [72]. It seems therefore that schizophrenia might be an example of a
disease in which omega-6 and omega-3 supplementation, presumably AA and DHA, associ‐
ated with pharmacological treatment might be beneficial, although extended evaluation of
such complementary treatment is still required [68].

4.4. Aggression, hostility and anti-social behavior

The role of diet in aggression, hostility and anti-social behavior has been extensity revised
and a relationship with omega-3 fatty acid has been established [73]. Epidemiological stud‐
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ies have suggested a link between poor omega-3 fatty acid status and aggression, hostility
and anti-social behavior. A negative correlation between seafood consumption and homi‐
cide mortality statistics has been observed in many countries [74]. The result of intervention
studies with omega-3 fatty acids (DHA) plus other ingredients have been, however, equivo‐
cal. The study populations have been heterogeneous, sometimes with a small number of
subjects. Despite this, there are some encouraging data emerging. Studies in prisoners in the
USA have provided some support regarding micronutrients and omega-3 fatty acids as it
was observed a 30% reduction in violence among a small population of young violent of‐
fenders in prison. However for more accurate results, the study needs to be replicated on a
larger scale. The general conclusion is that high dietary intake of DHA may be related to
lower likelihood of high hostility in young adulthood [75]. This is clearly an area where
more research is required, particularly in defined populations with large number of subjects.

4.5. Retinal function and pathologies

Retinal pathologies are not directly involved with mood disorders. However, retinal tissue
is derived from neuronal cells and DHA is essential for the proper development and func‐
tioning of this visual tissue. The fatty acid is particularly concentrated in the outer mem‐
brane segments of the photoreceptors cells, cones and rods. DHA is required for the survival
of retinal photoreceptors and exerts a protective effect on apoptosis of these photoreceptors
during visual development [36]. Retinitis pigmentosa is a visual disease with a worldwide
prevalence of 1 in 4000 individuals [76]. Photoreceptor cell degeneration is a feature of the
disease and the death of these cells in many instances seems to involve closely associated
retinal pigment epithelial cells. Under normal circumstances, both cell types are subjected to
potentially damaging stimuli (e.g. sunlight and high oxygen tension). However, the mecha‐
nism by which homeostasis is maintained in this part of the ye, which is crucial for sight, are
an unsolved riddle. A correlation between retinitis pigmentosa and low retinal DHA levels
has been observed, were evidence show that the synthesis of DHA is impaired in patients
suffering from X-linked retinitis pigmentosa [32]. Supplementation with DHA (400 mg/day)
for four years produces a significant reduction in the loss of functionality of rods in patients
with retinitis pigmentosa, as assessed by an electroretinogram which measures the photore‐
ceptor activity. For patients with retinitis pigmentosa beginning vitamin A therapy, together
with DHA (1200 mg/day), slowed the evolution of the decline in visual field sensitivity [77].
It has been suggested that DHA upon its transformation in neuroprotectin D1 may inhibit
oxidative stress-mediated proinflammatory gene induction and apoptosis, and consequently
promotes retinal pigment epithelial cell survival [78]. Results suggest that early intervention
with DHA, may be important in slowing down the progression of retinitis pigmentosa.

5. Possible mechanism for links between DHA and mood disorders

Several neurophysiological mechanisms have been proposed to explain the relationship be‐
tween omega-3 polyunsaturated fatty acids and mood disorders [79]. DHA appears to de‐
crease the production of inflammatory eicosanoids from AA by means two mechanisms:
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First, DHA compete with AA for incorporation into membrane phospholipids, thus decreas‐
ing both cellular and plasma levels of AA. Second, DHA, compete with AA for cyclooxyge‐
nase enzyme system, inhibiting the production of proinflammatory eicosanoids derived
from AA (e.g. prostaglandins, leukotrienes, thromboxanes). Prostagladin E2 and thrombox‐
ane B2 have linked to depression. DHA also inhibits the release of proinflammatory cyto‐
kines such as interleukin-1 beta, interleukin 2, interleukin 6, interferon gamma, and tumor
necrosis factor alpha, which depends on eicosanoid release and are also associated with
mood disorders, such as depression [80]. Another possible mechanism relates to the abun‐
dance of DHA in brain phospholipids were they play a vital role in maintaining the integrity
and fluidity of neuronal membranes. By varying the lipid concentration in cell membranes,
changes in fluidity can affect either the structure and/or functioning of proteins embedded
in the membrane, including enzymes, receptors, ion channels, molecular pumps, leading to
changes in cellular signaling [45]. Support for the involvement of DHA in receptor function‐
ing, neurotransmitter levels and the metabolism of monoamines implicated in mood disor‐
ders has been provided by animal studies [81].

6. How to provide DHA supplementation

After the suggestion years ago of Expert Committees to include omega-3 long-chain polyun‐
saturated fatty acids from marine origin in infant formulas, efforts were made to identify
suitable sources for these fatty acids, mainly DHA. Refined and deodorized fish oil was ini‐
tially used because of it availability and relatively high content of DHA. However many
concerns related to different levels of contamination of fish oil with heavy metals and organ‐
ic compounds encouraged seeking others sources for DHA supplementation. Today the rec‐
ommendation has been also extended to adults and especially to those going to elderly, due
the possible beneficial effect of DHA supplementation to prevent mood and neurodegenera‐
tive diseases. At present, new other sources for DHA supplementation are available to pro‐
vide the fatty acids in variable amounts and degrees of purity. The advantages/
disadvantages of these DHA sources are discussed.

6.1. Free DHA and DHA-ethyl ester

Since fish oil contains a mixture of triacylglyerols with various fatty acids, the concentration
of DHA may be relatively low (not higher than 18%, such as tuna or salmon oil). However,
higher concentrations of DHA can be achieved from the hydrolysis of fish oil and further
separation of selected fatty acids, such as DHA, by column chromatography or molecular
distillation. Pure preparations of DHA as free fatty acid or as DHA-ethyl ester have been de‐
veloped for supplementation. Pure DHA, as free fatty acid, may cause gastrointestinal com‐
plaints [82] and is very unstable to oxidation and difficult to be incorporated to food
preparations (milk, dairy products, juices, etc.). Ethyl ester preparations have not side-effect
and are less unstable than DHA free form. Although DHA-ethyl ester preparation has been
used in several experimental protocols [83], the efficacy of these products is controversial
due the low absorption efficiency observed in the intestinal tract [84]. Emulsions, soft capsu‐
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les and beverages containing DHA ethyl ester are widely available in some western and ori‐
ental countries

6.2. Single cell algae DHA-rich oil

Some marine algae produce naturally large amounts of DHA that can be extracted from collected
cells as a clear, odorless algae oil having concentrations up to 40% of DHA [85]. Antioxi‐
dants (tocopherols or some others natural antioxidants) are added to the oil to prevent oxida‐
tion. Algae oil rich in DHA has been considered a substance “Generally Recognized as Safe”
(GRAS) by the US-FDA having good stability and biological availability. Algae oil can be added
to a wide variety of food and nutraceutical products. The oil can also be microencapsulated
allowing its incorporation to powdered foods to be reconstituted just when served.

6.3. DHA from egg yolk and marine phospholipids

Much evidence gleaned from animal studies (rodents and primates) indicates fatty acids are
more available when provided in the form of phospholipids than triglycerides or ethyl es‐
ters [86]. Egg yolk is a complex oil/water emulsion containing 32% lipids. A substantial frac‐
tion of these lipids are phospholipids containing on average 0.4 – 0.6% of DHA. These
concentrations can be increased by feeding laying hens with linseed oil, canola oil or directly
with fish oil. Under these conditions DHA can be increased to 1.5 – 2.0% (150 – 170 mg
DHA/yolk). Industrially, egg yolk powder is treated with solvents to isolate lipids and phos‐
pholipids and thereafter phospholipids are extracted by emulsifying with water followed by
spray-drying. Egg yolk phospholipids can be safety incorporated to a wide variety of food
products as has been used for many years to increase DHA content (and also AA content) of
infant formulas and represent an interesting alternative for the development foods or sup‐
plements for the aged population.

Marine phospholipids are a more recently alternative to provide DHA. The main source for
these phospholipids which have up to 20% DHA is krill (Euphausia superba), a small crusta‐
cean which is massively captured in the Antarctic sea. Krill is thought to be the largest single
biomass on the planet and is life sustaining food for diverse marine animals [87]. The prod‐
uct obtained after processing krill is intense red colored oil, due its high concentration of
carotenes (mainly astaxantin) which provided high stability to the oil. Due its coloration it is
not suitable to be added to foods and is used mainly for the preparation of dark capsules.
Also, dietary oils extracted from other crustacean (Calanus finmarchicus), have interesting
features. Calanus oil is comprised of omega-3 fatty acids incorporated to phospholipids and
to wax esters having a relatively high content of astaxantin [88]. Phospholipids containing
DHA are also obtained from the enzymatic digestion of whole fatty fish, salmon or sardine
by-products (viscera’s) or salmon eggs [89].

6.4. sn-2 DHA monoacylglyceride

This is a new experimental source for providing DHA supplementation. It is a monoacylgly‐
ceride containing DHA at the sn-2 (central position) of the glycerol molecule, which is ob‐
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tained from the controlled enzymatic hydrolysis of refined salmon oil [90]. The
bioavailability of the product has been assayed in rats showing a high intestinal absorption
and producing a high tissue accretion of DHA in animals [91]. The product, which contains
added tocopherols as antioxidant, can be easily incorporated into water due its emulsifying
properties that allow its incorporation into water-containing beverages, milk, milk-derived
products, and also to baked products and sausages. The product is currently assayed by our
group in the development of juices and soups for the elderly population which receive pub‐
lic nutritional support in Chile.

7. Conclusions and future prospects

The effectiveness of strategies involving DHA to reduce the risk of Alzheimer’s disease or
other cognitive and mood disorders depend on a good understanding of how the low intake
or low tissue levels of DHA would increase the risk of these diseases. Solid basis now exist
to believe that low DHA intake may contribute significantly to the early onset of cognitive
and mood diseases, and that the supplementation with DHA may have substantial benefits.
Epidemiological evidence suggest that a decrease in brain DHA levels, which normally oc‐
curs during elderly, and that it is exacerbated by reduced dietary intake of DHA, may in‐
crease the prevalence of several neurological diseases as such discussed in this chapter.
However at present we do not understood at all the complex functions that DHA performs
as either as free fatty acid and/or incorporated to neuronal phospholipids. The identification
of several DHA-derived metabolites, probably involved in cell signaling, suggest that DHA
is utilized to perform many functions beyond a structural role in phospholipids and mem‐
brane structure. Future research about food and/or additives that preferentially provide
DHA and molecules that promote its internalization, transport and metabolism is clearly
needed to understand the importance of DHA in the development, normal function and sen‐
escence of the brain and nervous system. Establishing the functions of DHA in the brain will
be critical to evaluate the health implications of a reduced dietary intake of DHA as occurs
in western populations, and the importance of DHA supplementation at the early stages of
human life. The optimal duration of DHA supplementation, allowing a clinical benefit to be
observed, still needs to be established. Basic, clinical and epidemiological research supports
the importance of DHA in mood disorders. However, results are at present not fully con‐
vincing and in some case confounding and more research is definitively needed. Probably in
the next years we will have more solid evidences about the function of DHA in the brain
and nervous system and of its preventive or ameliorative effect in mood disorders.
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1. Introduction

Insulin is mainly known for its peripheral effects on the metabolism of glucose, fats, and
proteins. Following the discovery of insulin by Banting and Best in 1921, major research
works focused on the role  of  insulin in the peripheral  tissues (liver,  muscle  and adipo‐
cytes) in regulating glucose homeostasis. During the last two decades, evidence has accu‐
mulated  that  insulin  also  exerts  important  actions  within  the  central  nervous  system
(CNS) and peripheral  nervous system (PNS).  Although neurons are not  insulin-depend‐
ent,  they are insulin-responsive (Benedict et al.,  2004, 2011; de la Monte 2009, 2012; Lar‐
on 2009; Stockhorst et al., 2004; van der Heide et al., 2006).

Insulin acts as a neuropeptide in the brain to regulate food intake,  body weight,  mood,
cognitive  function,  memory,  neuronal  survival  and  synaptic  plasticity  (Laron,  2009;
Stockhorst  et  al.,  2004).  Conversely,  dysregulated insulin  receptor  signaling (e.g.  insulin
deficiency and insulin resistance)  in  the brain is  involved in the neurodegenerative dis‐
ease, dementia and mood disorders (Craft and Watson, 2004; de la Monte. 2012; Rasgon
& Kenna,  2005).  Interestingly,  intranasal  insulin  administration  has  an  improving  effect
of learning and memory as well as mood stabilizing effect in the patients with Alzheim‐
er’s  disease  (AD) and healthy volunteers  (Benedict  et  al.,  2004,  2007;  Reger  et  al.,  2006,
2008).  Based on these  findings,  novel  hypothesis  “Type 3  diabetes”  has  been proposed:
insulin resistance in the brain causes AD (de la Monte & Wands, 2008; de la Monte 2012;



Steen et al., 2005). Thus, insulin receptor signaling attracts attention as the molecular tar‐
get for the treatment of cognitive and mood disorders.

In the present  review, we would like to  summarize the novel  biological  and pathophy‐
siological roles of neuronal insulin in health and disease.  In addition, we also introduce
several  of  our findings that  modulation of  neuronal  insulin receptor signaling by thera‐
peutic  drugs  and  bioactive  agents  via  multiple  mechanisms  in  cultured  bovine  adrenal
medullary chromaffin cells (embryologically derived from neural crest) ;  1) enhancement
of insulin receptor signaling by nicotine (Sugano et al.,  2006);  2) reduction of insulin re‐
ceptor  signaling  by  immunosuppressants  (cyclosporine  and tacrolimus)  (Shiraishi  et  al.,
2001: Satoh et al., 2008), ketone body acetoacetate (Yokoo et al., 2003), heat shock protein
90  (Hsp90)  inhibitors  (Saitoh  et  al.,  2002;  Yoshikawa  et  al.,  2010);  3)  negative-feedback
regulation  of  insulin  receptor  signaling  by  insulin  and  glycogen  synthase  kinase-3
(GSK-3)  inhibitors  (lithium  and  valproic  acid)  (Yokoo  et  al.,  2007;  Nemoto  et  al.,  2006,
2009) ; 4) neurite-like outgrowth induced by insulin (Nemoto et al., 2011), and up-regula‐
tion  of  cell  surface  voltage-dependent  Na+  channel  induced  by  insulin,  insulin-like
growth factor-1  (IGF-1)  and GSK-3  inhibitors  (lithium and valproic  acid)  (Yamamoto et
al., 1996, 1997; Yanagita et al., 2009, 2011).

2. Insulin and insulin receptor signaling in the brain

It  is  now  generally  thought  that  little  or  no  insulin  is  produced  in  the  brain  itself
(Woods, 2003; Banks, 2004; Laron 2009). Insulin crosses the blood-brain barrier (BBB) and
enters  the  brain  via  a  receptor-mediated  active  transport  system  (Baskin  et  al.,  1987;
Baura et al., 1993).

Insulin receptor is distributed in a widespread, but selective, pattern in the brain, includ‐
ing the  olfactory bulb,  hypothalamus,  hippocampus,  cerebellum,  amygdale  and cerebral
cortex (Marks et al., 1990; Unger & Betz, 1998). The expression level of the insulin recep‐
tor  is  developmentally  regulated,  being  higher  at  early  stages  and  lower  in  the  adult
(Chiu  & Cline  2010).  Brain  insulin  receptors  are  present  in  particularly  high  concentra‐
tions  in  neurons,  and in  much lower  levels  in  glia  (Schwartz  et  al.,  1992;  Unger  et  al.,
1989).  Subcellularly,  the  insulin  receptor  is  a  component  of  synapses,  where  it  concen‐
trates at the postsynaptic density (Abbott et al., 1999; Marks et al., 1988). Cell surface in‐
sulin receptor, a member of receptor tyrosine kinase family, consists of two extracellular
α- and two transmembrane β-subunits (~135 and ~95 kDa, respectively) that are encoded
by the same gene and derived from the single-chain insulin receptor precursor molecule.
The brain insulin receptor differs from its peripheral counterpart by having a lower mo‐
lecular  weight  of  both  α-  and β-subunits  (Heidenreich  et  al.,  1983).  This  is  presumable
the  result  of  alternative  mRNA  splicing  and  differences  in  receptor  glycosylation  (Hei‐
denreich et al.,  1983; Goldstein & Dudley, 1992; Sugimoto et al.,  2000).  As shown in fig.
1,  insulin  receptor  precursor  undergoes  translational  glycosylation,  intrachain  disulfide-
bond formation/isomerization (rearrangement),  and disulfide-linked homodimerization at
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the  endoplasmic  reticulum (ER).  The  homodimeric  insulin  receptor  precursor  is  proteo‐
lytically  processed  at  the  trans-Golgi  network  into  the  disulfide-linked  α2β2  complex,
which is transported to plasma membrane (reviewed in Wada et al., 2005). Binding of in‐
sulin to the α-subunit causes autophosphorylation of the β-subunit tyrosine residues. Ty‐
rosine  phosphorylation  of  β-subunits  induces  specific  recruitment  of  Src  homology  2
(SH2) and phosphotyrosine-binding (PTB) domain containing proteins (SH2 and PTB do‐
mains  are  domains  that  recognize  phosphorylated  tyrosine  residues).  The  most  promi‐
nent scaffold proteins recruited to the insulin receptor are the insulin receptor substrate
(IRS)-1/-2 and SHC (White, 1997, 1998). These scaffold proteins link the activated insulin
receptor to downstream signal transduction pathways.  Insulin binding to the insulin re‐
ceptor  activates  two  major  parallel  signal  transduction  cascades  identified  as  the  phos‐
phoinositide  3-kinase  (PI3K)/phosphoinositide-dependent  kinase  1  (PDK-1)/Akt  pathway
and  the  Ras/extracellular  signal-regulated  kinase  (ERK)  pathway  (van  der  Heide  et  al.,
2006: Wada et al., 2005). Akt catalyzes inhibitory Ser21/Ser9-phosphorylation of GSK-3α/3β
(Jope & Johnson, 2004; Jope et al., 2007).

3. Physiological roles of insulin in the brain

The neuronal specific insulin receptor knockout (NIRKO) mice study revealed that insu‐
lin receptor signaling in the CNS plays an important role in regulation of energy dispos‐
al,  fuel  metabolism,  and  reproduction:  the  inactivation  of  the  insulin  receptor  had  no
impact  on  brain  development  or  neuronal  survival.  However,  female  NIRKO  mice
showed increased food intake,  and both male and female  mice developed diet-sensitive
obesity with increases in body fat  and plasma leptin levels,  mild insulin resistance,  ele‐
vated  plasma insulin  levels,  and  hypertriglyceridemia.  NIRKO mice  exhibited  impaired
spermatogenesis  and  ovarian  follicle  maturation  because  of  hypothalamic  dysregulation
of luteinizing hormone (Brüning et  al.,  2000).  The NIRKO mice also had an impairment
of  the  counter-regulatory  response  to  hypoglycaemia  (Fisher  et  al.,  2005).  The  NIRKO
mice exhibit a complete loss of insulin-mediated activation of PI3K and inhibition of neu‐
ronal apoptosis. In intact animals, this loss results in markedly reduced phosphorylation
of  Akt  and  GSK-3β,  leading  to  substantially  increased  phosphorylation  of  the  microtu‐
bule-associated  protein  Tau,  a  hallmark  of  neurodegenerative  diseases.  Nevertheless,
these  animals  exhibit  no alteration in  neuronal  proliferation/survival,  memory (Schubert
et  al.,  2003).  Interestingly,  the early postnatal  inhibition of  brain insulin receptor  by us‐
ing small  interfering RNA causes structural  and functional  abnormalities  (e.g.  cerebellar
hypofoliation and hypotrophy, impaired motor function, and altered expression of neuro‐
trophins and neurotropin receptors) that resemble effects of fetal alcohol spectrum disor‐
der  (FASD).  The  findings  suggest  that  major  abnormalities  in  brains  with  FASD  are
mediated by impairments  in  insulin/IGF signaling.  (de  la  Monte  et  al.,  2011).  Although
there is  little evidence to date from neuronal insulin receptor knockout and knockdown
studies  for  a  key role  in  learning and memory,  there is  evidence that  insulin may play
important  roles  in  learning  and memory (Williamson et  al  2012).  The  deletion  of  IRS-2
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(but not IRS-1) causes a similar phenotype; IRS-2 knockout mice displayed hypothalamic
female infertility,  and increased food intake and obesity (Burks et  al.,  2000).  These find‐
ings  implicate  that  neuronal  insulin  receptor  ~  IRS-2  pathway plays  crucial  roles  in  the
neuroendocrine regulation of reproduction and energy homeostasis. Furthermore, the dis‐
ruption  of  the  IRS-2  gene  reduced  neuronal  proliferation  during  development  by  50%,
which  dissociated  brain  growth  from  IRS-1-dependent  body  growth.  In  the  old  IRS-2
knockout mice, neurofibrillary tangles containing phosphorylated tau accumulated in the
hippocampus,  suggesting that  IRS-2 signaling is  neuroprotective.  Thus,  dysregulation of
the IRS-2 branch of the insulin/IGF-1 signaling cascade reveals a molecular link between
diabetes  and neurodegenerative  disease  (Schubert  et  al.,  2003).  Indeed,  intravenous  and
intranasal administrations of insulin improve cognitive performance in a humans and an‐
imals in a wide variety of settings, including healthy subjects, aged subjects, AD patients
and in the various experimental models of insulin resistance (Reagan 2007; Stockhorst et
al., 2004: Wada et al., 2005; Watson & Craft, 2004).

4. Insulin resistance and cognitive disorders

The intensively studied phenomenon of insulin resistance in peripheral tissues is tightly
linked with overweight and a hallmark in the development of type 2 diabetes mellitus
(T2DM). Insulin resistance and impaired glucose tolerance are considered early warning
signs for the development of T2DM. Cognitive impairments are more common in diabetic
patients than in non-diabetic subjects. In the Rotterdam study, of 6,370 elderly subjects stud‐
ied for 2.1 years, 126 developed dementia; 89 of these were specifically diagnosed with AD.
T2DM doubled the risk of a patient having dementia and patients on insulin had four times
the risk (Ott et al., 1999). Hisayama Study in Japan also revealed that impaired glucose toler‐
ance (an early warning sign of T2DM) increased risk of all-cause dementia (Ohara et al.,
2011). This T2DM-associated dementia is in part due to ischemic events resulting from cere‐
bral microvascular and/or macrovascular disease or to repeated episodes of severe hypogly‐
cemia. These conditions have been referred to as secondary diabetic encephalopathy.
However, there is accumulating evidence suggesting that cognitive dysfunction is also
caused by diabetic dysmetabolism in the brain, so-called primary diabetic encephalopathy
(Ott et al., 1999; Sima et al., 2004; Sima & Li. 2006).

Cerebral insulin resistance could be the result of various mechanisms at different levels.
Acute elevations of plasma insulin levels have been found to correlate with cerebro-spinal-
fluid (CSF) insulin concentrations in healthy, normal weight humans. However, in over‐
weight humans, the ratio of CSF to plasma insulin seems altered – elevated plasma insulin
levels due to peripheral insulin resistance are not accompanied by similar elevations in cere‐
bral insulin levels (Ketterer et al., 2011).

The peripheral and CNS insulin abnormalities have been reported in AD patients. AD pa‐
tients have an increased risk for hyperinsulinemia and hyperglycemia relative to healthy
controls (Meneilly et al., 1993; Razay and Wilcock, 1994), and also have lower CSF insulin
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levels, higher plasma insulin levels, and reduced insulin-mediated glucose disposal, a pat‐
tern consistent with insulin resistance (Craft et al., 1999; Watson & Craft 2006). AD brains
show reduced insulin receptor density and tyrosine kinase activity markers (Frölich et al.,
1998). The expression of insulin receptor was increased in the hippocampal dentate gyrus
and CA1 field following training of rodents on a spatial memory task, suggesting that neu‐
ronal insulin sensitivity could be enhanced during learning (Zhao et al., 1999). In addition,
intravenous and intranasal administrations of insulin improve cognitive performance in AD
patients and in the experimental models of insulin resistance (Wada et al., 2005; Watson &
Craft, 2004). Taken together, these correlative findings suggest that insulin resistance in the
brain may be associated with AD.

Moreover, de la Monte et al., proposed novel disease concept “Type 3 diabetes”: AD is a
brain DM (Steen et  al.,  2005;  de  la  Monte  and Wands,  2008).  Postmortem brain studies
demonstrated  that  the  molecular,  biochemical,  and  signal  transduction  abnormalities  in
AD  are  virtually  identical  to  those  that  occur  in  T1DM  and  T2DM  (see  review  de  la
Monte & Wands,  2008;  de la Monte 2012).  In addition,  experimental  brain diabetes pro‐
duced by intracerebral administration of streptozotocin shares many features with AD, in‐
cluding  cognitive  impairment  and  disturbances  in  acetylcholine  homeostasis.  This
experimental brain diabetes is treatable with insulin sensitizer agents, i.e., drugs currently
used to treat T2DM (de la Monte & Wands, 2008).

5. Insulin resistance and mood disorders

Evidence has accumulated that obesity is associated with mood disorders. Obesity is associ‐
ated with an approximately 25% increase in odds of mood and anxiety disorders and an ap‐
proximately 25% decrease in odds of substance use disorders (Simon et al. 2006). The
individuals meeting criteria for obesity are more likely to report a major depressive episode
in the past 12 months when compared to healthy weight individuals (Chen et al. 2009). Pro‐
spective studies add further evidence that obesity is a significant risk factor for depression,
although depression did not increase the risk of future obesity (Roberts et al. 2003).

Numerous  studies  describe  the  association  between  insulin  resistance  and  depression.
Low glucose utilization rates as well as abnormal glucose and insulin disposal rates have
been reported in a significant proportion of patients with depressive disorders (Ramasub‐
bu 2002; Rasgon & Kenna 2005).  The evidence lending support to this association is the
influence of therapeutic drugs for depression (e.g.  selective serotonin-reuptake inhibitors
(SSRIs) and tricyclic antidepressants) on insulin resistance. Improvement in insulin resist‐
ance has been reported with successful treatment of depression with SSRIs,  but worsen‐
ing  of  insulin  resistance  has  been  reported  with  tricyclic  antidepressants  (Rasgon  &
Kenna 2005; Sockynska et al.,  2011).  Furthermore, hyperinsulinemia, a feature of periph‐
eral insulin resistance, may in part be responsible for decreased appetite and weight loss
observed in depressive disorders (Licinio-Paixao, 1999).
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Although precise  mechanisms that  insulin  resistance induces  mood disorder  are  not  re‐
vealed,  impairment  of  multi-neuroregulatory functions of  insulin  (e.g.  CNS glucose me‐
tabolism,  BBB  transport  and  neuroprotective  effect)  caused  by  insulin  resistance  in  the
brain  may  contribute  to  evolution  and  progression  of  serious  mental  disorders  includ‐
ing depression (Ramasubbu 2002).

6. Intranasal administration of insulin

Intranasal  delivery  is  a  noninvasive  method of  bypassing  the  BBB to  deliver  therapeu‐
tic  agents  to  the  brain  and  spinal  cord.  The  use  of  intranasal  administration  to  target
therapeutics  to  the  CNS  has  many  benefits  (safety,  cost,  and  easy  handling)  in  the
treatment  of  neurologic  disorders,  and has been used to target  a  wide variety of  thera‐
peutics  to  the  CNS  [e.g.  Nerve  growth  factor  (Chen  X-Q  et  al.,  1998),  IGF-1  (Thorne
RG  et  al.,  2004),  glucagon-like  peptide-1  antagonist,  exendin9–39  (Banks  WA  et  al.,
2004)  and carbamazepine (Barakat  NS et  al.,  2006)].  Intranasal  administration of  insulin
provides  direct  access  of  the  hormone  to  the  CSF  within  30  min  without  substantial
uptake  into  the  bloodstream  (Born  et  al.,  2002).  Direct  delivery  of  therapeutics  from
the  nose  to  the  brain  was  initially  attributed  to  the  olfactory  pathway  (Thorne  et  al.,
1995).  More  recently,  the  contribution  made  by  the  trigeminal  pathway  to  intranasal
delivery  to  the  CNS  has  also  been  recognized  (Thorne  RG  et  al.,  2004).  Because  intra-
neuronal  transport  of  neuropeptides  from  the  nasal  cavity  to  the  olfactory  bulb  takes
several  hours  (Thorne  et  al.,  1995),  extra-neuronal  passage  through  intercellular  clefts
of  the  olfactory epithelium is  assumed to  be  the  preferential  pathway of  peptide  trans‐
port  into the CNS compartment (Ott  et  al.,  2012).

Intranasal  insulin  improves  memory  function  both  in  healthy  humans  and  AD  pa‐
tients.  Chronic  (8  weeks)  administration  of  intranasal  insulin  in  cognitively  normal
young  adults  is  associated  with  increased  memory  performance  (Benedict  et  al.,  2004,
2007).  Intranasal  insulin  has  also  been  studied  in  cognitively  impaired  patients.  Intra‐
nasal  insulin  treatment  produced  significant  memory  improvement  in  memory-im‐
paired  subjects  (early  stage  AD  or  amnestic  mild  cognitive  impairment)  (Reger  et  al.,
2006,  2008).  Interestingly,  memory-improving  effects  of  intranasal  insulin  were  found
only in non-carriers  of  the APOE4 gene allele  that  is  linked to  an increased risk of  de‐
veloping AD (Cummings  and Cole,  2002),  whereas  the  APOE4-postive  subjects  showed
no  benefits  or  even  a  decline  in  memory  function  (Reger  et  al.,  2006).  In  addition,  in‐
tranasal  insulin  administration  to  obese  males  over  8  weeks  caused  improvement  of
declarative  memory  and  mood  without  reduction  in  body  weight  and  fat  (Hallschmid
et  al.,  2008).  Thus,  the enhancement of  insulin signaling in the CNS by intranasal  insu‐
lin  administration  may  be  a  useful  approach  in  the  treatment  and/or  prevention  of
cognitive and mood dysfunction.
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7. Modulation of neuronal insulin receptor signaling by therapeutic
drugs and bioactive agents.

There are two major approaches to improve insulin signal impairment: 1) stimulation of in‐
sulin receptor signaling by insulin such as intranasal administration of insulin, and 2) ad‐
justment of insulin receptor signaling via modulation of expression and function of insulin
receptor signaling molecules. We have previously reported that several therapeutic drugs
and bioactive agents affect cell surface density of insulin receptor and protein levels of
IRS-1, IRS-2 and other various downstream signaling molecules via multiple intracellular
mechanisms in cultured bovine adrenal medullary chromaffin cells. In this part, we would
like to introduce several of our findings that the modulation of neuronal insulin receptor
signaling by therapeutic drugs and bioactive agents (Fig. 1).

7.1. Nicotine and protein kinase C-α (PKC-α) activation: enhancement of insulin receptor
signaling via increase in IRS-1, IRS-2, and cell surface insulin receptor (Fig.1 ① and ①').

Activation  of  neuronal  nicotinic  acetylcholine  receptors  (nAChRs)  enters  Na+  into  the
cells  and rapidly  evokes  excitatory  postsynaptic  potentials  and Ca2+-dependent  exocyto‐
sis  of  neurotransmitters,  while  generating  longer-lasting  multiple  effects  (e.g.  synaptic
plasticity,  learning  and  memory,  and  cell  survival)  (Dajas-Bailador  &  Wonnacott  2004;
Sugano  et  al.,  2006).  The  aberrant  down-regulation  of  nAChRs  accounts  for  cognitive
deficits  in  normal  aging  and  age-related  neurodegenerative  diseases,  such  as  AD  (Pic‐
ciotto  &  Zoli  2002),  with  impairment  of  acetylcholine  synthesis  in  AD  brain  (Hoshi  et
al.  1997).  Enhancement  of  nAChRs  signaling  caused  by  choline  esterase  inhibitors  is
the  major  therapeutic  strategy  against  these  cognitive  impairments,  but  the  therapeutic
mechanisms  have  not  been  fully  identified  at  the  cellular  level  (Newhouse  et  al.  2001;
Nordberg 2001;  Picciotto and Zoli  2002).

In cultured bovine adrenal  chromaffin cells  treated with nicotine (10 μ M for 24 h),  in‐
sulin  (100  nM  for  10  min)-induced  phosphorylation  of  Akt,  GSK-3β  and  ERK1/2  was
enhanced  by  ~62%,  without  altering  levels  of  these  protein  kinases.  Treatment  with
nicotine  produced  time  ( ≧  12  h)-  and  concentration  (EC50  =  3.6  and  13  μ  M)-depend‐
ent  increases  in  IRS-1  and IRS-2  levels  by  ~125  and 105%,  without  altering  cell  surface
density  of  insulin  receptor.  Nicotine  also  increased  IRS-1  and  IRS-2  mRNA  levels  by
~57  and ~50%.  Nicotine-induced increase  in  IRS-1  and IRS-2  was  prevented  by  nAChR
antagonists  (d-tubocurarine and mecamylamine),  cell  membrane-permeable  Ca2+  chelator
(BAPTA-AM),  protein synthesis  inhibitor  (cycloheximide),  transcription inhibitor  (actino‐
mycin  D),  conventional  protein  kinase  C  (cPKC)  inhibitor  (Gö6976),  or  ERK  kinase  in‐
hibitor  (PD98059  and  U0126).  Nicotine  phosphorylated  cPKC-α,  thereby  increasing
phosphorylation  of  ERK1/ERK2,  as  demonstrated  by  using  Gö6976,  PD98059  or  U0126.
Selective  activation  of  cPKC-α by  thymeleatoxin  mimicked  these  effects  of  nicotine.  In‐
terestingly,  activation  of  PKC-α  by  thymeleatoxin  or  other  phorbol  esters  up-regulated
cell  surface  insulin  receptor  via  transcriptional/translational  events  (Yamamoto  et  al.,
2000),  although  nicotine  did  not  affect  cell  surface  insulin  receptor.  Thus,  stimulation

Neuronal Insulin Receptor Signaling: A Potential Target for the Treatment of Cognitive and Mood Disorders
http://dx.doi.org/10.5772/54389

269



of  nAChRs  up-regulates  expression  of  IRS-1/IRS-2  via  Ca2+  -dependent  sequential  acti‐
vation  of  cPKC-α  and  ERK,  and  enhances  insulin-induced  PI3K/Akt/GSK-3β  and  ERK
signaling  pathways  (Sugano  et  al.,  2006).  This  nicotine-induced  enhancement  of  insulin
receptor  signaling may contribute to  the neuroprotective effects  of  nicotine.
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Figure 1. Modulation of insulin receptor signaling by therapeutic drugs and bioactive agents via multiple intracellular
mechanisms in adrenal chromaffin cells. ① and ①’: Nicotine-induced up-regulation of IRS-1 and IRS-2, and PKC-α acti‐
vation-induced up-regulation of insulin receptor (see 7-1).②: Immunosuppressants (cyclosporine and tacrolimus)-in‐
duced down-regulation of cell surface insulin receptor and IRS-2 (see 7-2).③: Acetoacetate-induced down-regulation
of insulin receptor.④: Hsp90 inhibition-induced impairment of insulin receptor signaling via down-regulation of cell
surface insulin receptor and various downstream signaling molecules (e.g. IRS-1, PI3K, PDK-1, Akt, GSK-3β, and Raf-1)
(see 7-4). ⑤ and ⑤’: GSK-3β-mediated negative feedback regulation of insulin receptor signaling caused by chronic
treatment with insulin and GSK-3 inhibitors (lithium and valproic acid) (see 7-5).
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7.2. Immunosuppressants, cyclosporine and tacrolimus: reduction of insulin receptor
signaling via down-regulation of cell surface insulin receptor and IRS-2. (Fig.1②)

Cyclosporine  (Cyclosporin  A)  and  tacrolimus  (FK506)  are  clinically  important  immuno‐
suppressive drugs that  are  widely used to  prevent  organ rejection after  transplantation.
In addition,  an increasing number of autoimmune diseases are treated with these drugs
(Oetjen et al.,  2003).  Both structurally distinct drugs bind to their respective intracellular
receptors,  the  immunophilins,  and the  drug-immunophilin  complexes  then  bind  to  and
inhibit  calcineurin  phosphatase;  this  inhibition  of  calcineurin  is  well  known  as  the
mechanism of immunosuppressive effect  (Ho et  al.,  1996).  In addition,  cyclosporine and
tacrolimus directly  inhibit  peptidyl  prolyl  cis-trans  isomerase  (PPIase)  activity  of  immu‐
nophilin (Shiraishi  et  al.,  2000).  Among the most  serious adverse effects  of  cyclosporine
and  tacrolimus  are  the  impaired  glucose  tolerance  leading  to  hyperglycemia  and  DM
(Kahan, 1989, 1994; Jindal et al.,  1997; Saltiel,  2001; Oetjen et al.,  2003) as well as neuro‐
toxicity  (Bechstein  2000;  Gijtenbeek  et  al.,  1999).  The  incidence  of  glucose  tolerance  has
been estimated to be 10 to 30% (Kahan, 1989; Jindal et al.,  1997; Oetjen et al.,  2003).  Be‐
tween 10~28 % of patients who receive cyclosporine experience some form of neurotox‐
ic  adverse  event.  Mild  symptoms  are  common  and  include  tremor,  neuralgia,  and
peripheral  neuropathy.  Severe  symptoms affect  up to  5  % of  patients  and include psy‐
choses,  hallucinations,  blindness,  seizures,  cerebellar  ataxia,  motoric  weakness,  or  leu‐
koencephalopathy.  The  mechanisms  of  neurotoxicity  associated  with  cyclosporine  and
tacrolimus are less well-understood (Bechstein 2000; Gijtenbeek et al.,  1999).

Chronic  (≧ 3  h)  treatment  of  cultured bovine adrenal  chromaffin  cells  with cyclosporin
A  or  FK506  selectively  decreased  IRS-2  protein  level  by  w50%  (IC50  =  200  or  10  nM),
without changing IRS-2 mRNA level, and protein levels of insulin receptor, IGF-1 recep‐
tor,  IRS-1,  PI3K /  PDK-1 /  Akt /  GSK-3β and ERK1 /  ERK2 via inhibition of  calcineurin
activity  (IC50  =  500  or  40  nM,  in  vitro  assay).  Cyclosporin  A  and  FK506  accelerated
IRS-2 degradation rate (t1/2)  from >24 to ~4.2 h,  without altering IRS-2 protein synthesis.
IRS-2  reduction induced by cyclosporin  A or  FK506 was  prevented by lactacystin  (pro‐
teasome  inhibitor),  but  not  by  calpeptin  (calpain  inhibitor)  or  leupeptin  (lysosome  in-
hibitor).  Cyclosporin A or FK506 increased serine-phosphorylation and ubiquitination of
IRS-2.  These  results  suggest  that  calcineurin  inhibition  by  cyclosporin  A  or  FK506  de‐
creased IRS-2 protein level  via proteasomal IRS-2 degradation (Satoh et  al.,  2008).  Inter‐
estingly,  inhibition  of  PPIase  activity  of  immunophilin  by  cyclosporin  A  or  FK506
inhibits  externalization of  insulin  receptor  (but  not  IGF-1  receptor),  and down-regulates
cell  surface expression of  insulin receptor (Shiraishi  et  al.,  2000).  Cell  surface density of
IGF-1  receptor  was  not  changed  in  cyclosporin  A-  or  FK506-treated  cells;  however,
IGF-1-induced  phosphorylations  of  GSK-3β  and  ERK1/ERK2  were  attenuated  by  ~50%.
Therefore,  cyclosporin  A and FK506  reduced insulin  receptor  signaling  via  two mecha‐
nisms;  (1)  down-regulation  of  cell  surface  expression  of  insulin  receptor  via  inhibition
of  PPIase  activity  of  immunophilin,  and (2)  selective  reduction  of  IRS-2  protein  via  in‐
hibition of calcineurin. As mentioned above, knockout mice of insulin receptor,  IRS-1 or
IRS-2  study revealed that  neuronal  insulin receptor  ~  IRS-2  pathway plays  crucial  roles

Neuronal Insulin Receptor Signaling: A Potential Target for the Treatment of Cognitive and Mood Disorders
http://dx.doi.org/10.5772/54389

271



in  the  regulation  of  reproduction,  energy homeostasis,  cognitive  performance,  and neu‐
roprotection.  In  addition,  forebrain-specific  calcineurin  knockout  mice  exhibit  impair‐
ment  of  bidirectional  synaptic  plasticity,  working/episodic-like  memory,  and  multiple
abnormal  behaviors  related  to  schizophrenia  (miyagawa et  al.,  2003;  Zeng  et  al.,  2001).
Thus, this reduction of insulin receptor signaling might be involved in the neuronal dis‐
orders  caused  by  immunosuppressants.  Our  findings  raise  a  possibility  that  intranasal
insulin  administration  might  be  effective  in  the  treatment  for  immunosuppressants-in‐
duced neuronal disorders.

7.3. Ketone body acetoacetate: reduction of insulin receptor signaling via down-
regulation of cell surface insulin receptor. (Fig.1③)

It has been widely accepted that glucose is the main energy source in the brain. Howev‐
er,  in  some circumstances,  such as  diabetes,  starvation,  during the  suckling  period and
the ketogenic diet,  brain uses the ketone bodies,  acetoacetate and β-hydroxybutyrate,  as
energy  sources  (Massieu  et  al.,  2003;  Nehlig  &  Pereira  de  Vasconcelos,  1993).  Ketone
body utilization in brain depends mainly on its  blood concentration,  which is  normally
very low, but increases substantially during the conditions mentioned above (Massieu et
al.,  2003),  although astrocyte can produce ketone body (Guzmán & Blázquez 2004).  Un‐
der normal conditions, blood levels of ketone bodies are maintained below 0.5 mM (So‐
koloff,  1973),  but,  during  fasting  or  a  high-fat,  low-protein,  and  low-carbohydrate  diet,
blood  levels  of  ketone  bodies  become  elevated  (referred  to  as  ketosis)  (Massieu  et  al.,
2003; Noh 2006). Previous studies have demonstrated that, during starvation or adminis‐
tration of ketone bodies, the ketone bodies have neuroprotective effects against hypoxia /
ischemia- and glutamate-induced neuronal damage toxicity, AD, and Parkinson’s disease
(Maalouf et al.,  2009; Massieu et al.,  2003; Noh 2006).  Ketone bodies are converted from
free  fatty  acid  (FFA)  when  there  is  not  enough  insulin.  The  increased  level  of  FFA  is
linked to the insulin-resistance in DM and obesity because FFA interferes with insulin’s
intracellular  signaling  (Boden  et  al.,  2001;  Patti,  1999).  Diabetic  ketoacidosis  is  a  severe
and life threatening metabolic disease caused by an absolute or relative deficiency of in‐
sulin  (Wolfsdorf  et  al,  2009;  Yokoo et  al.,  2003).  Cerebral  edema is  the  most  important
neuronal  complication  of  diabetic  ketoacidosis  as  it  is  associated  with  a  high  mortality
rate of 20 to 90 %. Of the survivors, 20 to 40 % suffer from serious and permanent neu‐
rologic  disability  including motor  deficits,  visual  impairment,  seizure  disorder,  learning
disability and speech disturbance. Clinically, apparent cerebral edema occurs in approxi‐
mately 1% of episodes of diabetic ketoacidosis, and the pathogenesis of diabetic ketoaci‐
dosis-related  cerebral  edema  is  unclear  and  incompletely  understood  (Glaser  2009;
Shastry & Bhatia 2006; Wolfsdorf et al, 2009).

Chronic (≧ 24 h) treatment of cultured bovine adrenal chromaffin cells with ketoacidosis-
related concentrations (≧3 mM) of acetoacetate (but not β-hydroxybutyrate, acetone, and
acidic medium) caused a time- and concentration-dependent reduction of cell surface in‐
sulin  receptor  by ~38%.  Acetoacetate  decreased protein  and mRNA levels  of  insulin  re‐
ceptor  via  shortening  insulin  receptor  mRNA  half-life  (stability).  In  cells  treated  with
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acetoacetate  (10  mM,  24  h),  insulin-induced (100  nM for  10  min)  tyrosine-phosphoryla‐
tion  of  IRS-1  was  attenuated  by  56%  in  acetoacetate-treated  cells,  with  no  change  in
IRS-1 level. These results suggest that chronic treatment with ketoacidosis-related concen‐
trations of acetoacetate (but not β-hydroxybutyrate and acetone) down-regulated the den‐
sity of cell surface insulin receptor, thereby reducing insulin receptor signaling (Yokoo et
al.,  2003).  Further  in  vivo and in  vitro  investigations  are  required to  elucidate  the  rela‐
tionship  between  the  acetoacetate-induced  impairment  of  neuronal  insulin  receptor  sig‐
naling and the diabetic ketoacidosis-related neuronal damages.

7.4. Hsp90 inhibitors: impairment of insulin receptor signaling via down-regulation of
cell surface insulin receptor and various downstream signaling molecules. (Fig.1④)

Hsp90 is the most abundant molecular chaperone in eukaryotic cells (Welch and Feramisco,
1982). It has been increasingly recognized that Hsp90 plays a important role in the regulat‐
ing signal transduction pathways that control cell proliferation and cell death, since its chap‐
erone function is restricted to a subset of proteins including nuclear hormone receptors,
tyrosine kinases, serine/threonine kinases, and transcription factors (Kamal et al., 2004;
Richter and Buchner, 2001; Zhang and Burrows 2004). These findings were evidenced by us‐
ing selective Hsp90 inhibitors [geldanamycin (GA), 17-allylamino-17-demethoxy-geldana‐
mycin (17-AAG), Herbimycin A (HA) or radicicol] (Saitoh et al., 2002; Whitesell et al., 1994;
Yoshikawa et al., 2010). GA binds to the adenosine nucleotide binding site of N-terminal do‐
main of Hsp90 with affinity higher than that of ATP, inhibiting the ATPase activity/chaper‐
one function of Hsp90 (Whitesell et al., 1994; Young et al., 2001).

In adrenal chromaffin cells, inhibition of Hsp90 by GA or HA decreased cell surface 125I- in‐
sulin binding in a concentration- and time-dependent manner. GA (1 μM for 24 h) lowered
the Bmax value of 125I-insulin binding by 80%, without changing the Kd value. Western blot
analysis showed that GA (1 μM for 24 h) lowered α2β2 tetramer-form of insulin receptor
level by 83%, while raising insulin receptor precursor level by 100%. [35S]methionine/
cysteine pulse-chase study of insulin receptor revealed that monomeric insulin receptor pre‐
cursor (~190 kDa) developed into the homodimeric insulin receptor precursor (~380 kDa)
and the mature α2β2 insulin receptor (~410 kDa) in nontreated cells. In contrast, in GA-treat‐
ed cells, the homodimerization of monomeric insulin receptor precursor was completely
blocked. GA had no effect on insulin receptor mRNA levels and internalization rate of cell
surface insulin receptor. Thus, inhibition of chaperone activity of Hsp90 by GA completely
blocked homodimerization of monomeric insulin receptor precursor in the ER; the dimeric
insulin receptor precursor and the tetrameric mature-form of insulin receptor were signifi‐
cantly decreased, whereas the monomeric insulin receptor precursor was accumulated in
the ER. Chaperone activity of Hsp90 is indispensable to the homodimerization of monomer‐
ic insulin receptor precursor (Saitoh et al., 2002).

GA also affects the protein levels of downstream signaling molecules of insulin receptor.
GA treatment significantly decreased protein levels of IRS-1,  PI3K, PDK-1, Akt,  GSK-3β,
and Raf-1,  without altering protein levels of ERK and ERK kinase.  Interestingly,  GA in‐
creased protein level  of  IRS-2.  Chronic (≧12 h) treatment with 0.1–10 μM Hsp90 inhibi‐
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tor  (GA,  17-AAG,  HA,  and  radicicol)  decreased  IRS-1  level  by  ~66%,  while  increasing
IRS-2 level  by ~160%. These effects  of  GA (IC50  =  155 nM, EC50  =  177 nM) and 17-AAG
(IC50  =  310  nM,  EC50  =  260  nM)  were  time-  and concentration-  dependent.  GA-induced
decrease  of  IRS-1  was  attenuated  by  proteasome  inhibitors  (lactacystin,  β-lactone  or
MG132), but not by calpain inhibitor (calpastatin) or lysosome inhibitor (leupeptin). GA-
induced increase  of  IRS-2  was  prevented by cycloheximide  or  actinomycin  D.  GA low‐
ered  IRS-1  mRNA  level  by  ~39%,  while  raising  IRS-2  mRNA  level  by  ~109%,  without
changing the stability of IRS-1 and IRS-2 mRNA. Nuclear run-on assay revealed that GA
retarded IRS-1 gene transcription by 42%, while accelerating IRS-2 gene transcription by
41%. Hsp90 inhibitors oppositely altered IRS-1 and IRS-2 levels via proteasomal degrada‐
tion and gene transcription (Yoshikawa et al., 2010).

Increasing  evidence  has  accumulated  over  the  past  2  decades  that  anti-Hsp90  autoanti‐
bodies  in  CSF  may  be  involved  in  the  various  neuropsychological  diseases.  Aberrant
increase  in  anti-Hsp90  antibodies  in  CSF  or  blood  were  found  in  the  patient  with
Schizophrenia  (Kim et  al.,  2001),  autism (Evers  et  al.,  2002),  acute  bipolar  mania  (Shen
et  al.,  2006),  and  multiple  sclerosis  (Cid  et  al.,  2007).  The  autoantibodies  to  Hsp90  in
CSF  from  multiple  sclerosis  induced  cell  death  of  cultured  oligodendrocyte  precursor
cells  (Cid  et  al  2005).  Moreover,  it  has  been  reported  that  schizophrenia  associated
with  abnormalities  in  glucose  metabolism  that  may  lead  to  insulin  resistance  and  a  3-
fold  higher  incidence  of  T2DM  (Zhao  et  al  2006).  In  postmortem  brain  tissue  from
schizophrenic  patients,  protein  level  of  insulin  receptor  β-subunit  and  Akt  activity
were  drastically  decreased  (Zhao  et  al  2006).  These  correlative  findings  imply  that
chaperone  activity  of  Hsp90  plays  crucial  roles  in  the  regulation  of  various  neuropsy‐
chological  functions in brain via maintenance the expression and function of  insulin re‐
ceptor  and downstream signaling molecules.

A derivative  of  GA,  17-AAG,  has  similar  cellular  effects  of  GA but  lower  hepatotoxici‐
ty  than  GA.  17-AAG  exerts  a  potent  antitumor  activity  in  preclinical  models  and  is
currently  in  clinical  trials  (Neckers  2002).  Aberrant  expression of  IRS-1  has  been associ‐
ated  with  pathogenesis  and  progression  of  breast  cancer  and  prostatic  cancer  (Morelli
et  al.,  2003;  Reiss  et  al.,  2000;  Koda  2006).  In  breast  cancer,  IRS-1  overexpression  has
been associated with  tumor development,  hormone independence,  and anti-estrogen re‐
sistance  (Surmacz  2000).  In  hormone  dependent  breast  cancer  cell  lines,  the  expression
of  IRS-1 has been correlated with estrogen receptorα (ERα,  and numerous studies  have
demonstrated  that  IRS-1  is  one  of  the  central  elements  of  ERα-IGF-1  crosstalk  (Sur‐
macz  2000).  In  patients  with  primary  breast  cancer,  IRS-1  expression  is  correlated  with
poorly  differentiation  and  with  lymph  node  metastasis  (Koda  et  al  2006).  Human  pro‐
static  cancer  LNCaP cells  are  characterized by having a  frame-shift  mutation of  the  tu‐
mor  suppressor  gene  piedmont  triad  entrepreneurial  network,  low  levels  of  IGF-I
receptor  and no  IRS-1.  Reiss  et  al.  reported  that  ectopic  expression  of  IRS-1  in  LNCaP
cells  increases  cell  adhesion and decreases  cell  motility;  over-expression of  IGF-1  recep‐
tor,  in  the  absence  of  IRS-1,  causes  growth  arrest  and a  combination  of  IGF-1  receptor
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and  IRS-1  restores  the  transformed  phenotype  of  LNCaP  cells.  These  correlative  find‐
ings  indicated that  IRS-1  expression is  involved in  the  growth regulation of  breast  and
prostatic  cancer.  Thus,  the  decreasing  effect  of  17-AAG  on  the  IRS-1  could  be  contrib‐
uted  to  the  anti-tumor  effect  against  these  cancers,  although  our  results  were  obtained
from  primary  cultured  bovine  chromaffin  cells.  In  addition,  previous  studies  with
IRS-1  knockout  mice  or  the  cells  derived  from  these  mice  have  suggested  that  IRS-2
could  compensate  for  IRS-1  deficiency  more  effectively  in  liver  and  pancreatic  cells
than  in  skeletal  muscle,  fibroblasts,  or  adipocytes  (Tanemoto  et  al.  1994;  Bruning  et  al
1997;  Sesti  et  al.  2001).  It  has  been  shown  that  IRS-2  has  a  major  role  in  regulating
hepatic  glucose  production and in  controlling  pancreatic  cell  development  and survival
(Sesti  et  al.  2001).  Indeed,  IRS-2  knockout  mice  exhibit  insulin  resistance  with  abnor‐
mal  glucose  tolerance  at  birth  and  progressively  develop  fasting  hyperglycemia  as  a
result  of  inadequate compensatory insulin secretion because of  pancreatic  β-cell  apopto‐
sis  (Kubota  et  al.  2000;  Withers  et  al.  1998).  Thus,  the  increasing  effect  of  17-AAG  on
the IRS-2  expression would be convenient  for  avoiding side effects  such as  hyperglyce‐
mia,  insulin resistance,  and pancreatic  β-cell  damage,  during anti-cancer  therapy by 17-
AAG.  Therefore,  it  is  interesting  to  investigate  precisely  the  down-  and  up-regulation
of  IRS-1 /  IRS-2 by 17-AAG in the animal  model,  in  vivo  study.

7.5. Insulin, IGF-1 and potent GSK-3 inhibitors (lithium and valproic acid): negative
feedback regulation of insulin receptor signaling. (Fig.1 ⑤ and ⑤’)

Control  over  insulin  signaling  can  be  achieved  by  autoregulation,  whereby  insulin-
stimulated downstream components  (e.g.  Akt,  GSK-3β,  mTOR,  and ERK1/2)  inhibit  up‐
stream  elements  (negative  feedback  control;  autologous  regulation).  The  insulin
receptor  and  the  IRS  proteins  are  targets  for  these  feedback  control  mechanisms,  with
phosphorylation  of  IRS  proteins  on  Ser  /  Thr  residues  being  a  key  step  in  these  feed‐
back  control  processes.  For  example,  Ser  /  Thr-phosphorylation  of  IRS-1  caused  by
downstream signals  of  the PI3K pathway (e.g.,  mTOR) results  in  the self-attenuation of
IRS-1  activity.  Additionally,  signals  from  apparently  unrelated  (heterologous)  pathways
also  inhibit  insulin  signaling.  The  agents  inducing  insulin  resistance  (e.g.,  tumor  ne‐
crosis  factor-α)  increase Ser  /  Thr-phosphorylation of  IRS-1 via  activating protein kinas‐
es  (e.g.,  c-Jun  N-terminal  kinase)  and  caused  negative  feedback  regulation  of  insulin
receptor  signaling (Boura-Halfon & Zick 2009;  Copps & White.2012;  Zick 2001).

GSK-3, a serine/threonine protein kinase, is constitutively active in nonstimulated cells,
causing phosphorylation and inactivation/degradation of various signaling molecules (e.g.,
glycogen synthase), transcription factors (e.g., β-catenin), translation initiation factor eIF2B,
and structural proteins (e.g., tau) (Jope & Johnson, 2004; Jope et al., 2007; Meijer et al., 2004;
Nemoto et al., 2006). Insulin- or IGF-I-induced activation of Akt increases Ser21/Ser9 phos‐
phorylation of GSK-3α/-3β and inhibits catalytic activity of GSK-3α/-3β.
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In  adrenal  chromaffin  cells,  insulin  activated  insulin  receptor  but  not  IGF-1  receptor,
whereas  IGF-1  activated  both  insulin  receptor  and  IGF-1  receptor  (Yanagita  et  al.,
2011).  Insulin  treatment  increased  Ser9-phosphorylated  GSK-3β  level  by  47%  within  1
min,  with  peaking  to  104%  increase  at  1  h  and  declining  to  57%  increase  at  24  h
(Nemoto  et  al.,  2006).  IGF-1  (100  nM)  also  increased  Ser9-phosphorylated  GSK-3β  level
within 1  min,  and inhibited GSK-3β activity.  The maximum inhibition of  GSK-3β activ‐
ity  (~50%)  was  observed  at  1  min  after  treatment  with  100  nM  IGF-1,  and  inhibition
of  GSK-3β  activity  was  continued  for  up  to  24  h  (Yanagita  et  al.,  2011).  Inhibition  of
GSK-3β by  chronic  treatment  with  insulin,  IGF-1,  lithium or  valproic  acid  up-regulated
cell  surface  NaV1.7  Na+  channel  via  acceleration  of  Na+  channel  α-subunit  gene  tran‐
scription,  thereby  resulting  in  the  enhancement  of  Na+  influx,  Ca2+  channel  gating  and
catecholamine  secretion  (Yamamoto  et  al.,  1996,  1997;  Yanagita  et  al.,  2009,  2011).
Chronic  insulin  treatment  also  up-regulated tau protein  via  acceleration of  protein  syn‐
thesis,  and induced neurite-like process  outgrowth (Nemoto et  al.,  2011).

In  addition  to  these  physiological  effects  of  insulin,  chronic  insulin  treatment  down-
regulated  cell  surface  density  of  insulin  receptor  via  reduction  of  insulin  receptor
mRNA stability  (Yokoo et  al.,  2007),  and protein  levels  of  IRS-1  and IRS-2  via  regulat‐
ing proteasomal  degradation and/or  synthesis  of  IRS-1  and IRS-2  (Nemoto et  al.,  2006).
These  insulin-induced  negative  feedback  regulations  of  insulin  receptor  and  IRS-1/-2
were  mimicked  by  treatment  with  potent  GSK-3  inhibitors  (lithium,  valproic  acid,  or
SB216763)  (Nemoto  et  al.,  2006,  2009;  Yokoo  et  al.,  2007).  LiCl  (20  mM)  decreased  cell
surface  125I-insulin  binding  and  insulin  receptor  protein  levels  by  ~48%  in  a  time-de‐
pendent  manner.  LiCl  destabilized insulin receptor  mRNA (t1/2  =  9.3  vs.  6.5  h),  decreas‐
ing  insulin  receptor  mRNA  level  by  ~47%,  without  altering  insulin  receptor  gene
transcription  (Yokoo et  al.,  2007).  LiCl  also  decreased protein  levels  of  IRS-1  and IRS-2
by  ∼38  and  ∼48% in  a  concentration-  and  time-dependent  manner.  Proteasome inhibi‐
tors  (β-lactone  or  lactacystin)  completely  blocked  LiCl-induced  reduction  of  IRS-1,  and
partially  blocked  LiCl-induced  reduction  of  IRS-2.  LiCl  lowered  IRS-2  mRNA  level,
with  no effect  on IRS-1  mRNA level  (Nemoto et  al.,  2006).  These  findings  suggest  that
long-term  treatment  with  insulin,  lithium  or  valproic  acid  causes  negative  feedback
regulation  of  insulin  receptor  signaling  via  inhibition  of  GSK-3,  thereby  withdrawal  of
these  therapeutic  drugs  after  long-term treatment  may occurs  severe  depletion  of  insu‐
lin signaling.

8. Conclusion and future perspectives

Multiple  lines  of  experiments  in  the  last  two  decades  have  accumulated  compelling
evidence that  brain insulin receptor  signaling plays  pivotal  roles  in  regulating brain re‐
gion-specific  pleiotropic  function,  including  cognitive  and  mood  stabilizing  function.
Aberrant  decrease  in  brain  insulin  receptor  signaling  (e.g.  insulin  resistance)  may  be
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involved in  the  various  cognitive  and mood disorder.  There  are  two major  approaches
to  improve  insulin  signal  impairment:  1)  stimulation  of  insulin  receptor  signaling  by
insulin  such  as  intranasal  administration  of  insulin  and 2)  adjustment  of  insulin  recep‐
tor  signaling  via  modulation  of  expression  and  function  of  insulin  receptor  signaling
molecules.  The  information  of  up-  and  down-regulation  of  insulin  receptor  signaling
by various  therapeutic  drugs  may provide  a  new avenue  for  the  prevention  and treat‐
ment of  neurodegenerative disease,  dementia  and mood disorders.
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