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This is a book that explores what economics has to do with science. 
The book also explores how science affects the economy, especially 

economic growth. Because much of public research occurs at universi-
ties  and medical schools, especially in the United States, much of the 
book’s focus is on how research is conducted and supported at universi-
ties. It is also about the consequences for universities of having the re-
search enterprise— at least in the United States— so fully embedded in the 
university.

This is not to say that economics has a monopoly when it comes to fac-
tors that affect science or in providing a lens for examining science. Other 
disciplines— and their foci— contribute considerably to the study of science. 
Sociology, for example, contributes a great deal to the understanding of how 
science is or ga nized and the reward structure of science. It is also not to say 
that science is the only factor that contributes to economic growth. Politics 
and values, for example, clearly play important roles.

Despite the title, the book draws on research and insights from several 
disciplines. Indeed, one of the factors that led me to study science was the 
opportunity to indulge my interest in and penchant for reading outside 
my— sometimes overly narrow— discipline of economics.

Some of the discussion in the book is highly descriptive, summarizing 
what is known about the various players and factors that infl uence research 
behavior and outcomes. This descriptive nature is by design. Throughout 
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my thirty- plus years of studying science, I have been amazed at the number 
of people who venture to write about science and science policy without 
understanding the environment in which research takes place. One of my 
goals in writing this book is to lay out the scientifi c landscape in what I 
hope to be a somewhat engaging manner, so that those who wish to con-
tinue the study of the economics of science (and I am happy to say there 
are a growing number) can approach it with a more solid footing. I also 
hope to offer, from time to time, questions that warrant further research. 
I do not mean by this that I see myself as the fi rst to examine these issues, 
and I certainly don’t see myself as the most profi cient. Far from it: my 
work— and that of other scholars in the fi eld— owes an enormous debt to 
the luminaries who began the fi eld a generation (or half a generation) be-
fore I began doing research in the area. They include Kenneth Arrow, Paul 
David, Zvi Griliches, Robert K. Merton, Richard Nelson, and Nathan 
Rosenberg.

But I did not only— or primarily— write the book for my peers or their 
students. I also wrote it for the considerable community that works at public 
research institutions, be they in the United States, China, Eu rope, or Japan. I 
also wrote it for policy makers, as well as for members of the general public 
who share an interest in the workings of public institutions and the study of 
science. It is my hope that a greater understanding of how economics shapes 
science can lead to more effective science policy and a better use of resources 
in the research enterprise.
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 BLS Bureau of Labor Statistics
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 CNRS Centre national de la recherche scientifi que (National Center for 
Scientifi c Research, France)
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This is a book about how economics shapes science as practiced at 
public research organizations. In the United States these are primarily 

universities and medical schools. But in Eu rope and Asia a considerable 
amount of public research is conducted at research institutes. The book’s 
focus refl ects the strong role that public research organizations play in 
creating knowledge. In the United States, for example, approximately 75 
percent of all articles published in scientifi c journals are written by scien-
tists and engineers working at universities and medical schools.1 Of equal 
importance, almost 60 percent of basic research is conducted at universi-
ties and medical schools.2

What does economics have to do with science? Plenty, it turns out. 
Economics, after all, is the study of incentives and costs, of how scarce 
resources are allocated across competing wants and needs. Science costs 
money and incentives play a key role in science. At the extreme end of the 
cost spectrum is the Large Hadron Collider (LHC), which came on line 
(for the second time) in the fall of 2009 and cost approximately $8 billion 
(U.S.).3 But there are numerous other examples. The personnel costs of a 
typical university lab with eight researchers is about $350,000 after fringe 
benefi ts but before taking into account the cost of the principal investiga-
tor’s time or indirect costs.4 Public research organizations routinely spend 
large sums of money building and maintaining research facilities and large 
sums of money on start- up packages for faculty hired to work in the new 
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facilities. In recent years, these packages have become suffi ciently large 
that a university routinely spends four to fi ve times as much on the pack-
age as on the faculty member’s annual salary.5 Even mice, the ubiquitous 
research animal, can cost a substantial amount to buy and keep. Custom- 
made mice, designed with a predisposition to a specifi c disease or problem, 
such as diabetes, Alzheimer’s disease, or obesity, can cost in the neighbor-
hood of $3,500. The daily cost of keeping a mouse is around $0.18. Sounds 
cheap— until one realizes that some researchers keep a suffi cient number 
of animals that the annual bud get for mouse upkeep can be in excess of 
$200,000.6

The amount of money spent on scientifi c research in the public sector is 
substantial. The United States spends between 0.3 and 0.4 percent of its 
gross domestic product (GDP) on research and development at universities 
and medical schools. This represented almost $55 billion dollars in 2009 
or approximately $170 per person.7 While most other countries spend a 
smaller percent of GDP, several countries, including Sweden, Finland, Den-
mark, and Canada, spend a considerably higher percentage of their GDP 
on research and development at universities and medical schools.8

Costs

Costs affect the way research is conducted. Costs  were a major factor in 
Eu rope’s decision to settle for building the Exceedingly Large Telescope 
(E-ELT) rather than the Overwhelmingly Large Telescope (OWL)— with its 
much larger mirror— as originally planned.9 Costs can derail large projects 
or at best delay them. Original plans called for the multi- billion- euro fusion 
reactor ITER to begin operation in 2016. Now the earliest that ITER can 
become operational is in 2018— and if it does become operational at that 
time, it will be a stripped- down version; additional components will be 
needed for power- producing plasmas.10 Along the way, the costs of con-
structing ITER keep rising. New cost calculations made public in the spring 
of 2010, for example, suggest that Eu rope’s contribution will be 2.7 times 
greater than the amount originally estimated; that of the United States will 
be about 2.2 times greater.11

Costs play a role in determining whether researchers work with male 
mice or female mice (females, it turns out, can be more expensive), whether 
principal investigators staff their labs with postdoctoral fellows (postdocs) 
or graduate students, and why faculty prefer to staff labs with “temporary” 
workers, be they graduate students, postdocs, or staff scientists, rather than 
with permanent staff. High electricity costs dictate that the LHC not run in 
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the winter but rather during the rest of the year when electricity is consid-
erably less expensive.12 Costs are a major factor in determining what 
equipment at a university will be “core” and shared across labs rather 
than belonging to a specifi c lab. Costs— and the desire to minimize risk— 
have played a major role in the decision of universities to substitute non- 
tenure- track faculty for tenure- track faculty.

Costs affect the pace of discovery. When the human genome project be-
gan in 1990, it cost more than $10.00 to sequence a base pair. Sequencing 
costs fell rapidly, hitting less than a penny a base pair by 2007. That is now 
ancient history: since then, new generations of sequencing technology have 
been developed that have lowered the cost dramatically. Before this book 
sees the light of day, it is possible that the Archon X Prize for Genomics will 
be awarded to the fi rst group to “build a device and use it to sequence 100 
human genomes within 10 days or less . . .  at a recurring cost of no more 
than $10,000 per genome.”13

Incentives

Universities respond to incentives. In the early 2000s, universities went on 
an unpre ce dented building spree, developing new research facilities in the 
biomedical sciences. Within less than fi ve years, construction and renova-
tion costs for biomedical research facilities accelerated from $348 million 
annually to $1.1 billion annually at U.S. medical schools. (All fi gures are 
in 1990- adjusted dollars.)14 The reason: the bud get for the National Insti-
tutes of Health, the major funder of research in the biomedical sciences, 
doubled between 1998 and 2003, opening a panoply of what universities 
perceived to be new opportunities to expand their research efforts and, in 
the pro cess, enhance their reputation. It was not the fi rst time that U.S. 
medical schools responded to fi nancial incentives. The substantial expan-
sion of medical colleges over the past 40 years is widely attributed to the 
adoption of Medicare and Medicaid in 1965, which provided university 
medical schools with a new source of revenue.

Scientists and engineers respond to incentives as well. Money, despite 
statements to the contrary, is not unimportant. Actions speak louder than 
words. Scientists routinely move to take more lucrative- paying positions. 
A number of public universities have lost faculty in recent years because 
private universities, especially before the fi nancial collapse of 2008, could 
often offer much more lucrative packages than their public sisters. Indeed, 
in the 2009– 2010 academic year, only one public institution (UCLA) was 
among the top twenty research universities in terms of salaries paid to full 
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professors— and it held the 20th position, paying $43,000 less than top- 
paying Harvard. Phones began to ring at Berkeley in 2009 soon after the 
California system imposed a substantial pay cut on its faculty. Full profes-
sors at Berkeley already earned about 25 percent less than their peers at 
Harvard and Columbia. Now they would earn even less.15

Scientists respond to incentives in choosing where to submit articles for 
publications. The number of articles submitted to the journal Science, for 
example, is signifi cantly related to whether the scientist’s home country 
offers a bonus or other monetary reward for publishing in the journal.16 In 
some instances, the bonuses can be quite large— on the order of 20 to 30 
percent of the scientist’s base salary.

Financial incentives encourage university faculty to start new companies 
based on their research. In recent years, a number of scientists have made 
substantial sums of money by forming start- up companies or by receiving 
royalties from universities licensing patents on which they are an inventor. 
David Sinclair, a Harvard professor and found er of Sirtris Pharmaceuti-
cals, received more than $3.4 million for the shares he held in Sirtris when 
Glaxo acquired the company in 2008. Robert Tjian received millions in 
2004 when Tularik, the company he cofounded when he was a faculty 
member at the University of California– Berkeley, was sold to Amgen for 
$1.3 billion. Stephen Hsu, a professor of physics at the University of Ore-
gon, received a substantial amount when Symantec paid $26 million in cash 
in 2003 for one of two software companies he had founded. László Z. Bitó, 
whose work led to the invention of the drug Xalantan for the treatment of 
glaucoma, has earned several million a year from the patent that Colum-
bia University held on the drug. The patent is due to expire in 2011.17 In 
2005, three researchers at Emory University divided more than $200 mil-
lion when Emory sold its royalty interest in emtricitabine, used in the treat-
ment of human immunodefi ciency virus (HIV), to Gilead Sciences and Roy-
alty Pharma. Although rare, events such as these occur with suffi cient 
frequency that, on the campus of almost every research university in the 
United States, two or three faculty members have become wealthy as a result 
of their research.

Neither do scientists, especially highly productive scientists, receive a 
pauper’s pay. Full professors at the top of their game employed at private 
research universities in math earned an annualized salary of $180,000 a 
year in 2006 in the United States. Comparably ranked full professors 
at  public universities earned $150,000. Those in the biological sciences 
earned $277,700 at private research universities; those at public universi-
ties earned $200,000.18 It is no wonder that the United States has been a 
magnet for highly productive Eu ro pe an scientists. Not only has there been 
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a tradition of more support for investigator- initiated research in the United 
States, but salaries are also signifi cantly higher and are based, at least in 
part, on productivity. By way of contrast, at many Eu ro pe an universities 
and research institutes scientists are civil servants and receive the same 
(relatively low) pay regardless of per for mance. In France, for example, a 
professeur des universités with considerable se niority earns approximately 
$70,000.19

Relative salaries have an impact on who does science. The decline in the 
propensity (and for many years the number) of U.S. citizens to choose a 
career in science, particularly men, can be attributed in part to the low sala-
ries scientists and engineers earn relative to the salaries in other occupa-
tions. Many of the best and brightest from Harvard routinely have gone to 
Wall Street. The $277,000 salary is not peanuts; neither is the $180,000 
but these salaries come after years of training and hard work. Entry level 
jobs on Wall Street for freshly minted bachelor’s degrees— especially before 
the crash— paid two- thirds of what the PhD at the top of his game was 
paid.20 MBAs from a top program have the prospect of earning slightly 
more than three times the faculty salary—$559,802, to be precise— after 
they have been out 10 or more years and started their career in banking.21

Increased availability of fellowships for study, as well as an increase in 
the size of the fellowship, attracts more students into graduate programs. 
The widespread availability of research assistantships for study in the 
United States, and the possibility of working in the United States after 
completing graduate school, have proved to be powerful incentives in lur-
ing the foreign born to come to the United States to train.

Not all incentives are monetary. Non- monetary incentives are important 
to both faculty and institutions. Ask almost any scientist why they became 
a scientist, and the answer will almost invariably be an interest in solving 
puzzles. Most scientists derive considerable satisfaction from the “plea sure 
of fi nding things out.” The enjoyment derived from puzzle solving is part 
of the reward of doing science. But scientists are also motivated to do sci-
ence by an interest in recognition. Reputation matters in science. Reputa-
tion is built in science by being the fi rst to communicate a fi nding, thereby 
establishing priority of discovery. A common way to mea sure the reputa-
tion of a scientist is to count the number of citations to an article or to the 
entire body of the scientist’s work. The h- index, a citation- based method 
for mea sur ing the impact of a scientist’s work, has gained considerable use 
in recent years. Some scientists routinely include their h- index in their bio-
graphical sketches; others design webpages in which their h- index is promi-
nently displayed on the screen.22 Departments have been known to use the 
h- index to choose among job candidates when making hiring decisions.
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The recognition that the scientifi c community bestows on priority has 
varied forms, depending on the importance the community attaches to the 
discovery. At the very top of the list is eponymy, the practice of attaching 
the scientist’s name to the discovery. By way of example, the Richter scale 
is named for Charles Richter, who, along with Beno Gutenberg, devised 
the scale while working at Caltech in 1935.23 The Hubble telescope is 
named for Edwin Hubble, the astronomer who discovered in 1929 that 
the universe is expanding. Other examples of eponymy include Haley’s 
comet, the Salk vaccine, Planck’s constant, and Hodgkin’s disease.

Recognition also comes in the form of prizes. Among these, the Nobel is 
the best known. But hundreds of other prizes exist, and more are created 
every year. The Kavli Prize, for example, with its $1 million purse in each of 
three fi elds, was awarded for the fi rst time in the fall of 2008 by the King of 
Norway.24

It is not only scientists and engineers who seek reputation. Universities 
strive to be highly rated, basing their position in the reputational hierarchy 
on metrics such as faculty research productivity (mea sured by citation 
counts or research dollars), number of Nobel laureates, or members of 
national academies. Their pursuit of status is undoubtedly one reason that, 
despite complaints that they routinely lose money on research grants, uni-
versities continue to urge (some would say pressure) faculty to bring in the 
grants.25

Knowledge as a Public Good

A reward structure that encourages scientists to share their discoveries in a 
timely manner is highly functional. The reason: knowledge has character-
istics of what economists call a public good. It is nonexcludable and non-
rivalrous. The classic example in economics of a public good is the light-
house. It is nonexcludable: once built, anyone can use it. It is nonrivalrous: 
an additional user does not diminish the amount of light available for 
others. Parallels can be drawn with knowledge: once research fi ndings are 
made public, it is diffi cult to exclude others from using the knowledge. And 
research fi ndings are not depleted when shared.26

Economists have gone to considerable length to show that the market is 
not well suited for producing goods with such characteristics.27 The incen-
tives simply are not there. If one cannot limit access, it is diffi cult to make 
a profi t. Public goods invite free ridership. Consumers can use the good 
without paying for it. Similar free ridership problems could exist for scien-
tists. Unlike the wine maker, whose customers must pay if they wish to 
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drink his wine, or the baseball team that can sell tickets to its games, the 
researcher has no way of excluding others from using his research if he 
makes it public through publication. He has no way of appropriating 
the monetary benefi ts. It is particularly diffi cult to appropriate the benefi ts 
of basic research, which at best is years away from contributing to prod-
ucts the market may or may not value. The lack of monetary incentives 
could lead to what economists refer to as “market failure,” with society 
producing considerably less research than is socially desirable.

“Society, however, is more ingenious than the market.”28 The priority 
system has evolved in science to create a reward system that encourages 
the production and sharing of knowledge. The very act of staking a claim 
requires scientists to share their discoveries with others. By giving it away, 
scientists make the research fi ndings their own. In the pro cess, they also 
build their professional reputation, which indirectly leads to fi nancial re-
wards in the form of higher salaries, consulting opportunities, and, in some 
instances, membership on scientifi c advisory committees of publicly traded 
fi rms.

This does not mean that scientists give everything away. One can have 
one’s cake and eat it, too. Some research leads to patentable concepts; the 
fi ndings of other research can be publicly shared while the techniques for 
doing the research remain somewhat clouded in mystery. Scientists also 
routinely fail to share materials with colleagues working in a similar area. 
Reputation is about being fi rst: helping the competition could lead to sec-
ond place.29

The Government’s Incentive for 
Supporting Research

Priority may provide the incentive to do research, but it does not provide 
the wherewithal to do research. Thus, research, especially of a basic nature, 
has traditionally been supported by either the government or philanthropic 
institutions. The government’s incentive for supporting scientifi c research 
rests partly on the argument that, due to market failure, private fi rms 
would not undertake a suffi cient amount of research.30 The public’s incen-
tive for supporting research also rests on the importance of research and 
development for specifi c outcomes deemed socially desirable and not di-
rectly provided by the market, such as better health and national defense. 
Life expectancy has increased by more than fourteen years since 1940 pri-
marily because of advances in science, such as the development of antibiot-
ics and effective treatments for cardiovascular disease.31 The gains from 
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increased longevity are substantial. Research suggests that citizens value 
the benefi ts associated with increased life expectancy to the tune of $3.2 
trillion annually.32

Research plays an important role in national defense, as the Manhattan 
Project made abundantly clear. But there have been numerous other re-
search breakthroughs, such as radar and the development of the electronic 
digital computer, that have contributed not only to national defense but 
also have had widespread commercial applications.33

Countries also support research because of a desire to win the “Scien-
tifi c Olympics.” Considerable bragging rights are involved in being the fi rst 
to reach the moon or the fi rst to create induced human pluripotent stem 
cells. Governments also support research because of humanity’s quest for 
basic understanding. Numerous examples come to mind, but the spectacu-
lar images sent from the Hubble Space Telescope after it was repaired in 
the fall of 2009 are perhaps the best example in recent years. If and when 
the LHC succeeds in identifying the Higgs boson (what some physicists 
refer to as “God’s particle”), science will have taken a considerable step 
forward toward knowing the origins of the universe.34

The case for public support of research is strengthened by the relation-
ship between research and economic growth. The argument (which by 
now will sound familiar) goes something like this: economic growth is fu-
eled by upstream research— research that is years away from leading to 
new products and pro cesses. Moreover, basic research has the potential of 
having multiple uses, contributing to a large number of areas. Because of 
the multiuse nature of most basic research, as well as the long time lags 
between discovery and application, it unlikely that any one individual, 
company, or industry would support a suffi cient amount of basic research 
to advance innovation at the desired pace. The economic incentives are 
not there. The fi ndings would spill over, and others, including competitors, 
could use the knowledge at less than the original cost of producing it. 
Spillovers are great for growth, but they do not induce market- based insti-
tutions to conduct considerable amounts of upstream research. Hence, the 
government has a role in supporting research in the public sector.

Examples of how research in the public sector has contributed to new 
products and pro cesses are plentiful. Global positioning devices, which 
have transformed the way we navigate, would not have been possible 
without the development of atomic clocks.35 The idea of using atomic vi-
bration to mea sure time was fi rst suggested more than 130 years ago by 
Lord Kelvin in 1879; the practical method for doing so was developed in 
the 1930s by Isidor Rabi.36 Hybrid corn, which did much to increase the 
food supply, was fi rst produced by a faculty member at (what is now) 
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Michigan State University.37 Lasers, which have had a profound impact on 
the fi elds of communication, entertainment, and surgery, as well as on de-
fense, owe a substantial intellectual debt to the work of a graduate student 
at Columbia University in the 1950s.38 Magnetic resonance imaging (MRI) 
technology, perhaps the most important advance in diagnostic techniques 
in over a century, had its origins in the work of Edward Purcell of Harvard 
and Felix Block of Stanford, who in de pen dently discovered nuclear mag-
netic resonance in 1946.39 The two shared the Nobel Prize “for their devel-
opment of new methods for nuclear magnetic precision mea sure ments and 
discoveries in connection therewith” in 1952.40 Modern high- capacity hard 
drives would not be possible  were it not for the research of two Eu ro pe an 
physicists, Albert Fert and Peter Gruenberg, who in de pen dently discovered 
giant magnetore sis tance in the 1980s— the science behind the ability to store 
vast amounts of information in a small space. The two shared the Nobel 
Prize in physics in 2007. Nowhere is the contribution of public research 
more clear- cut than in the area of pharmaceuticals. Three quarters of the 
most important therapeutic drugs introduced between 1965 and 1992 had 
their origins in public sector research.41

And that is but prologue. Possibilities abound for new products and 
pro cesses based on scientifi c research. If superconductors of suffi ciently 
high  temperature can be developed, the phenomenon of superconductivity 
could be harnessed to transmit electricity at no loss of effi ciency.42 (The 
current family of high- temperature superconductors operate in the range 
of 138 kelvin— far too cold to be used for the practical transmission of 
electricity; room temperature is at 300 kelvin.)43 Wounds in fetal skin heal 
without a scar, suggesting that with suffi cient research the underlying 
mechanism could be learned and a similar outcome could be accomplished 
after birth.44 Gene therapy offers the possibility of restoring sight to those 
born with severe blindness.45 The multi- billion- dollar investment in ITER 
is based on the hope that the fusion of hydrogen— the reaction that pow-
ers stars— inside the tokamak reactor can produce suffi cient excess energy 
to be a viable source of energy.46 Stem- cell research could lead to the abil-
ity to repair damaged organs. Advances in sensors, imaging tools, and the 
development of new software could create new ways to detect explo-
sives.47 Tiny transistors may be possible if researchers succeed in integrat-
ing carbon nanotubes into high- performance electronics.48

The relationship between research in the public sector and economic 
growth has been a rallying cry for resources for research in recent years. 
The 2007 report Rising above the Gathering Storm, issued in record time 
by the National Research Council, warned Americans that without sub-
stantial investments in research the nation would lag behind emerging 
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economies. Science is the genie that will keep the country competitive, but 
the genie needs to be fed. University presidents routinely conjure up the 
economic contributions of universities in their quest for funds; local com-
munities lobby for “research” universities in the belief that a research 
university will lead to economic growth.

The view that growth is built on public sector research is not incorrect. 
But it is too simplistic. Much of the research of universities and public re-
search institutions cannot instantly be transformed into new products and 
pro cesses. It can take time, as the examples of atomic clocks and hybrid 
corn clearly show. There are, of course, exceptions. The World Wide Web 
had a huge impact almost from its inception. The discovery of giant 
magnetore sis tance transformed disk storage in a matter of years. There are 
also false hopes. Research that looks promising can fail to deliver on the 
predicted timeline. The discovery of the cystic fi brosis gene in 1989 brought 
the hope for gene- based treatments. To date, the “payoff remains just around 
the corner.”49

It not only takes time; considerable investment and know- how are re-
quired to translate research into new products and pro cesses. Industry, not 
academe, excels in doing this.50 In singing the praises of academic re-
search, one should not forget that innovations come from research and 
development— and development has long been the domain of industry.

Scientists and engineers working in the for- profi t sector learn about re-
search performed in the public sector by attending conferences and read-
ing scholarly articles published by their university colleagues. They also 
engage in joint research with colleagues in academe. Relationships be-
tween universities and industry are fed by the constant supply of new tal-
ent that universities send to industry. In some fi elds, such as engineering 
and chemistry, universities place the majority of their newly trained PhDs 
in industry. University faculty also are hired as con sul tants to industry, and 
faculty receive about 6 percent of their research funds from industry.51

The fl ow of knowledge is not a one- way street from academe to indus-
try. Faculty researchers with ties to fi rms report that their academic re-
search problems frequently or predominately are developed out of con-
sulting with industry.52 Moreover, much of the technology that affects the 
rate of scientifi c advance in the public sector is developed in industry.

Economics and Science

Economics not only shapes science. Economics also provides a framework 
for studying science. One can draw on economic concepts in thinking 
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about science and the research enterprise, such as that of the production 
function (which details the relationship between inputs and outputs) or 
the concept of public goods, as I have done above. One can also draw on 
the concept of economic effi ciency, which asks whether it is possible to 
reallocate resources devoted to research in such a way as to get “more.” It 
is not only a question of whether the amount invested is effi cient; it is also 
a question of whether the allocation of resources among projects is effi -
cient. The question also arises as to whether markets in science function 
effi ciently. By way of example, are there special quirks in the PhD training 
model that lead to training more scientists than can effectively be em-
ployed in research? Is the market for scientifi c equipment so highly con-
centrated that sellers have extraordinary market power?

Economics also provides a tool bag that helps in analyzing the relation-
ships between incentives and costs. It shares this tool bag with other fi elds. 
Certain concepts and approaches are especially key when studying science 
and scientists. Some are obvious, others less obvious. First, beware of at-
tributing causality from correlation. Second, if at all possible, think of the 
counterfactual. Without a counterfactual, it is not possible to assess the 
impact of a policy on outcomes. The fact, for example, that the research 
that led to the MRI and the atomic clock originated in academic settings 
does not prove that the two would not have been invented elsewhere. 
Third, evidence from natural experiments is more convincing than most 
other kinds of evidence because natural experiments minimize effects 
caused by selectivity.53 It is more powerful, for example, to see how pat-
enting affects follow- on research if some exogenous event occurs that lifts 
restrictions resulting from a patent that has already been in place. Fourth, 
data that allow one to follow a panel of individuals over time have a dis-
tinct advantage over cross- sectional data— collected from individuals at a 
moment in time— in that such data allow one to control for what can be 
thought of as “fi xed” effects— that is, individual characteristics that are 
unlikely to vary over time. The list could go on, but one gets the idea. The 
methodology underlying research fi ndings provides some guidance con-
cerning just how big the proverbial grain of salt should be.

The Focus of This Book

This book is primarily focused on the United States. This is the system that 
I know the most about, or to put it in economic terms, the area in which I 
have a comparative advantage. But the book is not exclusively about the 
United States. Comparisons are made with other countries, and alternative 
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approaches for providing incentives as well as supporting scientifi c re-
search are explored. Moreover, many of the underpinnings of science, such 
as the importance of priority and an interest in puzzle solving, transcend 
national borders. Science is also becoming increasingly international. A 
statistic frequently bandied about is that 50 percent of all the highly- cited 
PhD physicists in the world work in a different country than the one in 
which they  were born.54 Approximately 30 percent of papers published 
with one or more authors from a U.S. institution have as a minimum one 
international coauthor— more than double what it was 15 years ago.55 Part 
of the increase refl ects the fact that large- scale equipment is increasingly 
sponsored by a co ali tion of countries. Once again, money is a major factor. 
It is tricky in today’s world for only one country to commit to a billion- 
dollar- plus piece of equipment that will provide insights for all. Part of the 
increase refl ects the increased mobility of scientists and the widespread 
adoption of information technology that has dramatically changed the way 
in which scientists communicate with each other.

A fairly orthodox defi nition of science and engineering is employed in 
this book. To wit, the social sciences (including my discipline of econom-
ics) and psychology are not included in the analysis, despite the fact that 
the National Science Foundation includes these fi elds in its defi nition of 
science. This does not mean that the discussion is irrelevant to the social 
sciences. Many of the concepts developed  here are relevant to the social sci-
ences. By way of example, priority plays an important role in the social 
sciences as does the satisfaction derived from solving the puzzle. And re-
search in the social sciences can require a substantial amount of resources, 
although usually not at the level required in science and engineering.

The book is particularly focused on research. Chapters 2 and 3 address 
the incentives for doing research, and Chapters 4 and 5 address how re-
search is produced. Chapter 6 addresses how research is funded. In some 
of this discussion, the distinction is made between basic research and ap-
plied research. As used in this book, basic research refers to research di-
rected at furthering fundamental understanding; applied research is directed 
at solving practical problems. Increasingly, and particularly in certain 
fi elds, such as the biomedical sciences, the distinction is somewhat moot. 
Researchers can have the dual goal of advancing fundamental understand-
ing as well as solving practical problems. Donald Stokes referred to re-
search directed at these dual goals as falling into Pasteur’s Quadrant— in 
honor of Louis Pasteur and his research on bacteriology, which helped the 
wine and beer industry solve the problem of spoilage.56 It also led to a 
fundamental understanding of the role that bacteria play in disease and 
provided a strong impetus for the investment in public water and sewer 
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systems in the late nineteenth century— an investment that did more than 
anything  else in human history to increase life expectancy.

The Plan of the Book

The book begins with a discussion of the intrinsic rewards of doing sci-
ence. The enjoyment derived from puzzle solving, for example, is part of 
the reward of doing science. But scientists also strive for recognition. They 
are engaged in an enterprise that rewards the fi rst to communicate a fi nding, 
thereby establishing their priority of discovery. The functionality of the 
priority system is also explored in Chapter 2, both in terms of the incen-
tive to create and share new knowledge and in terms of the way priority 
solves what economists think of as the monitoring problem.

Science is often described as a winner- take- all contest, meaning that 
there are no rewards for being second or third. This is an extreme view. A 
more appropriate meta phor is to see science as following a tournament 
arrangement, much like those in tennis and golf. But science does share 
some characteristics of a winner- take-all contest— especially when it comes 
to in e qual ity. Productivity in science is highly skewed: approximately 6 
percent of scientists and engineers write 50 percent of all published arti-
cles. Chapter 2 examines the metrics for mea sur ing research productivity 
as well as the highly unequal distribution of scientifi c output.

The fi nancial rewards that accompany science include salary, royalties, 
and consulting fees as well as the considerable returns that a small number 
of scientists make from starting a company. These are examined in Chap-
ter 3. Included in the analysis is a discussion of the degree to which faculty 
salary varies across individuals, depending upon rank, type of institution 
(public versus private), and fi eld. The chapter also examines the degree to 
which salaries for researchers vary across countries and the implications 
this has for mobility of researchers.

Chapters 4 and 5 examine how research is produced. The focus of 
Chapter 4 is the people doing science and what they bring to the research 
enterprise. Chapter 5’s focus is on equipment, materials, and space for re-
search. The chapters examine not only the similarities in the way science is 
produced across disciplines but also the fact that no one model of produc-
tion fi ts all fi elds of science and engineering. For example, the fi elds of 
mathematics, chemistry, biology, high energy physics, engineering, and 
oceanography all share certain common characteristics in terms of produc-
tion. All require time and cognitive inputs. But in other dimensions there is 
considerable variability. A case in point is the way in which research is 
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or ga nized. Mathematicians and theoretical physicists rarely work in labs 
and often work alone, whereas most chemists, life scientists, engineers, 
and many experimental physicists collaborate on research, often working 
in labs. The chapter also examines how, in certain fi elds, research is or ga-
nized and defi ned by equipment, as in the case of astronomy and high en-
ergy experimental physics. In other fi elds, the equipment required to do 
research is often minimal, as is the case in certain areas of mathematics, 
chemistry, and fl uid physics.

Research costs money. An off- the- shelf mouse costs between $17 and 
$60; a postdoc can cost $40,000— more, when fringe benefi ts are included; 
a sequencer can cost $470,000; and a telescope can have a price tag in 
excess of a billion dollars. Chapter 6 examines public and private sources 
for supporting research and the mechanisms, such as peer  review, prizes, 
administrative allocations, and earmarks, used to distribute research funds. 
The chapter also explores the benefi ts and costs associated with different 
mechanisms. Peer review, for example, has a number of pluses. It provides 
freedom of intellectual inquiry and encourages scientists to remain pro-
ductive throughout their careers. It also promotes quality and the sharing 
of information. But peer review has its downside. The large amount of 
time required to apply for and administer grants diverts scientists from 
spending time doing research. The peer-review system also discourages 
risk taking. Failure is not rewarded.

Factors that play a role in determining who becomes a scientist or engi-
neer are explored in Chapter 7. It is not all for “the love of knowledge,” as 
some would suggest. The amount and availability of fellowship money 
infl uences the number of individuals choosing careers in science and engi-
neering; high salaries in other fi elds, such as law and business, can discour-
age individuals from choosing careers in science and engineering. Pyramid 
schemes are not limited to Wall Street or to salesmen— they exist in sci-
ence, especially in the biomedical sciences, where faculty persist in recruit-
ing graduate students and postdocs to work in their labs despite strong 
evidence that a suffi cient number of research jobs for those in training do 
not exist.

The foreign born play a substantial role in science and engineering today 
in almost every Western country. They are the focus of Chapter 8. Given the 
particularly large role that the foreign born play in the United States— 
where 44 percent of all PhDs in science and engineering are awarded to 
temporary residents, almost 60 percent of postdocs are temporary resi-
dents, and 35 percent of faculty  were born outside the United States— the 
chapter primarily examines the foreign born in the United States. Once 
again, we see the important role that economics plays in determining who 
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comes to study and who chooses to stay. We also see evidence that in-
creased numbers of foreign born depress salaries, especially salaries of 
postdocs, and thereby may discourage U.S. citizens from choosing careers 
in science and engineering.

Chapter 9 explores further the relationship between science and eco-
nomic growth introduced earlier. It also explores ways in which scientifi c 
knowledge diffuses between the public sector and the private sector.

Economics is not only about incentives and costs. It is also about the 
allocation of resources across competing wants and needs— or to use the 
jargon of the profession— economics is also about whether resources are 
allocated effi ciently. The fi nal chapter discusses issues of effi ciency, and, 
where the evidence is suffi ciently convincing, possible actions that could 
make the public research system— particularly in the United States— more 
effective. Where evidence is insuffi cient, I, in the tradition of other research-
ers, encourage further research.



c h a p t e r  t w o

Puzzles and Priority

Ask almost any scientist what led him or her to become a scientist and 
the answer will be an interest in solving puzzles. The interest in puz-

zles persists throughout their career. It is not only the “hook” that attracts 
people to science, but it is also a key intrinsic reward for doing science. 
“The prize,” to quote the Nobel- Prize winning physicist Richard Feynman, 
“is the plea sure of fi nding the thing out, the kick in the discovery.”1

Scientists are not only motivated to do science by an interest in solving 
puzzles; they also are motivated by the recognition awarded to being fi rst 
to communicate a discovery. The distinction between puzzles and recogni-
tion is that the satisfaction derived from puzzle solving occurs while doing 
the research; recognition comes from being the fi rst to solve a par tic u lar 
puzzle and to communicate the fi ndings to colleagues.

The rewards to a career in science also include money. Denials to the 
contrary, scientists take some interest in fi nancial rewards. Although they 
do not choose careers in science with an eye to maximizing their income, 
they are not immune to the allure of monetary rewards. Such rewards 
come in a variety of forms, such as higher salaries, supplements associated 
with an endowed chair, royalties from patents, stock in start- up compa-
nies, and bonuses for receiving a grant. It is not just that money provides 
for greater material well- being; money is also a symbol of status.

This and the next chapter focus on the rewards to doing science. The dis-
cussion begins with the importance of puzzles and recognition. It continues 
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in Chapter 3 looking at the role that money plays in science— not as a 
means to solve puzzles or to earn reputation (I do that in Chapter 6), but 
as an end in itself, a component of the extrinsic rewards that individuals 
receive from doing science.

Puzzles

The phi los o pher of science Thomas Kuhn describes normal science as a 
puzzle- solving activity. According to Kuhn, a primary motivation for en-
gaging in normal science is an interest in solving the puzzle. Even though 
the outcome can be anticipated, the fascination with research is that “the 
way to achieve that outcome remains very much in doubt. Bringing a nor-
mal research problem to a conclusion is achieving the anticipated in a new 
way, and it requires the solution of all sorts of complex instrumental, con-
ceptual, and mathematical puzzles. The man who succeeds proves himself 
to be an expert puzzle- solver, and the challenge of the puzzle is an impor-
tant part of what usually drives him on.”2

Warren Hagstrom, an early sociologist of science, picked up on the puzzle 
theme, noting that “research is in many ways a kind of game, a puzzle- 
solving operation in which the solution of the puzzle is its own reward.”3 
The phi los o pher of science David Hull describes scientists as innately curi-
ous and suggests that science is “play behavior carried to adulthood.”4 He 
goes on to say, “The wow- feeling of discovery, whether it turns out to be 
veridical or not, is exhilarating. Like orgasm, it is something anyone who 
has experienced it wants to experience again— as often as possible.”5 The 
Nobel laureate Joshua Lederberg concurs with Hull, but sees the puzzle as 
too tepid an analogy: “But puzzle just  doesn’t capture the orgastic element 
of real discovery. As they say, if you  haven’t experienced it you  can’t convey 
it in words.”6

The molecular biologist (and 1993 Nobel laureate) Richard J. Roberts 
recounts how it was his interest in puzzle solving that led him to a career in 
science. While Roberts was in elementary school, his headmaster encouraged 
his interest in math and provided him with problems and puzzles to solve. 
This led Roberts to want to be a detective, where “they paid you to solve 
puzzles.” His ambition quickly changed when he received the present of a 
chemistry set and learned that science was full of puzzle- solving opportu-
nities.7 Jack Kilby, one of the inventors of the integrated circuit, is said to 
have fallen in love with the creative pro cess of discovery. “I discovered the 
pure joy of inventing.”8 “The joy of discovery” is biochemist Steve Mc-
Knight’s answer to “why we choose to be scientists.”9
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Puzzle solving not only provides satisfaction. Puzzles are addictive. To 
quote Richard Feynman again, “Once I get on a puzzle, I  can’t get off.”10

The satisfaction derived from puzzle solving is a fi rst cousin to the “aha” 
moment associated with discovery that some scientists describe.11 The bio-
physicist Don Ingber recounts such a moment when, as an undergraduate 
at Yale, he saw students walking around campus “holding sculptures that 
 were made out of cardboard that looked like jewels,” but also “looked very 
much like viruses to me in my textbooks.”12 The association led Ingber to 
enroll in a class where “tensegrity” was demonstrated— the word used to 
describe how the sculptor Kenneth Snelson used taut wires and stiff poles 
to make strong yet fl exible monuments. In an interview, Ingber recounts 
how this experience changed the course of his professional life. The time 
was the late 1970s and researchers had just begun to publish papers de-
scribing how cells are held up by an internal scaffolding. Upon seeing the 
demonstration of tensegrity, Ingber reports, “I immediately thought: ‘Oh, 
so cells must be tensegrity structures.’ ”13

Evidence concerning the importance of puzzles is more than anecdotal. 
Data collected by the National Science Foundation in the Survey of Doc-
torate Recipients (SDR) provide empirical support for the importance of 
the puzzle both as a motivating force and as a reward for doing research. 
When scientists  were asked to score the importance of a number of job 
factors, they consistently gave the highest scores to intellectual challenge 
and in de pen dence. Not only do they see challenge as a key motivation for 
doing science, they also see the intellectual challenge as a reward. In the 
same survey, scientists working in academe reported that, among fi ve job 
attributes, they  were most satisfi ed with the intellectual challenge they 
received from their job as well as their ability to be in de pen dent on the 
job.14

Recognition

Many of life’s tastes are acquired. Science is no exception. The 18- year- old 
physics major may have given little thought to the importance and kudos 
attached to publishing an article in Science or Physical Review Letters. But 
she quickly learns to value such a feat by seeing the importance others at-
tach to the recognition that accompanies it and the way such recognition 
can be leveraged into resources for research. In this respect, scientists are 
no different from other human beings. “The pursuit of reputation in the 
eyes of others,” according to phi los o pher and psychologist Rom Harré, 
“is the overriding preoccupation of human life.”15 “Give me enough rib-
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bon,” Napoleon reportedly said, “and I can conquer the world.”16 It is the 
form of recognition, not the interest in recognition, that varies from fi eld 
to fi eld.

Recognition is key in science, not only as an end in itself but also as a 
means for acquiring the resources to continue to engage in puzzle- solving 
activity.  Here the focus is on recognition as an end in itself. Chapter 6 ex-
amines the importance that reputation plays in acquiring resources.

Reputation is built in science by being the fi rst to communicate a fi nd-
ing— by establishing what the sociologist of science Robert Merton refers 
to as the priority of discovery. Merton further argues that the interest in 
priority and the intellectual property rights awarded to the scientist who is 
fi rst are not a new phenomenon but have been an overriding characteristic 
of science for at least three hundred years.17 Newton took extreme mea-
sures to establish that he, not Leibniz, was the inventor of the calculus.18 
Darwin was only convinced to publish On the Origin of Species when he 
realized that Wallace had reached similar conclusions and would be awarded 
priority of the discovery if he, Darwin, did not publish fi rst. The importance 
of being fi rst even made it into the vernacular in the 1950s Tom Lehrer song 
concerning a Rus sian mathematician— inspired by the nineteenth- century 
mathematician Nikolai Ivanovich Lobachevsky:

And then I write
By morning, night,
And afternoon,
And pretty soon
My name in Dnepropetrovsk is cursed,
When he fi nds out I publish fi rst!19

The interest in priority— and the knowledge within the scientifi c com-
munity that certain research questions are of par tic u lar importance— can 
lead to discoveries being made multiple times— as in the case of the cal-
culus and natural selection, as already noted. In a speech delivered at the 
conference commemorating the 400th anniversary of the birth of Francis 
Bacon, Merton detailed the prevalence of what he called “multiples” in 
scientifi c discovery, giving, by way of example, twenty lists of multiples, 
compiled in de pen dently by various authors between 1828 and 1922. 
Moreover, Merton was quick to point out that the absence of a multiple 
does not mean that a multiple was not in the making at the time the dis-
covery was made public. This is a classic case of censored data, where 
scooped scientists abandon their research after someone  else is awarded 
the priority.20
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Despite the censoring problem, examples of multiples abound. Hyper-
bolic geometry is a case in point, where the multiple involved is Lehrer’s 
own Nikolai Ivanovich Lobachevsky (1830) and János Bolyai (1832). RSA, 
an algorithm for a public- key cryptosystem and the algorithm of choice 
for encrypting Internet credit- card transactions, was published in 1977 by 
Ron Rivest, Adi Shamir, and Leonard Adleman (hence the name RSA).21 
But Clifford Cocks, a mathematician working for the British intelligence 
agency GCHQ, described an equivalent methodology in a 1973 document 
that, due to its top- secret classifi cation, was not revealed until 1997. Nano-
tubes provide another example: in 1993, Donald S. Bethune and his group 
at IBM and Sumio Iijima and his group at NEC in de pen dently discovered 
single- wall carbon nanotubes and methods to produce them using transition- 
metal catalysts.

Transgenic mice provide yet another classic example of a multiple: in the 
early 1980s, fi ve in de pen dent teams published articles regarding the develop-
ment of transgenic mice. In a remarkably short interval of time, the fi ve teams 
described how the injection of foreign DNA (a so- called transgene) into 
mouse eggs, which  were then transplanted into female mice, led to the incor-
poration of the genes into the offspring, creating a “transgenic” mouse.22

A necessary condition for establishing priority of discovery is to report 
one’s research fi ndings to the scientifi c community, usually through publi-
cation in a journal.23 Indeed, the only way in which a discovery in science 
can be attributed to the scientist— and hence become the property of the 
scientist— is by publicly making the fi ndings available. Later in this chap-
ter we will return to properties of a reward system that is based on the 
premise of “making it yours by giving it away.”

Fast turnaround can be important in establishing priority and building 
reputation. It is not unknown for scientists to write and submit an article 
the same day. Neither is it unknown to negotiate with the editor of a presti-
gious journal the timing of a publication or the addition of a “note added” 
so that work completed between the time of submission and publication 
can be reported, thus making the claim to priority all that more convinc-
ing.24 Science, a leading if not the leading multidisciplinary journal in sci-
ence, has the explicit policy of asking referees to return their reviews within 
seven days of receipt of the manuscript. Online publication has gained in 
popularity in recent years precisely because of the speed with which arti-
cles can be published. Applied Physics Express (APEX) promises, for ex-
ample, rapid publication, with the online version appearing in the “record- 
shortest 15 days after submission.”25 The IEEE Engineering in Medicine 
and Biology Society recently announced T-BME Letters, promising two 
months from submission to publication.
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The importance that scientists attach to establishing priority can be in-
ferred by a variety of social conventions and practices in science. It is not 
unknown for scientists to argue about the order in which they appear on a 
program. Two issues are at stake: not wanting to be scooped and the pres-
tige associated with being listed fi rst. Scientists worry about the conse-
quences of sharing data. The 2003 Nobel Laureate for Chemistry, Peter 
Agre, reports that he “lay awake at night worrying that my openness would 
cause us to be scooped.”26 Others take extreme mea sures to keep competi-
tors at bay. Scientists have been known, for example, to collect class notes 
from students in an effort to stave off the competition or, in the case of 
mathematicians, to leave out a key point of a proof. In the two papers Paul 
Chu and Maw- Kuen Wu submitted to Physical Review Letters, describing 
their discovery of superconductivity above 77 Kelvin, the symbol Yb (ytter-
bium) was substituted for Y (yttrium). Chu claimed this was a “typographi-
cal error.” Others claimed it was a deliberate effort on Chu’s part to throw 
off the competition. Chu corrected the proofs in the fi nal days that correc-
tions could be made to the manuscript.27

Confl icts regarding the selection of Nobel Prize recipients provide an-
other indication of the importance attached to priority and reputation. In 
2003, the inventor Raymond Damadian, who was excluded from the list 
of winners for the invention of the MRI, took out full- page ads in the Wall 
Street Journal and the New York Times (with the banner “The Shameful 
Wrong That Must Be Righted”) to protest his exclusion from the winners’ 
circle. Money could not have been the issue— the ads cost far more than 
his share of the prize would have amounted to. The issue was reputation.28 
In 2008, considerable concern was expressed when Robert Gallo was 
excluded from the list of winners for identifying the HIV virus. No one 
contested that Francoise Barré- Sinoussi and Luc Montagnier  were prize-
worthy, but surprise was expressed that the third name on the prize was 
the German virologist Harald Zur Hausen rather than Robert Gallo. Gal-
lo’s public disappointment over being excluded was restrained.29 But such 
was not the case with Jean- Claude Chermann who, rather than accepting 
the invitation of his former French colleagues to accompany them to Stock-
holm, invited journalists to lunch in order to explain why he should have 
shared the prize.30

Researchers can also manipulate where they stand in a hierarchy of 
prestige. By way of example, the Social Science Research Network (SSRN) 
website routinely generates a list of the top 10 downloaded papers by 
fi eld. A recent study shows that individuals game the system, download-
ing their own papers when they are “close” to being in the top 10 or in 
danger of losing their top 10 status.31 Whether this practice occurs in the 
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natural sciences and engineering as well has not, to my knowledge, been 
studied.

Scientists can overstate the role they play in a discovery with an eye to 
augmenting their reputation. By way of example, a prominent engineer who 
had hosted a visiting scholar added his own name to an article that reported 
research done by the visiting scholar and a student in the engineer’s lab 
when he realized the importance of the work and the attention that the re-
search would garner. He subsequently gave interviews to the press that 
mentioned the visitor only in passing. Such honorary authorship is not un-
common but diffi cult to verify.32

Not all discoveries are equal. A common way to mea sure the impor-
tance of a scientist’s contribution is to count the number of citations to an 
article or the number of citations to the entire body of work of an investi-
gator. This used to be a laborious pro cess, but changes in technology, as 
well as the incentives to create new products such as Google Scholar and 
SCOPUS, have meant that researchers, and those who evaluate them, can 
quickly (and sometimes erroneously) count citations to their work and thus 
judge where they stand relative to their peers.33

The growing obsession with mea sures and rankings has led to the creation 
of a variety of bibliometric indices and products. For example, Thomson 
Reuters, the company behind the large bibliometric database “Thomson 
Reuters Web of Knowledge” (formerly known as ISI Web of Science) mar-
kets a product that ranks scientists within a fi eld in terms of citations. Scien-
tists, their departments, or any other party that wants to know can use the 
Web of Knowledge to create a “Citation Report” for an individual or a 
group of individuals.

In 2005, Jorge Hirsch, a physicist at the University of California– San 
Diego, proposed the h- index to mea sure the productivity and impact of a 
scientist’s research. The index became an instant success. Now, with only 
the click of a mouse, scientists can get one number that (supposedly) sum-
marizes their productivity and the impact that their work has had. To be 
more precise, the h- index depends upon the number of papers published 
and the number of citations each paper has received. When papers are 
 arrayed from the most highly cited to the least highly cited, the h- index mea-
sures the number of papers that have h or more citations. Thus, for example, 
if a scientist has authored 50 papers and 25 of them have 25 or more cita-
tions, she has an h- index of 25. A scientist who has published 35 papers, 
30 of which have 30 or more citations has an h- index of 30.34 In his 
original article, Hirsch suggested that an h value of about 10 to 12 might 
warrant tenure for a physicist; a value of 18, promotion to professor.35 
Despite its numerous limitations— the mea sure is sensitive to career 
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stage, heavily discounts “blockbuster” articles, and can only increase 
with experience— the h-index enjoys considerable popularity. It is not 
unusual for scientists to list their h- index in their biography or on their 
webpage.36

Forms of Recognition

The recognition that the scientifi c community bestows on priority has var-
ied forms, depending on the importance the scientifi c community attaches 
to the discovery. Heading the list is eponymy, the practice of attaching the 
name of the scientist to the discovery. The hunt for the Higgs particle, for 
example, is much in the news these days with the completion of the Large 
Hadron Collider (LHC) at CERN and the associated four detectors. The 
particle is named for the Scottish physicist Peter Higgs, who was the fi rst 
to predict its existence (in 1964) as part of a theory that explains why fun-
damental particles have mass.37 Many other examples of eponymy exist: 
Haley’s comet, Planck’s constant, Hodgkin’s disease, the Kelvin scale, the 
Copernican system, Boyle’s law, the RSA algorithm, to name but a few.38

Recognition also comes in the form of prizes— sometimes for a par tic u-
lar discovery, in other instances in recognition of a scientist’s life work.39 
Among prizes, the Nobel is the best known, carry ing the most prestige and 
a large— although not the largest— purse of approximately $1.3 million. But 
hundreds of other prizes exist, a handful of which have purses of $500,000 
or more, such as the Lemelson- MIT Prize with an award of $500,000, the 
Crafoord Prize ($500,000), the Albany Medical Center Prize ($500,000), 
the Shaw Prize ($1 million), the Spinoza Prize (1.5 million euros), the 
Kyoto Prize ($460,000), and the Louis- Jeantet Prize (700,000 CHF), to 
name but a sampling. In some instances, the money that accompanies the 
prize is to support the winner’s lab; in most instances, the award is given 
directly to the recipient.40 How they choose to spend it is often a point of 
interest.

The number of prizes has grown in recent years. Zuckerman estimates 
that approximately 3,000 prizes in the sciences  were available in North 
America alone in the early 1990s, fi ve times the number awarded twenty 
years earlier (a rate of growth that outpaced growth in the number of sci-
entists by a factor of two).41 Although no systematic study of scientifi c 
prizes has been conducted since, anecdotal evidence suggests that the num-
ber continues to grow. Science regularly features recent recipients of prizes, 
many of which are awarded by companies and newly established founda-
tions, and often have purses in excess of $250,000. Several very large 
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prizes have been established recently. These include the Peter Gruber Ge-
ne tics Prize, fi rst awarded in 2000, with a value of $250,000; the Abel 
Prize in Mathematics, created in 2002 by the Norwegian government, 
with a monetary award of approximately $920,000; the Shaw prizes, 
referred to as the Asian Nobels, with a $1 million purse for each 
awardee, fi rst awarded in 2004; the Kavli Foundation Award with a 
purse of $1 million, which was started in 2008; Joel Greenblatt and Rob-
ert Goldstein’s Gotham Prize with a $1 million purse, fi rst awarded in 2008; 
and the Frontiers of Knowledge Award, bestowed for the fi rst time in 
2009, with a monetary value of approximately $530,000 for each of eight 
prizes.

Not all prizes are large, and the size of the purse does not necessarily 
refl ect the prestige associated with the prize. The Fields Medal, the closest 
equivalent to the Nobel Prize in mathematics, awarded only every four 
years, carries the nominal purse of around $15,000.42 The Lasker Prizes in 
Basic Medical Research and Clinical Medical Research have a $50,000 
monetary award, but are highly prestigious, having been awarded to seventy- 
fi ve individuals who subsequently have gone on to win the Nobel Prize in 
physiology or medicine. Some prizes, especially targeted to young investiga-
tors, are in the $20,000 to $25,000 range. There is, for example, a Lemelson- 
MIT Student Prize with a monetary value of $30,000. In some instances, 
such as the Eppendorf and Science Prize for Neurobiology, the award in-
volves not only a monetary reward ($25,000) but also the publication of 
the winner’s article in Science.

Prizes are a two- way street. They bestow honor (and money) on the 
recipient; in return, the awarding group receives prestige through asso-
ciation with the distinguished recipients. It is not an accident that the 
Gairdner Foundation points out that 70 of its 288 awardees have gone 
on to win the Nobel Prize, that the Passano Foundation has a link on its 
webpage showing Passano scientists who have also won the Nobel Prize. 
The Lasker Prizes have a similar glow from association with the Nobel 
Prize.

Nor is it a surprise that in recent years many companies have created 
prizes. By way of example, Johnson & Johnson established the Dr. Paul 
Janssen Award for Biomedical Research in 2005 with a purse of $100,000; 
General Electric partnered with Science to create the Prize for Young Life 
Scientists in 1995 ($25,000); General Motors established the General Mo-
tors Cancer Research Prize ($250,000); and AstraZeneca created the Excel-
lence in Chemistry award. The L’Oréal Foundation, whose parent company, 
L’Oréal, manufactures cosmetics for women, teamed up with UNESCO to 
make fi ve awards “For Women in Science” annually.43
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Other forms of recognition exist. Many countries, for example, have 
societies to which the luminaries are elected: the National Academies of 
Science, Engineering, and Medicine in the United States,44 the Royal So-
ciety in En gland, the Académie des Sciences in France, and the Japan 
Academy. Membership in such societies is highly valued, and the invita-
tion to join is rarely declined. Thus, eyebrows  were raised in 2008 when 
Nancy Jenkins turned down the invitation to join the National Academy 
of Sciences.45

The Functional Nature of the Priority- Based 
Reward System

As noted in Chapter 1, scientifi c research has properties of what econo-
mists call a public good. Once it is made public, others cannot easily be 
excluded from its use.46 It is also nonrivalrous in the sense that knowledge 
is not diminished with use and thus the cost of another user approaches 
zero. The market has special problems producing goods with such charac-
teristics. Nonexcludability provides incentives for individuals to free  ride, 
limiting the benefi ts the producer will receive if the good is provided and 
thus discouraging production. The fact that the cost of another user ap-
proaches zero means that an effi cient price is zero. Clearly, the market can-
not provide incentives at such a price to produce the good.

From an economist’s point of view, an exceedingly appealing attribute 
of a reward system that is priority based is that it offers non- market- based 
incentives for the production of the public good “knowledge.” Scientists 
are motivated to do research by a desire to establish priority of discovery.47 
But the only way that this can be done— that a scientist can establish own-
ership of an idea— is by giving the idea away. Thus, priority is another form 
of property rights, just as a patent is a form of property rights or a lease is 
a form of property rights. The interest in priority motivates scientists to 
produce and share knowledge in a timely fashion.

Merton deserves the priority for making the connection, doing so in the 
inaugural lecture of the George Sarton Leerstoel at the University of Ghent, 
October 28, 1986, which was published two years later in Isis. He de-
scribes the public nature of science, writing that “a fund of knowledge is 
not diminished through exceedingly intensive use by members of the scien-
tifi c collectivity— indeed, it is presumably augmented . . .”48 Merton not 
only recognized the public nature of science but went on to argue that the 
reward structure of priority in science functions to make the public good 
private: “I propose the seeming paradox that in science, private property is 
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established by having its substance freely given to others who might want 
to make use of it.” He continues, “Only when scientists have published 
their work and made it generally accessible, preferably in the public print 
of articles, monographs, and books that enter the archives, does it become 
legitimately established as more or less securely theirs.”49

There are other socially desirable attributes of a reward system that is 
priority based. One relates to the monitoring of scientifi c effort. Economists 
have long been concerned about effi cient ways to compensate individuals in 
jobs where monitoring is diffi cult. Science is a classic case: “Since effort can-
not in general be monitored, reward cannot be based upon it. So a scientist 
is rewarded not for effort, but for achievement.”50 Priority also means that 
shirking is rarely an issue in science. The knowledge that multiple discover-
ies are commonplace makes scientists exert considerable effort.

The priority- based reward system also provides scientists the reassur-
ance that they have the capacity for original thought and encourages scien-
tists to acknowledge the roots of their own ideas, thereby reinforcing the 
social pro cess.51 Reputation also serves as a signal of “trustworthiness” to 
scientists wishing to use the fi ndings of another in their own research with-
out incurring the cost of reproducing and checking the results.

Priority also discourages plagiarism and fraud and helps to build con-
sensus in science because the establishment of priority requires the sharing 
of information and evaluation by one’s peers.52 This is furthered by the 
small- world nature of scientifi c networks. The high degree of clustering 
characteristic of small worlds fosters monitoring, while the low degree of 
separation (estimated to be between fi ve and seven) promotes the diffusion 
of scientifi c fi ndings.53

Notwithstanding the public airing of scientifi c knowledge, fraud and 
misconduct do occur in science.54 In recent years, there have been several 
high- profi le cases involving misconduct and fraud. In the mid- 2000s, Woo 
Suk Hwang, who claimed to have created human embryonic stem cells by 
cloning, was found to have fabricated data.55 In 2010, Elizabeth Goodwin, 
an associate professor of ge ne tics and medical ge ne tics at the University 
of Wisconsin– Madison, was found to have falsifi ed and fabricated data in 
grant applications.56 The same year, Marc Hauser, a primate researcher at 
Harvard University, was found “solely responsible, after a thorough inves-
tigation by a faculty member investigating committee, for eight instances 
of scientifi c misconduct under FAS standards.”57 Later the same year, 
Mount Sinai School of Medicine fi red two postdoctoral fellows working 
in the lab of Savio Woo for research misconduct. The university cleared 
Woo of any wrongdoing; four papers  were retracted.58 Earlier in the de-
cade, many of the fi ndings of Jan Hendrik Schön, a physicist working at 
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Bell Labs, regarding organic transistors  were found to be fabricated. A 
number of papers (eight in the journal Science, seven in Nature, and six in 
Physical Review),  were retracted. At the time, Schön was averaging one 
research paper every eight days.59

Economics provides some insight regarding who engages in fraud and 
the type of fraud most likely to be caught. Models predict, for example, 
that fraud is more likely to be caught in the case of radical research, such 
as that put forward by Woo Suk Hwang and Jan Hendrik Schön, but that 
fraud is more common in incremental research.60 Economics, however, can 
only go so far. One is still left with the question of why a high- profi le re-
searcher would engage in fraudulent research of a radical nature that has 
a high probability of being scrutinized. One suspects that such behavior is 
irrational at its core and perpetrated by researchers who either seek to 
gratify their ego by making unsubstantiated claims or by researchers who 
are suffi ciently irrational to drastically underestimate the probability of 
detection.61

One should not overstate the propensity of scientists to give all their 
discoveries freely away: scientists can have their cake and eat it, too— 
selectively publishing research fi ndings while monopolizing other elements 
with the hope of realizing future returns. The legal scholar Rebecca Eisen-
berg argues that such behavior is more common among academic scien-
tists than one might initially think because they can publish results and at 
the same time keep certain aspects of their research private by withholding 
data, failing to make strains available upon request, or restricting the ex-
change of research animals such as mice.62 If such  were the case in 1987, 
when Eisenberg made the argument, it would appear to be even more the 
case today, as academic scientists increasingly engage in patenting (see 
Chapter 3), which can restrict others from use of their research.63

A case in point is the “mouse that roared”— the OncoMouse— a trans-
genic mouse that carried specifi c cancer- promoting genes and opened up 
new areas for cancer research. The mouse, engineered by the Harvard scien-
tist Philip Leder, was patented by the university in 1988 and then licensed 
exclusively to DuPont. DuPont took an aggressive stance regarding its pat-
ent rights, initiating “reach through” rights; this meant that DuPont owned 
a percentage share in any sales or proceeds from a product or pro cess de-
veloped using the mouse, even if the mouse  were not incorporated into the 
end product.64 The research community was outraged; under National 
Institutes of Health (NIH) auspices in 1999, a memorandum of under-
standing (MOU) was signed allowing nonprofi t researchers access to the 
OncoMouse, the only requirements being a material transfer agreement 
and a license.65
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A clever piece of detective work on the part of Fiona Murray and her 
colleagues suggests that DuPont’s practices had a chilling effect on related 
research. The study involves looking at what happened to citations to mouse 
articles before and after the NIH- issued MOU. Their research suggests that 
loosening property rights increases related research. They found that cita-
tions to OncoMouse research papers increased by 21 percent after the 
MOU was issued.66 This fi nding is consistent with an earlier fi nding of Mur-
ray and her coauthor Scott Stern that knowledge that is embodied in both 
papers and patents— what are called patent- paper pairs— is cited less fre-
quently once the patent has been issued.67

Litigation of patents is costly, which means that patent rights are not 
always enforceable and scientists are known to work around patents. But 
access to the research materials of others, such as cell lines, reagents, and 
antigens, depends upon the direct cooperation of one’s colleagues— and 
 here there is evidence that scientists have their cake and eat it too with 
some regularity. A survey of bioscientists regarding their experiences re-
lated to the sharing of materials fi nds that access is largely unaffected by 
patents. But access to the research materials of others is restricted: 19 per-
cent of the material requests made by the sample  were denied. Competition 
among researchers played a major role in refusal, as did the cost of provid-
ing the material. Whether the material in question was a drug or whether 
the potential supplier had a history of commercial activity  were also rele-
vant factors in refusal.68

The ability to keep certain fi ndings and material for oneself (and one’s 
students) is facilitated by the fact that publication is not synonymous with 
replicability. It is also facilitated by the fact that certain kinds of knowl-
edge, especially knowledge that relates to techniques, can only be trans-
ferred at considerable cost. This is partly due to the fact that their tacit na-
ture makes it diffi cult, if not impossible, to communicate in a written form. 
This “sticky” nature of tacit knowledge means that face- to- face contact is 
required for transmission.69 It is one reason, as we will see in Chapter 9, why 
innovations are clustered in certain geographic areas, such as Silicon Val-
ley. The tacit nature of knowledge also makes the location of where a sci-
entist trains important: one cannot simply learn new techniques through 
reading published (codifi ed) knowledge or by attendance at conferences. 
One must have hands- on experience to learn how to implement new tech-
niques and use new instruments. Location is important.

Transgenic mice are a case in point. It is said that one needed “magic 
hands” to create such mice. Leder’s lab at Harvard had not pioneered 
transgenic methods and had no such set of hands, but got them when 
Timothy Stewart (who had been a member of one of the fi ve successful 
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teams in early transgenic mouse developments) came to do a postdoc in 
Leder’s lab.70 With Stewart’s expertise, Leder’s group created a viable 
mouse that carried a myc oncogene and therefore had a predisposition for 
cancer. It is no surprise that during this time the director of one lab with 
transgenic expertise experienced “an uptick in applications from people 
wanting to do post docs and learn the methods so they could take them 
elsewhere and gain fame and fortune.”71 Yes indeed— fame and fortune 
play a role.

The Nature of Scientifi c Contests

Science is sometimes described as a winner- take- all contest, meaning that 
there are no rewards for being second or third. This is an extreme view of 
the nature of scientifi c contests. Even those who describe scientifi c contests 
in such a way note that it is a somewhat inaccurate description, given that 
replication and verifi cation have social value and are common in science. 
It is also inaccurate to the extent that it suggests that only a handful of 
contests exist. Yes, some contests are seen as world class, such as identifi -
cation of the Higgs particle or the development of high  temperature super-
conductors. But many other contests have multiple parts, and the number 
of such contests may be increasing. By way of example, for many years it 
was thought that there would be “one” cure for cancer, but it is now real-
ized that cancer takes multiple forms and that multiple approaches are 
needed to provide a cure. There won’t be one winner— there will be many.

A more realistic meta phor is to see science as following a tournament 
arrangement, much like those in tennis and golf, where the losers get some 
rewards as well. This keeps individuals in the game, raises their skills, and 
enhances their chance of winning a future tournament. A similar type of 
competition exists in science. Dr. X is passed over for the Lasker Prize, 
but her work is suffi ciently distinguished that she is invited to give named 
lectures, consistently receives support for her research, and is awarded an 
honorary degree from her alma mater. Dr. Y’s lab is not the fi rst to make 
a discovery, but Y’s lab develops an instrument that contributes to break-
throughs made by others, and he is credited with contributing to these 
discoveries.

Once one thinks of science in tournament terms, numerous analogies 
come to mind. First, there are classes of tournaments— or, more generally, 
tournaments are divided into leagues. Not every golfer plays in the Profes-
sional Golf Association (PGA); some play in regional tournaments, others 
in more local tournaments. Or, to use a baseball analogy, not everyone 
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plays in the major leagues.72 Some researchers have the skill and good 
fortune to compete at the top, training and working at top research uni-
versities. Others, with perhaps less skill and good fortune, play in regional 
tournaments. They attend lower- ranked graduate programs, become post-
doctoral fellows in less prestigious labs, and end up working in less presti-
gious universities. Occasionally, they are called to the major leagues. There 
is some mobility in science, but it is not that common. Sometimes those 
in the minor leagues make a discovery that is declared a home run by 
their peers. An interesting topic for future research is the career conse-
quences enjoyed by regional players who achieve national and interna-
tional attention.

Second, there are niches of tournaments such as tournaments for indi-
viduals younger than 35, or tournaments for individuals working in a 
special area. The NIH study sections are but one example of such “niche” 
tournaments.73 Third, and related, funding for science does not follow a 
winner- take- all model but rather a tournament model with multiple win-
ners. Panels at the National Science Foundation (NSF) make multiple 
awards to multiple principal investigators, even though the panel may view 
one proposal to be by far the best. In a similar manner, NIH study sections 
recommend multiple R01 awards (the bread- and- butter research grant in 
the biomedical sciences) to support research— not just one.74

The tournament nature of the reward system in science amplifi es small 
differences in the underlying distribution of talent into much larger differ-
ences in recognition and economic rewards. Of the many who receive de-
grees in science and engineering, some win in the minors, some in the ma-
jors. The accoutrements of success involve in de pen dence in research, tenure, 
a named chair, reputation, awards. But some lose in the sense that they 
cannot fi nd a position that enables them to play in any tournament. They 
drop out of science, following careers (or noncareers) in other areas, or 
work in the lab of a se nior scientist who receives most of the glory and fi -
nancial remuneration.75

Just such a person received considerable attention at the time the 2008 
Nobel Prize was awarded in chemistry (to Osamu Shimomura, Martin 
Chalfi e, and Roger Tsien) for the “discovery and development of the green 
fl uorescent protein, GFP.”76 GFP, used as a tagging tool in research, allows 
scientists to watch pro cesses involved in cancer, neural development, and 
more.

As is often the case, a fourth person, Douglas Prasher, was involved in 
the discovery. But in this case, the fourth person had left science and was 
driving a courtesy shuttle at the time the prize was awarded. He took the 
$8.50- an- hour job after a year of unemployment following the loss of a 
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research position on a NASA- funded life science project. But it was Prasher 
who had cloned GFP, when hardly anyone understood its potential, and 
who had given it to Chalfi e and Tsien when he realized that he might be 
leaving the fi eld of bioluminescence. Tsien attributes Prasher as having 
played “a very important role.” And, as Chalfi e stated in numerous media 
reports, “They  could’ve given the prize to Douglas and the other two and 
left me out.” They did not, of course. Prasher became a face (the poster 
child?) for the ineffi ciencies that scientifi c tournaments can produce.

In e qual ity

A defi ning characteristic of contests that have winner- take- all characteristics— 
such as those that exist in science— is extreme in e qual ity in the allocation 
of rewards. Science, also, has extreme in e qual ity with regard to scientifi c 
productivity and the awarding of priority. One mea sure of this is the 
highly skewed nature of publications, fi rst observed by Alfred Lotka after 
analyzing the publications of chemists listed in Chemical Abstracts for 
1907– 1916 and the contribution of physicists compiled by Felix Auerbach 
in 1910.77 The distribution that Lotka found showed that approximately 6 
percent of publishing scientists produce half of all papers. Lotka’s “law” 
has since been found to fi t data from several different disciplines and vary-
ing periods of time.78

In e qual ity in scientifi c productivity could be explained by differences 
among scientists in their ability and motivation to do creative research (to 
have the “right stuff”). But scientifi c productivity is not only characterized 
by extreme in e qual ity at a point in time; it is also characterized by increas-
ing in e qual ity over the careers of a cohort of scientists, suggesting a casual 
pro cess of state dependence, whereby current productivity— as mea sured 
by publications— relates to past success.79

There are several reasons that current productivity could be state depen-
dent. First, the amount of recognition a scientist gets for a piece of work 
may be dependent upon the scientist’s prestige. Merton christened this ex-
planation the Matthew Effect, defi ning it as “the accruing of greater incre-
ments of recognition for par tic u lar scientifi c contributions to scientists of 
considerable repute and the withholding of such recognition from scien-
tists who have not yet made their mark.”80

One basis for the Matthew Effect, and the reason that Merton gave, is 
the vast volume of scientifi c material published each year, which encour-
ages scientists to screen reading material on the basis of the author’s repu-
tation. Others argue that pro cesses of cumulative advantage lead present 
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productivity to be correlated with past success. Scientists who have en-
joyed success, for example, may acquire a taste for more success and con-
sequently work harder. Successful scientists may also fi nd it easier to lever-
age past success into research funding.81 A funding system such as NIH’s 
that awards grants, at least in part, on past success clearly contributes to 
cumulative advantage (see Chapter 6). Moreover, scientists with a strong 
track record may fi nd it easier to get their work accepted in top journals 
than do scientists without such a record.

Research productivity also relates to the current work environment (see 
Chapters 4 and 7). Facilities and equipment make a difference, as does the 
presence of research- active colleagues. Thus another reason for productiv-
ity to become increasingly unequal over the career of a cohort is that 
highly successful scientists are more likely to be recruited by strong de-
partments and thus work in environments that promote productivity.

It is virtually impossible to determine what portion of success comes 
from having the right stuff and what portion can be attributed to state 
dependence. That’s because it is impossible to randomly assign to people 
of comparable ability and motivation different packages of success. Even 
if one could, virtually no one has the bud get or fortitude to observe how 
their careers would play out over thirty or forty years. But one could get 
some sense of the importance that past success plays by conducting an 
experiment in which identical research proposals which vary only in terms 
of the strength of the applicants’ vitae are scored by experimental subjects. 
If proposals from those with stronger publication rec ords consistently are 
rated higher, there is at least some evidence that success is in part state 
dependent.

Short of this we are left to sort things out by empirically analyzing ca-
reer histories of scientists. One such approach controls for the right stuff 
by examining what happens to the careers of scientists who change institu-
tions. If the productivity of movers is not correlated with the status of 
their new department, there is support for the right stuff. If the productiv-
ity of movers is correlated with the status of the department, factors other 
than the right stuff matter. At least one study which takes this approach 
fi nds productivity to be correlated with department prestige.82 Another 
earlier study gives credence to state dependence pro cesses without totally 
discrediting the right stuff.83 Anecdotal evidence concerning unequal ac-
cess in science also suggests that state dependence plays a role. For exam-
ple, a physicist who has held academic positions at several institutions of 
different quality once wrote to me, saying, “I can tell you that there is a 
world of difference between writing a letter on Harvard stationary and 
writing on ____ stationary. In the former case, the door is opened immedi-
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ately and you get a hearing. In the latter case you have to knock the door 
down.”84

In the end, it is likely not a case of either or. Rather, it is highly probable 
that some sort of feedback mechanism is at work whereby able and moti-
vated scientists leverage their initial success to greater success over their 
careers.85 Such pro cesses are characteristic of winner- take- all contests: “In 
all their manifestations, winner- take- all effects translate small differences 
in the underlying distribution of human capital into much larger differ-
ences in the distribution of economic reward.”86

Policy Issues

The growth of prizes raises a number of interesting questions which, to the 
best of my knowledge, have yet to be investigated and are relevant for sci-
ence policy. For example, what is the incentive nature of prizes: to what 
extent does the introduction of a new prize encourage individuals to work 
in a specifi c area? Second, is it more effi cient to establish a prize that rec-
ognizes a par tic u lar piece of work or to award prizes toward the end of 
the career for a body of work? Third, does the introduction of yet another 
prize diminish the value of previously existing prizes? Fourth, are there too 
many prizes? Or, stated differently, does one more prize in an already 
prize- intensive fi eld contribute in any way to research productivity— or 
does it merely bestow prestige, both to the recipient and to the foundation 
that awards the prize. If the latter is the case— and one suspects it may well 
be— surely more effective ways can be found to use the funds which meet 
the goal of conveying prestige while at the same time providing incentives 
for growing the stock of knowledge.

Another policy issue relates to the role state de pen den cy plays in explain-
ing productivity. To the extent that past success determines current success, 
scientists who are unlucky early in their career can be doomed throughout 
their career. By way of example, scientists who go on the job market in dif-
fi cult economic times— such as those that the crisis of 2008 created— may 
fi nd themselves working in environments that are not conducive to produc-
tivity. Lack of early success can severely hamper their future opportunities— 
even if and when the economy picks up. This suggests that funding agencies 
may want to have special grant programs geared particularly to individuals 
whose careers have been put on hold by such events. More generally, fund-
ing agencies may wish to pay more attention to the proposal, and less to the 
research record and preliminary data, especially for individuals who had 
the bad fortune to come of age at the wrong time, eco nom ical ly speaking.
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Conclusion

Scientists are motivated to do science by an interest in puzzles and by the 
recognition awarded success— the ribbon. But it is not all about puzzles 
and ribbon; gold is also involved. Chapter 3 discusses the various types of 
fi nancial rewards received by scientists working in the public sector.



c h a p t e r  t h r e e

Money

Puzzle solving and the recognition awarded to priority are not the 
only rewards to doing science. Money is also a reward, and scientists 

are, indeed, interested in money. They want, to quote Stephen Jay Gould, 
“status, wealth and power, like everyone  else.”1 An eminent Harvard sci-
entist said it well when asked by newly appointed Dean Henry Rosovsky 
the source of scientifi c inspiration. The reply (which “came without the 
slightest hesitation”) was “money and fl attery.”2

What is remarkable about the two quotes is that they are now more than 
twenty- fi ve years old and came during a time when opportunities for uni-
versity scientists and engineers to augment their salaries  were more limited 
than they are today. If money played a role in the 1980s, it plays a greater 
role today, since the opportunities for scientists and engineers working in 
academe to gain income and wealth from patenting and starting new com-
panies have grown. Virtually none of Gould’s colleagues or Rosovosky’s 
scientists had earned millions at the time these statements  were made. 
Today— although it is still rare— there are numerous examples of scientists 
and engineers working in academe who are, if not multimillionaires, very 
comfortably off.

The focus of this chapter is money as a reward to doing science. We look 
fi rst at academic salaries, examining differences that exist between salaries 
for full professors and assistant professors, between those at top- ranked 
research institutions and baccalaureate institutions, between public and 
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private institutions, and among fi elds. The chapter also examines the rela-
tionship between productivity (as mea sured by publications and citations) 
and salary and the ways by which academic scientists augment their in-
come, focusing especially on the activities of patenting, starting compa-
nies, and consulting.

Before beginning, it is important to point out that money plays two other 
critical roles in science. First, and as will be developed in Chapter 7, money 
infl uences career choices. Salaries in science relative to salaries in other fi elds 
infl uence the number of individuals choosing to do advanced work in sci-
ence and engineering (S&E), as does the amount of money available for 
graduate support. Second, research is expensive. Start- up packages are just 
that. Funds soon run out, and thereafter university- based researchers are 
expected to raise money to fund their research. This means that university 
scientists almost constantly think about money. I discuss the cost of research 
in more detail in Chapters 4 and 5 when I focus on the production of scien-
tifi c research and again in Chapter 6 when I discuss paying for science.

Academic Salaries

Faculty pay varies considerably, depending upon academic rank, type of 
institution (public versus private, research intensive versus teaching inten-
sive), and fi eld. Full professors generally earn more than associate profes-
sors, and associate professors more than assistant professors. Faculty at 
Harvard earn more than faculty at the University of Michigan; faculty at 
the University of Michigan earn more than faculty at Central Michigan. 
Faculty in physics earn more than faculty in En glish but less than their col-
leagues in computer science.3

Pay also varies by characteristics associated with the individual, such as 
the number and quality of publications, the number of times the individual 
has moved, and gender. Some of these variables are highly correlated, 
making it diffi cult to distinguish causality. For example, highly productive 
faculty are more likely to be promoted and more likely to work at top- 
rated departments. Women, who often— especially in the past— face more 
family constraints than men, may be less mobile than men and thus have 
fewer job offers.4

The 2009– 2010 American Association of University Professors (AAUP) 
salary survey provides some context for these generalizations. The salary 
(at the 60th percentile) for full professors at doctoral institutions was 
$120,867; that of associate professors was $84,931; and that of assistants 
was $72,672. Those who worked at master’s institutions received consid-
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erably less: full professors earned $90,691, associates earned $71,326, and 
assistants earned $59,974. Those at baccalaureate institutions earned still 
less.5 Private doctoral institutions paid 31.0 percent more than did pub-
licly controlled doctoral institutions, a gap that has grown over time.6 In 
the 2009– 2010 academic year, only one public institution (UCLA) was 
among the top twenty research universities in terms of salaries paid to full 
professors— and it held the 20th position, $43,000 (or 25 percent) below 
top- paying Harvard.7 Women full professors earned 91.8 percent of what 
men earned at doctorate- granting institutions, women associate professors 
earned 92.7 percent, and women assistant professors earned 91.9 percent. 
The gap, which is fi eld dependent, has been narrowing over time.8

Variation by Field and by Rank

The AAUP data, while informative, are not available by fi eld. But fi eld 
matters. Faculty in law and fi nance, for example, generally earn much 
higher salaries than those in the humanities, science, or engineering. Within 
S&E there is also a defi nite hierarchy. Some sense of these differences is 
seen by examining data from the Annual Faculty Salary Survey by Disci-
pline, commonly referred to (for the institution that collects the data) as the 
Oklahoma State University (OSU) survey.9 The survey’s intent is to collect 
information for institutions that are members of the National Association 
of State Universities and Land Grant Colleges, many of which are the “fl ag-
ship” public doctorate- granting institution in the state. Thus, by design, al-
most all private institutions are excluded. This means that average salaries 
for research institutions are understated in the data, given that the privates, 
especially research- intensive private institutions, often pay higher salaries 
than the publics.

Table 3.1 reports summary data from the 2008– 2009 OSU study for full- 
time employees. Means, as well as the highest salary reported by specifi c 
academic rank, are given by broad S&E discipline for the 117 institutions 
participating in the study. For purposes of comparison, average salaries for 
all disciplines excluding medicine as well as salaries in the two high- paying 
fi elds of law and fi nance are also reported. We see that computer scientists 
fare best among those in S&E, but engineering— especially at the rank of 
full professor— is not far behind. The biological and biomedical sciences pay 
almost the same as the physical sciences. The gap between salaries for these 
scientists and their higher paid colleagues in engineering and computer sci-
ence is particularly noticeable at the lower ranks. Faculty in math and statis-
tics receive the lowest salaries. These differences refl ect market conditions. 
With the exception of the years immediately following the information 
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Table 3.1. Mean and high academic salaries in dollars, selected disciplines by rank, 2008, 
public research universities

New 
assistant Assistant Associate Full

Ratio full/
assistant

Computer and 
information sciences
    Mean 84,788 87,298 100,232 132,828 1.52
    High 125,715 125,715 192,974 300,999 2.39

Biological and 
biomedical
    Mean 64,470 65,865 79,159 116,416 1.77
    High 106,053 199,309 183,048 422,460 2.12

Engineering
    Mean 77,945 79,987 92,853 129,633 1.62
    High 112,000 172,000 177,251 317,555 1.85

Mathematics and 
statistics
    Mean 61,979 65,684 76,654 110,889 1.69
    High 86,000 103,000 131,950 328,200 3.18

Physical sciences
    Mean 64,670 67,161 78,728 116,557 1.74
    High 99,000 99,000 140,000 382,945 3.87

Law
    Mean 90,892 97,714 113,380 164,070 1.70
    High 130,000 190,000 175,000 318,600 1.68

Finance
    Mean 140,507 139,111 136,016 167,269 1.20
    High 190,000 195,700 242,111 423,866 2.17

All disciplines except 
medical
    Mean 67,105 68,472 79,845 115,895 1.69
    High 190,000 200,000 242,111 423,866 2.12

Source: 2008– 2009 Faculty Salary Survey, Oklahoma State University. 
Note: High salary: the highest salary reported for any full- time individual in a defi ned group.

technology bubble, academic institutions have had to compete with industry 
for engineers and computer scientists. But in the biomedical and physical 
sciences, demand from industry has been weak relative to supply.

Faculty in S&E generally earn about the same or more than the average 
faculty member does at these institutions— with the exception of faculty 
in math and statistics. But the S&E faculty are not the highest paid. Even 
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those in computer science earn substantially less than those in law and 
fi nance.

The highest reported salary paid in S&E is in the biological and biomedi-
cal sciences: $422,460. This refl ects the contributions that highly productive 
biomedical researchers make to the university— both in terms of external 
funding and, in some instances, royalties from licensing patents. There is 
also a considerable spread between the salary of top earners and that of av-
erage faculty, especially at the rank of full professors, where the spread 
ranges from 2.5 to 3.6 depending on fi eld. The spread is characteristic of the 
tournament nature of science discussed in Chapter 2. Star scientists may not 
earn the megabucks that sports stars do, but they earn considerably more 
than their peers of equal rank and fi ve to six times as much as rookies.

Comparable data are not collected from private institutions. However, 
the Survey of Doctorate Recipients (SDR) administered by the National 
Science Foundation (NSF) collects salary data from faculty who work at 
either private or public institutions. These data, reported for respondents 
working at doctorate- granting institutions in 2006 (the latest date for 
which data are available in 2010), are given in Table 3.2. The data are dif-
ferentiated by those working at public institutions versus those working at 
private institutions. Confi dentiality rules preclude reporting the “high” 
salary; instead, the salary received by the 90th percentile is reported.

The patterns are fairly similar to those seen in the OSU institutional data. 
Mathematicians receive the lowest salaries; engineering and computer sci-
entists do relatively well. However, in the SDR data, for those working at 
private as well as at public institutions (at the rank of full professor), mean 
salaries are highest on average in the biological sciences. This likely refl ects 
the fact that the salaries reported in Table 3.1 are for nine to ten months; 
those in Table 3.2 have been adjusted by the NSF to include summer pay, 
which adds a considerable amount to salaries in fi elds such as biology, 
where a large number of faculty receive summer support from research 
grants. The table also shows the salary gap that exists between public and 
private institutions— although it should be noted that the gap is not pres-
ent in computer and information sciences, where the publics outpay (at 
least in terms of means) at every rank.

In many occupations, there is a large gap between what novices earn 
relative to what those who are well established earn. In the practice of law, 
for example, the differential can be of a magnitude of more than fi ve. In 
medicine, similar gaps exist. Academe is somewhat different. The fl at shape 
of the earnings profi le is frequently noted, although over time the profi le 
has become a bit steeper. To be more specifi c, full professors earned about 
1.61 more than assistant professors in the physical sciences in 1974– 1975; 
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Table 3.2. Mean and 90th percentile academic salaries, selected disciplines by rank, 2006, 
public and private PhD- granting institutions

Public Private

Assistant Associate Full Assistant Associate Full

Biological sciences
    Mean 76,200 83,800 128,500 88,200 108,800 157,800
    90th percentile 105,000 115,000 200,000 140,000 132,000 277,700

Computer and 
information
sciences
    Mean 81,100 92,200 112,800 80,900 91,900 82,400
    90th percentile 94,000 120,000 146,000 110,000 108,600 150,000

Engineering
    Mean 77,100 87,900 122,500 84,000 94,300 121,400
    90th percentile 93,100 98,000 170,000 121,000 120,000 172,000

Math
    Mean 70,600 68,000 107,100 70,800 60,600 115,880
    90th percentile 100,000 94,800 150,000 87,000 80,000 180,000

Physical sciences
    Mean 68,700 77,700 112,700 73,400 81,300 133,300
    90th percentile 80,000 100,000 175,000 100,000 115,000 185,000

Source: 2006 Survey of Doctorate Recipients, National Science Foundation (2011b). The use of NSF 
data does not imply NSF endorsement of the research methods or conclusions contained in this book.

in 2008– 2009, the ratio had grown to 1.74. In the life sciences, the ratio 
was 1.45 in the earlier period; it had increased to 1.76 by 2008– 2009. 
These are signifi cant increases, especially in the life sciences, and they un-
doubtedly refl ect the effort of universities to recruit (or keep) highly pro-
ductive faculty who bring in large external grants. This effort was particu-
larly intense during the time that the NIH bud get doubled.10

We see from both Table 3.1 and Table 3.2 that the gap between full and 
assistant professors is less noticeable in fi elds where newly minted PhDs have 
strong nonacademic options. In such markets, universities must ante up more 
competitive offers if they are to attract ju nior faculty.11 Thus, for the public 
institutions reported in Table 3.1, the ratio in computer science is 1.52; in 
engineering it is 1.62, but in the biological and physical sciences it is over 1.7.

The gap between full and assistant professors is generally larger at highly 
prestigious research- intensive institutions than at less prestigious institu-
tions.12 This is not only because top institutions recruit and keep exceed-
ingly productive se nior faculty and thus pay high salaries to se nior faculty; 
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it is also because prestigious institutions may not need to pay as much at 
the ju nior ranks, given the skills and status young faculty can acquire from 
working with illustrious colleagues.13

In e qual ity of Faculty Salaries

There has been considerable growth in income in e qual ity in the United 
States over the past thirty to forty years. Academe, too, has experienced an 
increase in in e qual ity, even among faculty working at doctorate- granting 
institutions. This can readily be seen from Table 3.3, which shows Gini 
coeffi cients by discipline and rank for the period 1975 to 2006 for faculty 
working at doctorate- granting institutions. (A Gini coeffi cient of 0 means 
that everyone receives the same salary; a coeffi cient of 1 means that all but 
one individual earn zero.)14 With but few exceptions, in all fi elds and at all 
ranks, the Gini coeffi cient has more than doubled over the 33- year period. 
By way of comparison, over approximately the same time period, the Gini 
coeffi cient for full- time male earners in the United States grew by 35 

Table 3.3. In e qual ity of salaries of faculty working at doctorate- granting 
institutions, 1973– 2006, selected fi elds: Gini coeffi cient

1973 1985 1995 2006

Engineering
    Assistant 0.072 0.079 0.106 0.164
    Associate 0.064 0.082 0.118 0.152
    Full 0.091 0.110 0.159 0.220

Math and computer science
    Assistant 0.071 0.115 0.119 0.164
    Associate 0.079 0.095 0.143 0.184
    Full 0.102 0.113 0.157 0.193

Physical sciences
    Assistant 0.070 0.099 0.132 0.142
    Associate 0.091 0.104 0.141 0.146
    Full 0.121 0.127 0.167 0.225

Life sciences
    Assistant 0.091 0.098 0.190 0.228
    Associate 0.088 0.115 0.168 0.223
    Full 0.120 0.128 0.206 0.250

Source: Survey of Doctorate Recipients, National Science Foundation (2011b). The use of 
NSF data does not imply NSF endorsement of the research methods or conclusions contained 
in this book.
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 percent, going from 0.314 to 0.424.15 Salaries in academe may be more 
equally distributed than in the larger society, but income in e qual ity has 
been growing at a much greater rate in academe.

The Relationship of Salary to Productivity

The relatively fl at shape of the earnings profi le arguably relates to moni-
toring problems discussed in Chapter 2 and the need to compensate scien-
tists for the risky nature of pursuing research that may not be successful. 
To continue the tournament analogy of Chapter 2, not everyone who 
plays wins, and not everyone advances to the next tournament. One can 
thus think of compensation in science as being composed of two parts: one 
portion is paid regardless of the individual’s success in tournaments; the 
other is priority- based and refl ects the value of the scientist’s contribution to 
science.

This clearly oversimplifi es the compensation structure, but there is 
evidence— though most of it is extremely dated— that counts of publica-
tions and citations play a signifi cant role in determining academic salary, 
directly as well as indirectly. One study found the salary of mathematicians 
employed at Berkeley between 1965 and 1977 (I said this work is dated!) 
to be positively related to career publications.16 Another, based on data 
spanning the 1970s, found that an additional publication increased the 
salary for physicists, biochemists, and physiologists by about 0.30 per-
cent.17 There have been few studies of the relationship between publishing 
and salary in the ensuing years— perhaps because data are so diffi cult to 
assemble or because of ennui with the subject.18 One exception is a study 
that uses data collected in the 1999 National Study of Postsecondary Fac-
ulty. The study fi nds, controlling for a large number of factors including 
region and the research intensity of the institution, that an additional pub-
lication increased salary by 0.24 percent— remarkably close to the earlier 
estimate of 0.30 percent. Although this is not a great deal at the margin, it 
suggests that a highly productive faculty member with fi fty articles would 
earn about 10 percent more than a colleague with ten articles.19

There are other indications that salary bears a strong relationship to the 
publication record of scientists. For example, publications— and a funding 
record— play a key role in promotion and tenure decisions at research 
universities, and, as is clearly seen in Tables 3.1 and 3.2, salary bears a strong 
relationship to academic rank. Teaching and ser vice matter in promotion, 
but it is the publication record that plays the key role. Institutions rou-
tinely seek letters from external reviewers, who are asked to comment on 
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the contribution the individual has made to the fi eld and to rank the indi-
vidual on where he or she stands in the fi eld.20 A recent letter soliciting the 
opinion of an external reviewer for a tenure case at a top- ranked institu-
tion, for example, stated that “in making your evaluation, it would be 
helpful to us for you to rank Professor X within her peer group both with 
respect to the sub- fi eld as well as the broader subject area or discipline, as 
the case may be.”

Productivity also plays a key role in determining whether a scientist re-
ceives external funding for research. Grant proposals routinely require 
that the applicant submit a biographical sketch containing publication in-
formation. The NSF requires that the publication information be limited 
to ten articles and or books: the fi ve most relevant to the proposed research 
and fi ve “other signifi cant publications.” “Selected peer- reviewed publica-
tions” are a key component of the four- page biographical sketch that must 
accompany National Institutes of Health (NIH) applications, and they 
must be numbered and listed in chronological order. (The NIH used to not 
limit the number of publications that could be listed. As of January 25, 
2010, “NIH encourages applicants to limit the number to 15.”)21 Review-
ers and panelists routinely comment on the researcher’s track record. In 
the case of the NIH, when faculty apply for a continuation of an R01 
grant— the most common form of NIH research support— it is routine for 
reviewers to examine the quantity and quality of articles published during 
the previous funding period. Comments such as “excellent productivity 
of PI,” “outstanding record,” “very productive researcher,” “published x 
number of papers in funding period” are common.

Funding levels, in turn, affect salary. For medical schools, the relation-
ship can be direct, even for tenured faculty: no grant (from which to 
charge off salary), no pay (or reduced pay). To be more specifi c, in 35 per-
cent of medical schools, tenure is accompanied by no fi nancial guarantee 
for basic science faculty. In 52 percent, tenure is accompanied by a specifi c 
fi nancial guarantee, but only in 13 percent is this guarantee for total insti-
tutional salary.22 Thus, increasing amounts of risk are being shifted from 
universities to faculty, at least in medical schools. Some medical schools 
also have begun to adopt the practice of awarding bonuses to faculty who 
have received external funding. In 2004, for example, 59 percent of basic 
science faculty at medical schools  were eligible for bonus pay; 20 percent 
reported having received bonus pay.23

There is also the nontrivial issue of summer pay. Most academic scien-
tists in the United States are hired on nine- to ten- month contracts. It is the 
grant that pays for their summer, not the institution. Grants are crucial— 
not only to support one’s research, but also to support oneself.
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In Eu rope, salaries of university faculty have been less clearly linked to 
productivity. In countries such as Belgium, France, and Italy, university 
faculty are considered civil servants, and salaries are determined at the 
national level; the local university has virtually no say in negotiating or 
determining pay, and there is very little mobility between universities. Hence, 
it is only through promotion— which is based in part on productivity— that 
individuals are able to leverage publications into higher salaries. Salaries 
for a specifi c rank are determined nationally.24

This is not the case everywhere, however. In Spain, a special agency 
(Agencia Nacional de Evaluación de la Calidad y Acreditación, or AN-
ECA) was recently set up to evaluate Spanish university faculty for posi-
tions leading to tenure, based on their track record of publications; a re-
view pro cess has been in place for more than eigh teen years that evaluates 
tenured individuals for a “sexenio,” which is accompanied by a 3 percent 
raise.25 Universities in the United Kingdom have developed considerable 
autonomy when it comes to setting salaries. The Research Assessment Ex-
ercise, which allocates resources to university departments and places con-
siderable weight on publications, led to “just- in- time” hiring as universities 
attempted to build up their fi re power in advance of the evaluation exer-
cise.26 Between 2002 and 2006, the number of faculty earning more than 
£100,000 in the United Kingdom grew by 169 percent.27

In a handful of countries, national policies have been implemented that 
award cash bonuses to individuals who publish in top international jour-
nals. The Chinese Academy of Sciences adopted such a policy in 2001. 
Rewards vary by institute, but they represent a large amount of cash com-
pared with the standard salary of researchers. Bonuses are particularly 
high for publications in journals such as Science and Nature and, depend-
ing upon the institute, can be as high as 50 percent of salary. The Korean 
government inaugurated a similar policy in 2006 whereby 3 million won 
(U.S. $3,000) or approximately 5 percent of salary is paid to the fi rst and 
corresponding authors on papers in key journals such as Science, Nature, 
and Cell. When bonuses awarded by the university are included, the value 
can easily exceed 20 percent. In 2008, Turkey introduced a national agency 
that collects publication data and for each article pays a cash bonus equiv-
alent to approximately 7.5 percent of the average faculty annual salary.28

Royalties from Licensing/Patenting

Isolated instances of faculty patenting in the United States go back more 
than 100 years. In 1907, for example, Frederic Cottrel of the University of 
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California– Berkeley received the fi rst of six patents for the electrostatic 
precipator, a device for removing fumes from smoke stacks.29 Sixteen 
years later, in 1923, Harry Steenbock and James Cockwell of the Univer-
sity of Wisconsin discovered that exposure to ultraviolet light increased 
the vitamin D concentration in food; they applied for a patent. In 1935, 
Robert R. Williams and Robert E. Waterman developed a pro cess for the 
synthesis of vitamin B1 in Williams’s lab at the University of California– 
Berkeley and received a patent for the pro cess in 1935. In 1956, Donald F. 
Jones and Paul C. Mangelsdorf received a patent for what is known as the 
Jones- Mangelsdorf hybrid seed corn. Mangelsdorf, who was on the faculty 
of Harvard University, subsequently used his share of royalties to found the 
Mangelsdorf Chair of Economic Botany at Harvard.30

Thus, there is nothing new about faculty patenting. What is new is the 
rate at which faculty are patenting, the amount of revenues universities 
and faculty receive from patents, and the direct involvement of universities 
in managing patents. Cottrel’s patents are a case in point. They  were man-
aged by the Research Corporation, a corporation set up specifi cally to 
manage Cottrel’s patents— and to provide a seemly distance between the 
university and the commercial activity of licensing the patents. Royalties 
from licensing patents  were paid to the corporation and distributed to sup-
port university research. (Later, the Research Corporation managed income 
from patents and licensing for a number of universities.) What is of par tic-
u lar interest is that Cottrel himself chose to receive no royalties from the 
inventions. The case of the vitamins is similar. Steenbock assigned his 
patent to the newly created Wisconsin Alumni Research Foundation 
(WARF), which then licensed the technology to Quaker Oats for break-
fast cereals. Steenbock also chose to receive no royalties. WARF subse-
quently used the proceeds to support research at the University of Wis-
consin, where one of its projects was the creation of a library named in 
honor of Steenbock. The inventors of the vitamin B1 pro cess followed 
Cottrel’s lead and assigned their patent to the Research Corporation, as 
did Jones and Mangelsdorf.

The university patent landscape has changed signifi cantly in the ensuing 
years. In terms of mere volume, between 1969 and 1995 the number of 
patents issued to universities grew by a factor of 10, going from slightly 
less than 200 per year to slightly more than 2000. The university share of 
all patents issued by the U.S. Patent and Trademark Offi ce (USPTO) went 
from 0.3 percent to approximately 2.0 percent. In the next thirteen years, 
the number of university patents grew by an additional 50 percent, and by 
2008 slightly more than 3,000 patents  were issued to universities. The 
university share of U.S. patents remained at about 2.0 percent.31
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It is not only that the same faculty are patenting more, but more faculty 
are patenting. In 1995, only 9.6 percent of faculty reported having been 
named an inventor on a patent application in the past fi ve years. In 2001, 
the fi gure was 11.7 percent; by 2003 (the latest year for which we have 
reliable data), it was 13.7 percent.32

It is common to attribute the dramatic increase in university patenting 
and licensing to the passage in 1980 of the Bayh- Dole Act, which gave U.S. 
universities intellectual- property control over inventions resulting from re-
search funded by the federal government, and which universities extended 
to intellectual property developed from other sources of support.33 But at-
tributing the increase exclusively to Bayh- Dole is far too simplistic. It ig-
nores dramatic changes that occurred in molecular biology during these 
years, which opened up opportunities for scientists to conduct research 
that has the possibility not only of advancing basic understanding but also 
of being “use” oriented— that is, for scientists to work in what is com-
monly referred to as Pasteur’s Quadrant.34 It also ignores important court 
decisions which played a key role in the 1980s in increasing the range of 
what could be patented and, consequently, the number of patents.35

Universities did not stand by passively during the debate that accompa-
nied Bayh- Dole. Rather, a number of universities, including Harvard, Stan-
ford, the University of California, and MIT, actively lobbied for passage of 
the act.36 From the national perspective, Bayh- Dole was seen as a way of 
fostering U.S. competitiveness by clarifying intellectual- property rights 
arising from federally sponsored research. From a university perspective, it 
was a matter of economics: licenses could provide needed revenue. It might 
be incremental, but “it could make a substantial difference” in light of the 
plateau in federal funding for research that universities experienced in the 
1970s. (See the discussion in Chapter 6.)37

By the early 1960s, the notion of keeping a discrete distance between 
the university and commercial operations was in decline. Universities had 
begun to develop their own offi ces for technology transfer. One of the most 
successful was that at Stanford, developed by Neils Reimers in 1968. “I 
looked up the income we had from Research Corporation from ’54 to ’67,” 
Reimers said, “and it was something like $4,500. I thought Stanford could 
do a lot better licensing directly, so I proposed a technology licensing pro-
gram.”38 Other universities followed suit. By the mid- 1990s, almost all 
research universities had an offi ce of technology transfer.

The Research Corporation seldom had annual gross income of more 
than $9 million during the years that it was the primary representative 
of U.S. universities in the patenting and licensing arena.39 By 1989– 1990, 
U.S. universities reported licensing revenue of $82 million; by 2007, the 
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sum had increased to $1,880 million (excluding the extraordinarily large 
payment received by New York University in 2007— see the discussion 
below).40

Long gone is the faculty practice of declining a share of the royalties, 
and the growth in royalties means that there is more to share. Faculty now 
routinely receive a portion of the net royalty income, although the “shar-
ing” formula varies across universities. In slightly more than 60 percent of 
all universities, faculty get the same percentage of royalties regardless of 
whether the sum is $5,000 or $50 million. The average for such arrange-
ments is 42 percent, but there is some variation. For about a third of the 
universities that pay out a fi xed percentage, the rate is at or below 33 per-
cent. But four out of ten universities share fi fty- fi fty, and a handful share 
more than 50 percent with faculty. Northwestern University has one of the 
least favorable sharing rates, paying only 25 percent of the licensing in-
come to faculty inventors; the University of Akron has the most generous 
rate, paying the inventors 65 percent.41

The other 40 percent of universities have chosen to structure the rate 
regressively, paying out a smaller percentage the larger the amount of roy-
alties received from the patent.42 For these universities, the rate paid on the 
fi rst $50,000 is about 49 percent.43 Because approximately 96 percent of 
university patents result in royalty payments of less than $50,000, the 
49 percent is a close approximation of the average rate that faculty who 
patent can expect to get in these universities; for faculty working in uni-
versities with a fi xed share, the average percentage, as previously noted, is 
42 percent. These are not, however, the average rates paid on all royalty 
income because the royalty distribution is heavily skewed.44 By far the 
largest percentage of the royalty income comes from the small number of 
patents paying over $50,000, some of which are of the blockbuster variety, 
bringing in more than $100 million to the university in royalties. Faculty 
in universities with fi xed sharing formulas receive on average 42 percent 
on such blockbuster patents as well as on “semi- blockbusters.” But for fac-
ulty at institutions with regressive formulas, the average rate for the distri-
bution of royalty shares over $1 million (which in most instances is the 
last rate on the schedule) is 32 percent.

Examples of Blockbuster Patents

The Cohen- Boyer patent for the technique of recombinant DNA (gene 
splicing) was the fi rst major blockbuster patent to come out of university 
research in recent years. The patent takes its name from its coinventors, 
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Stanley Cohen and Herbert Boyer. The pair met at a conference in Hawaii 
in 1972 and became interested in each other’s work. Four months later, 
they successfully cloned predetermined patterns of DNA.45 The patent, 
which was applied for in 1974, was issued in December 1980 after the 
Supreme Court ruling in June of that year that made the patenting of life 
forms possible.46 Two other patents followed, refl ecting the fact that dur-
ing the pro cess the initial patent application was split into three applica-
tions. The three related patents  were assigned to Stanford where Cohen 
was an associate professor of medicine at the time of the discovery. Royal-
ties  were shared with the University of California– San Francisco, where 
Boyer was a biochemist and ge ne tic engineer. The fi rst patent expired in 
1997, the second in 2001, and the third in 2005. By 2001, the patents had 
generated $255 million in licensing royalties. The two inventors’ share was 
in the neighborhood of $85 million.47

The Cohen- Boyer patent may have been the fi rst blockbuster, but it by 
no means has generated the largest royalties for universities and faculty. 
Much larger sums lay down the road. In 2005, Atlantans woke up to fi nd 
that three Emory faculty had just divided more than $200 million, the re-
sult of the sale by Emory of its royalty interest in emtricitabine (Emtriva), 
used in the treatment of human immunodefi ciency virus, to Gilead Sci-
ences and Royalty Pharma. To be more precise, Emory received $525 mil-
lion in cash. The share of the three inventors, Dennis C. Liotta, Raymond 
Schinazi, and Woo- Baeg Choi, amounted to 40 percent. These  were not the 
only payments that the university or the professors had received. Emory 
had been receiving royalty income since licensing the drug in 1996.

Similar deals followed in 2007, fi rst for New York University (NYU) and 
then for Northwestern University. In the former case, the university sold 
an undisclosed portion of its worldwide royalty interest in the anti- 
infl ammatory drug infl iximab (Remicade) to Royalty Pharma for $650 
million in cash. Under the terms of the agreement, NYU retained the por-
tion of the royalty interest payable to the two NYU faculty inventors Jan T. 
Vilcek and Junming Le, who in collaboration with the company Centacor 
(which was started by Vilcek), had developed the drug as a treatment for 
rheumatoid arthritis, Crohn disease, ankylosing spondylitis, psoriatic arthri-
tis, and other infl ammatory diseases.48 Vilcek’s share made him suffi ciently 
rich to enable him to announce a gift of $105 million to NYU in 2005. Five 
years earlier, he and his wife had set up the Vilcek Foundation, with the goal 
of honoring the contributions of immigrants to science and the arts.49

The case of Northwestern University was similar. In late 2007, Royalty 
Pharma paid Northwestern $700 million for an undisclosed share of North-
western’s royalties from the drug pregabalin (Lyrica). The drug was origi-
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nally developed to treat diabetes and later epilepsy. Its fortunes  rose when, 
in June 2007, it won U.S. Food and Drug Administration (FDA) approval 
to treat the common chronic condition of fi bromyalgia. The drug was de-
veloped by a chemistry professor at Northwestern, Richard B. Silverman, 
and a postdoctoral fellow at the time, Ryszard Andruszkiewicz. North-
western’s technology transfer policy calls for sharing 25 percent of royalty 
payments with inventors. Silverman recently made an undisclosed gift 
to Northwestern to help fund a new research center, which will bear his 
name.

Paclitaxel (Taxol) is another example of a drug that has generated mil-
lions for the university— in this case, Florida State— and for the inventor, 
Robert Holton, who succeeded in synthesizing it. To be more precise, be-
fore Bristol- Myers found another (and cheaper) method for making the 
drug, which treats certain kinds of breast cancer and ovarian cancer, the 
university took in more than $350 million in royalty income. Holton’s 
share is reportedly 40 percent of this, or $140 million.50

One should not conclude that faculty gold comes exclusively from med-
ically related patents and licenses. Less than a third of all patents issued to 
universities in the last twenty years have been in the technology areas of 
pharmaceuticals and biotechnology. Other areas with strong university 
patent activity are chemicals (19 percent), semiconductors and electronics 
(6 percent), computers and peripherals (5 percent), and mea sure ment and 
control equipment (5 percent).51 But the lion’s share of revenue comes 
from medically related patents. The last year university licensing revenues 
 were reported by fi eld was in 1996, and in that year, among U.S. institu-
tions reporting revenue by fi eld, 76.7 percent of the royalty income came 
from patents in the life sciences.52

Universities also benefi t from intellectual property that is not patented. 
The University of Florida has made millions off trademarked Gatorade. The 
University of Chicago receives over $4.5 million annually in royalties from 
the Everyday Mathematics curriculum developed by faculty at the univer-
sity. Stanford University benefi ted handsomely from its arrangement with 
Google, which was started by Larry Page and Sergey Brin while they  were 
PhD students at Stanford in the 1990s.53

The Financial Fruits of Inventive Activity

The above discussion makes clear that faculty— albeit a limited number— 
are enjoying the fi nancial fruits of inventive activity. Excluding the $650 
million that NYU received for the previously mentioned sale, net royalties 
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to universities in 2007 equaled $1,880 million.54 Given that 91 percent of 
university licensing revenue comes from universities with licenses earning 
more than 1 million a year in revenue55 and that on average faculty re-
ceive 38 percent of the royalties from licensing mega- agreements, we may 
conclude that faculty received about $650 million in royalties from me-
galicenses in 2007.56

The number of faculty with such earnings is limited; only fi fty- three 
universities, university systems (in the case of the University of California 
and the SUNY system), and medical schools reported licenses generating 
in excess of $1 million in 2004; the average number of licenses earning 
more than a million was 2.5 for those reporting one or more licenses earn-
ing a million or more. If one makes the further assumption that there is a 
one- to- one correspondence between licensing and patenting (admittedly a 
bit of a stretch),57 that the average number of faculty inventors on a patent 
is three,58 and that few faculty hold more than one blockbuster patent, 
one concludes that the $650 million is being shared by approximately 
400 faculty. Although this is but a miniscule number, it is suffi ciently 
large— and the amount shared suffi ciently impressive— to make other fac-
ulty aware that the possibility for receiving “big bucks” from inventive ac-
tivity clearly exists. Indeed, on more than half of the research- intensive 
campuses in the United States, there are a handful of faculty who earn more 
than their salary each year from royalties. For every one of these there are 
at least thirty times as many faculty who have applied for a patent in the 
past fi ve years.59

Incentives for Patenting

Do faculty patent for the money? Research by Lack and Schankerman fi nds 
a positive and signifi cant relationship between the royalty share going to 
faculty and the revenue a university receives from licensing. The relation-
ship is stronger for private universities than for publics.60 But when one 
examines data at the individual level rather than at the university level, the 
evidence is not as strong. There is no evidence, for example, that faculty 
are more likely to patent on campuses that provide a more generous share 
of net royalties with faculty.61 Moreover, when the number of patents a 
faculty member has applied for is related to a set of monetary and non- 
monetary motives, fi nancial motives only prove statistically signifi cant in 
explaining patenting activity for those in the physical sciences. In engineer-
ing, the motives of intellectual challenge and advancement are related to 
patenting. For those in the biomedical sciences, the motive of having an 
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impact on society trumps all others in the regression analysis, consistent 
with Raymond Schinazi’s view: “Saving lives is what motivates us. Some 
people can make a beautiful painting, and I can make a beautiful drug. 
That’s enough for me.”62 That is easy for him to say, perhaps, after earning 
over $70 million in royalty payments from Emory— but others, who have 
earned considerably less, appear to share his view as well.

Technology transfer offi ces (TTOs) on university campuses, however, see 
things differently.63 When TTO offi ces  were surveyed regarding the per-
ceived importance to faculty of fi ve outcomes (license revenue, license 
agreements executed, inventions commercialized, sponsored research, and 
patents), they listed license revenue as the second most important outcome, 
taking second place to sponsored research. Funds for research are sacred, 
but royalties are not to be taken lightly.64 And virtually no faculty turn 
down the royalty income they are awarded.

The TTOs may be right; the data just are not up to teasing out the rela-
tionship between patenting and fi nancial incentives of faculty. One reason 
is that patenting is a noisy mea sure of faculty inventive activity. University 
policy requires faculty to disclose to the TTO if they have a discovery, but 
it is the TTO that decides if and when to apply for a patent. A large num-
ber of disclosures are never patented. Moreover, in a number of instances, 
the invention is licensed but never patented. It is also important to remem-
ber that the fi nancial rewards from inventive activity are highly skewed, 
and even if realized, occur ten to twenty years down the road. Almost 
twenty years elapsed between the time that the Emory faculty disclosed to 
the TTO and the point when they realized their share of the $520 million. 
The present expected value of a highly unlikely large sum twenty years 
down the road may provide little incentive compared with other, more im-
mediate rewards.65

Faculty Patenting in Other Countries

Patenting is not the exclusive domain of U.S. faculty. Eu ro pe an faculty 
 were patenting earlier than U.S. faculty. Lord Kelvin, for example, fi led 
numerous patents in the nineteenth century, and patent royalties contrib-
uted to the considerable wealth that he accumulated.66 Despite their early 
start, it is far harder to track the patent activity of Eu ro pe an faculty be-
cause, until recently, “professor privilege”— the assignment of the patent to 
the faculty inventor and not to the university— has been common. In prac-
tice, this means that faculty in many Eu ro pe an countries assign the patent 
to the fi rm that sponsored their research or for whom they consult. For 
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example, 60 percent of patent applications having a faculty inventor in 
France are owned by a fi rm. The comparable fi gure for Italy is 72 percent 
and for Sweden 81 percent.67 In Germany, 79 percent of the patents iden-
tifi ed as having an inventor with the title “Prof. Dr.”  were assigned to 
industry.68 In the United States, faculty also patent outside the university, 
but the vast majority of their patents go through the university. One study, 
for example, estimates that 67 percent of U.S. faculty patents are assigned 
to the university; another fi nds that 74 percent are.69

Start- Ups

Robert Tjian, the president of the Howard Hughes Medical Institute, did it 
when he was on the faculty of the University of California– Berkeley in 
1991.70 Susan Lindquist, a highly productive researcher at MIT and the 
former director of the Whitehead Institute, who studies protein folding, 
did it in 2003. Leonard Adleman, Ronald Rivest, and Adi Shamir, the in-
ventors of the encryption algorithm RSA, did it in 1982. Dean Pomerleau, 
a roboticist at Carnegie Mellon University, did it in 1995. John Kelsoe, a 
psychiatric ge ne ticist at the University of California– San Diego whose re-
search focuses on looking for the gene behind bipolar disorder, did it in 
2007.71 Elizabeth Blackburn, who shared the Nobel Prize in physiology or 
medicine in 2009 did it in 2011. James Thomson, the University of Wis-
consin professor who developed the fi rst human embryonic stem cells and 
went on to lead the team that showed that human somatic cells could be 
reprogrammed to pluripotent stem cells in 2008, has done it twice. Robert 
Langer, the director of the MIT Technology Lab, has done it thirteen times.72 
Leroy Hood, the 2003 winner of the MIT- Lemelson Prize and a member of 
all three national academies, has done it more than fourteen times— fi rst 
while a professor at the California Institute of Technology and then at the 
University of Washington and the Institute of Systems Biology.73 Stephen 
D. H. Hsu, a professor of physics at the University of Oregon, has done it 
twice.74 In the late 1990s, over one- third of the forty- fi ve professors in the 
Stanford University Department of Computer Science  were thought to 
have done it at least once.75

“It” refers to starting a company while on the faculty or on leave from a 
faculty position— another way faculty earn income and wealth. The most 
profi table scenario for the faculty member generally arises when the com-
pany they founded makes an initial public offering (IPO) and a market 
develops for their equity shares. Sometimes the rewards are of staggering 
proportions, at least on paper. Eric Brewer, a computer scientist at the Uni-
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versity of California– Berkeley, landed on Fortune magazine’s list of the 
forty richest Americans under age 40 in October 2000 when the company 
he founded, Inktomi Corporation, went public and his net worth was re-
ported to be $800 million.76 (The company subsequently made it onto the 
Nasdaq 100 before it was bought by Yahoo in 2003.)77 Leroy Hood has 
received substantial, although undisclosed, amounts when some of the 
companies that he helped found— such as Amgen and Applied Biosystems— 
went public. So, too, has the Harvard professor George Whitesides, who 
helped start Genzyme Corporation. The amounts involved are not minis-
cule: it is estimated that academic found ers of biotechnology fi rms that 
made an IPO during the period 1997 to 2004 held equities with a me-
dian value of $3.4 million to $8.7 million (depending on the date of the 
offering) based on the closing price of the stock the day the IPO was 
issued.78

The rewards can be signifi cant when realized. A study of fi fty- two IPOs 
in biotechnology in the early 1990s, for example, followed forty faculty 
who had suffi cient options or stock to require disclosure at the time of the 
IPO until early in January 1994. Fourteen of the faculty exercised options 
and then made a sale that realized a profi t. The minimum was $34,285, 
the maximum was $11,760,000, the median was approximately $250,000, 
and the mean was $1,237,598.79

Faculty also realize substantial gains when the company they founded is 
sold. David Sinclair, a Harvard professor and found er of Sirtris Pharma-
ceuticals, held shares in Sirtris worth more than $3.4 million when Glaxo 
acquired the company in 2008.80 Robert Tjian received millions in 2004 
when Tularik, the company he cofounded when he was a faculty member 
at University of California– Berkeley, was sold to Amgen for $1.3 billion.81 
Robert Langer received a considerable amount of stock when Advanced 
Inhalation Research was acquired in 1999 by Alkermes for 3.68 million 
shares of stock in the company. Stephen Hsu received a substantial amount 
when Symantec bought one of the two software companies that he had 
founded for $26 million in cash in 2003— a fact that Hsu lists on his cur-
riculum vitae.82 John Hennesy, a computer scientist and the tenth presi-
dent of Stanford University, realized considerable gains when MIPS Tech-
nology, a company he cofounded while on sabbatical from Stanford during 
the academic term 1984– 1985, was acquired by Silicon Graphics for $333 
million in 1992.83 He was not alone. A third of the Stanford computer sci-
ence department  were millionaires in 2000, although it is unclear how 
much of their wealth persisted after the dot- com bubble.84

It is also not uncommon for start- up companies to license intellectual 
property belonging to the university, often based on the invention of the 
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found er. Thus, a number of the scientists involved in start- up companies 
share in the licensing revenue the university receives and realize additional 
payments when the fi rm begins to sell a product and the university receives 
royalties for the license.

One need not be a found er to enjoy the benefi ts. There is also a role in 
start- up companies for faculty colleagues who serve on scientifi c advisory 
boards (SABs) of the start- up companies. In biotechnology, the number of 
faculty involved is substantial; one study, for example, identifi ed 785 
unique academic members of SABs for companies that made an initial pub-
lic offering between 1972 and 2002.85 The pay is not that high—$500 to 
$2,500 per meeting— but it is steady, and the majority of SABs offer stock 
options to members.86 Faculty who serve as directors— but not as members 
of the SAB— also frequently receive stock options. It is also not uncommon 
for faculty members of SABs as well as faculty directors to serve as con sul-
tants to the new companies.87

Just how common is it for a faculty member to be involved in a start-
 up? And what percentage of the start- ups survive long enough to yield 
substantial rewards? That is considerably more diffi cult to determine. The 
Association of University Technology Managers (AUTM) estimates that 
3,376 academic start- ups  were created in the United States from 1980 to 
2000. Not all of these  were the doing of faculty— some  were the brainchil-
dren of students. Google is by far the best known of these, having been 
started by Sergey Brin and Larry Page in 1995 when they  were graduate 
students at Stanford (and disclosed to Stanford in 1996), but other exam-
ples clearly exist. Some university start- ups do not survive long enough to 
yield substantial rewards; 68 percent of the 3,376 start- ups remained op-
erational in 2001.88 A considerably smaller number go public: one study 
puts the lower bound at 8 percent.89 Although this is a healthy percentage 
(perhaps 114 times the “going public rate” for U.S. companies generally), 
it is small and suggests that only a handful of university scientists hit it big 
through starting companies. Nevertheless, the number is suffi ciently large 
that at many research- intensive universities— and not just the Harvards or 
Stanfords of the world— at least one or two faculty members have made 
millions through holding equity in a company that goes public or through 
a buyout prior to an IPO, and others have benefi ted, albeit in a more lim-
ited way, as directors and members of the SABs. The amounts may pale 
compared with those received by investment bankers and hedge fund ex-
ecutives in the early 2000s, but by academic standards they represent a 
fortune.90

University- based scientists, of course, have other than fi nancial incen-
tives for becoming involved with start- up fi rms. In some instances they 
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write joint- authored articles with scientists employed by the fi rm.91 They 
also place graduate students in start- ups. There is also the motive of want-
ing to contribute to society. John Criscione, a bioengineer at Texas A&M, 
is a case in point.92 Criscione, who founded CorInnova in 2004, said, “My 
goal has always been to provide these technologies to patients that need it, 
so at that point this became the only route to take— there really  wasn’t an 
alternative.”93 But fi nancial rewards clearly provide an incentive for in-
volvement, and, as the previous examples show, the amounts some faculty 
receive through start- up activity can be considerable.

Consulting

Faculty also augment their income through consulting, a practice that has 
a long tradition in academe and grew out of the commitment of universi-
ties— in many instances since the earliest days of their founding— to pro-
vide useful knowledge to the local and regional economy. Although this 
was often done through the establishment of research and extension pro-
grams or by creating courses designed to meet the needs of local industry 
(such as the University of Akron’s research in the pro cessing of rubber, 
which developed the university’s expertise in polymer chemistry),94 the 
faculty also consulted with industry. It was, for example, somewhat com-
mon for engineering faculty at MIT to serve as con sul tants to such compa-
nies as Standard Oil of New Jersey.95 The shaping of closer ties between 
the university and industry is considered to be one of the great legacies 
Frederick Terman (“the father of Silicon Valley”) left to Stanford Univer-
sity. Although these ties took a variety of forms, consulting was one of the 
activities that Terman actively encouraged while dean of the School of 
Engineering and later as provost of the university.96

Considerable anecdotal evidence exists concerning consulting activity, 
but there has been little systematic study of how pervasive consulting is 
among faculty. Indeed, much of what is known comes from surveying the 
fi rms, not from surveying faculty. By way of example, a survey of U.S. re-
search and development (R&D) managers found that approximately a 
third listed “consulting” to be moderately or very important to industrial 
R&D.97 An earlier survey asked fi rms to identify fi ve academic researchers 
whose work had contributed the most to the development of new prod-
ucts or pro cesses by the fi rm. A follow- up survey of the faculty fi rms iden-
tifi ed found that 90 percent of the researchers had been con sul tants to 
 industry; the median amount of time they spent consulting annually was 
30 days.98
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The interaction between fi rms and faculty is reciprocal: relationships 
with fi rms enhance not only income but also the productivity of faculty. 
Academic researchers with ties to fi rms report that their academic research 
problems frequently or predominately are developed out of their industrial 
consulting, and that this consulting also infl uences the nature of the work 
they propose for government- funded research.99 In the words of an MIT 
engineer, “it is useful to talk to industry people with real problems because 
they often reveal interesting research questions.”100

Additional insight regarding the prevalence of consulting among faculty 
can be gathered by studying patents that have a university faculty member 
as an inventor but are assigned to a fi rm rather than to the university. The 
practice is somewhat common: one study (as noted earlier) estimates that 
33 percent of faculty patents are assigned to industry; another estimates 
the number to be slightly lower, at 26 percent.101

One might initially think that such activity represents nefarious behav-
ior on the part of faculty— as universities almost universally have the pol-
icy that inventions belong to the university— but interviews with faculty, 
technology transfer personnel, and fi rm R&D managers strongly suggest 
that the majority of such patents evolve through the consulting activity of 
faculty.102 Additional confi rmation that patents assigned to fi rms arise from 
consulting activity comes from examining the characteristics of the patents, 
which have been found to be considerably more “incremental” in nature 
than are patents assigned to universities. This is consistent with studies that 
fi nd that faculty consulting projects are generally more incremental than 
projects originating in university labs, which are of a more basic nature.103

Some consulting arrangements are extensions of start- up activity. As 
noted earlier, it is not uncommon for faculty found ers, members of SABs, 
and directors of start- up companies to have a consulting arrangement with 
the start- up fi rm. Sometimes, and as part of this arrangement, new patents 
are fi led. While the fi rst patent— often the founding piece of intellectual 
property— belongs to the university and is licensed to the fi rm, subsequent 
inventions made at the start- up belong to the fi rm.

Some of the consulting activity comes with the active encouragement of 
the TTO. For example, the university may pass on a faculty disclosure— 
choosing not to fi le for a patent— and leave it up to the faculty member to 
seek a patent. Or the university may patent an invention and, if it decides 
not to license it, turn the invention over to the faculty member. Or fi rms 
may request faculty involvement at the time of licensing because the intel-
lectual property that the fi rm is licensing is so undeveloped that it is but a 
“proof of concept” and requires considerable faculty involvement to suc-
cessfully develop.104
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Consulting is not the only formal tie that faculty have with industry. 
Other mechanisms exist. The most common is the practice of industry sup-
port for faculty research— what is called sponsored research— which con-
stituted 5.8 percent of all R&D funding at universities in 2009.105 I will 
examine this practice in Chapter 6 when I focus on funding for science; for 
now, suffi ce it to say that the amount of sponsored research grew dramati-
cally in the 1980s and 1990s, although it tapered off in the early part of 
the next de cade.

Policy Issues

Do increased opportunities for faculty to earn money, be it through pat-
enting, starting a company, or consulting, impede science? Does increased 
patenting activity, for example, affect the character and quantity of knowl-
edge available in the public domain? Do patents limit academic scientists’ 
access to materials and instruments?

These, and other related questions, belong to the wider debate regarding 
what is happening to the scientifi c commons.106 Some argue, for example, 
that the fi nancial rewards associated with inventive activity encourage fac-
ulty to substitute applied research for basic research.107 Others argue that 
patenting diverts faculty from doing research that is published and hence 
made publicly available.

The evidence suggests otherwise. Research shows that patenting and 
publishing go hand in hand: the number of patents a faculty member has 
relates to the number of articles the faculty member has published, and the 
number of articles published relates to the number of patents.108 This could, 
of course, result from unobserved characteristics among researchers, but 
the research is relatively robust to controlling for such effects. One reason 
for the high correlation is that patents are often a by- product of a line of 
research that is published. The large number of patent- paper pairs that 
have been documented is consistent with this.

The complementarity between patents and publications arises in part 
because scientists increasingly work in Pasteur’s Quadrant, generating 
both fundamental insights and solutions to problems.109 The dual nature 
of research also helps explain why there is little evidence to suggest that 
the incentives associated with inventive activity have diverted faculty from 
doing basic research.110 One can do fundamental research that provides 
answers to specifi c questions and has commercial value.

The research and the entrepreneurial activity of Susan Lindquist con-
cerning protein folding provide an excellent example of the dual nature of 
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research occasioned by what Lindquist calls the “blooming of knowledge” 
in her fi eld.111 Since her fi rst patent application in 1994, Lindquist has 
been listed as an inventor on twenty- one other U.S. utility patent applica-
tions, and she cofounded a company in 2003. She sees these activities as 
necessary for “her life’s work to make a difference.” Along the way, there 
has been no apparent decline in her production of published research nor 
in the scientifi c signifi cance of that work. Since the fi rst patent application, 
she has authored 143 papers, which have received over 10,622 citations in 
journals tracked by Thomson Reuters Web of Knowledge. All but one are 
in journals that bibliometricians classify as “basic.”112

This does not mean that patenting by universities does not impede re-
search. If managed poorly, patents on materials and instruments can cast a 
chill on the future research of others, as the work of Murray and her col-
leagues regarding mice (discussed in Chapter 2) so aptly demonstrates.

It also does not mean that universities are as effective as they could be 
in the transfer of knowledge to industry. Indeed, some would argue that 
universities, in an effort to raise revenues, have become overly aggres-
sive in negotiations with industry, thus discouraging the diffusion of 
knowledge.113

The question also arises as to whether the close connection between in-
dustry and academe slows the production of public knowledge by discour-
aging or delaying publication, as well as by discouraging the practice of 
the open discussion of research within the university community. Numer-
ous studies have looked at the issue— particularly in the biomedical sci-
ences, where the practice of forging close ties between industry and aca-
deme became more common in the 1990s. Most fi nd that industry 
sponsorship comes with the price of delayed publication. I return to this 
in Chapter 6.

A serious problem for the scientifi c commons is that some researchers 
do not make their close and lucrative involvement with industry known, 
as is generally required by universities and funding agencies. One study 
found that fully one- third of all articles published in fourteen leading biol-
ogy and medical journals in 1992 had at least one lead author with a fi nan-
cial interest in a company related to the published research, but virtually 
none of the authors disclosed the relationship.114

The amount of money can be considerable. In 2008, Charles Nemer-
off— an Emory psychiatrist— failed to report at least $1.2 million in out-
side income that he received from drug companies— often for speeches he 
had made regarding the effi cacy of the drugs that he was studying. The 
NIH responded by initially transferring the $9.3 million study comparing 
depression treatments to another faculty member. A month later, the NIH 
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halted funding of the grant.115 The NIH subsequently investigated twenty 
other faculty members for taking income from drug companies without 
reporting it.116

There is also the concern that faculty put their name on articles that 
have been “ghosted” for them by industry. In the case of the drug rofe-
coxib (Vioxx), Merck employees prepared manuscripts and subsequently 
recruited academics to serve as coauthors. Although 92 percent (22 of 24) 
of the clinical trial articles included a disclosure of Merck’s fi nancial sup-
port, only 50 percent (36 of 72) of the review articles contained either a 
disclosure of sponsorship or a disclosure indicating that the author had 
received fi nancial compensation from Merck.117 Such unethical practices 
diminish the credibility of science and lower public trust in research.

Conclusion

No one would become a scientist solely for the money. There are too many 
other, more lucrative careers that require fewer years of training and fewer 
hours of work and pay higher salaries. Nonetheless, success in science is 
accompanied by monetary rewards, and scientists are not immune to their 
allure. Just as the prizes attached to tournaments are larger the more skill 
the tournament requires, the rewards in science depend in part on the level 
of competition. For example, scientists employed at top research universities 
earn considerably more than those employed at master’s-level institutions. 
Tournaments also exist within departments: those who are professors al-
most always earn more than those who are assistant professors, regardless 
of the institution.118 But the salaries of scientists and engineers are not en-
tirely linked to research per for mance. They also depend on contributions to 
teaching and ser vice within the university.

Scientists and engineers can augment their salary by consulting, an ac-
tivity that has a long tradition in academe. Moreover, consulting is not the 
exclusive domain of highly productive scientists. Proximity matters. Re-
search shows that many fi rms seek out local scientists and engineers as 
con sul tants, especially when working on applied problems. The “big guns” 
are only brought in when the problem is of a more basic nature.119 Scien-
tists can also augment their income by serving as an expert witness.

Many of these rewards are within the grasp of most scientists and engi-
neers, be they journeymen or stars. Most can hope to accumulate a suffi -
cient record of research to be promoted to full professor. Many will seek 
out— or be sought by— industry and will earn additional income through 
consulting.
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For a few, the rewards are signifi cantly greater. Some will receive prizes, 
which, in addition to the honor they bestow, are accompanied by a sub-
stantial amount of cash. Possibilities for great wealth also arise through 
patenting and starting a company. I have taken care to demonstrate that, 
although the rewards to such activities can be extremely large, few scientists 
and engineers participate at the megalevel. On the other hand, the rewards 
associated with patenting and starting up companies are not the exclusive 
domain of those who strike it big. A signifi cant portion of faculty are as-
sociated with a patent application, and a signifi cant number serve on advi-
sory boards and as directors of their colleagues’ companies. Although only 
a small percentage of the inventors will strike it rich, more can expect to 
earn $10,000 or more a year in royalties. Those on boards often hold eq-
uity in their colleagues’ companies and also receive compensation for serv-
ing as con sul tants.

One fi nal note: Wealthy a handful may be but there is little evidence that 
wealthy scientists slow down. Robert Tjian, who earned millions when the 
company he cofounded was bought by Amgen, has a reputation for the 
long hours he works at the Howard Hughes Medical Institute. John Hen-
nesy became president of Stanford after the company he founded went 
public and was eventually acquired by another. LeRoy Hood has contin-
ued to work and be productive into his 70s, twenty- fi ve- plus years after 
founding the fi rst of many companies.
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The lab of kathy giacomini, professor and co- chair of the De-
partment of Bioengineering and Therapeutic Sciences at the University 

of California– San Francisco (USCF), studies how genes affect the response 
to medication. The par tic u lar focus of the group is how ge ne tic variation in 
transporter genes across ethnically diverse groups is associated with varia-
tion in therapeutic and adverse drug response. The lab also studies novel 
anticancer platinum agents. In addition to herself, the Giacomini group 
includes a medical doctor (who directs the clinical studies), a laboratory 
manager, four postdoctoral fellows (postdocs), fi ve graduate students, and 
a visiting scientist from Japan.1 The majority of the funding for the Giaco-
mini lab comes from the National Institutes of Health (NIH). The lab 
occupies approximately 2,500 square feet at the Mission Bay Campus of 
UCSF. It uses a variety of equipment and materials in its research, includ-
ing ge ne tically modifi ed mouse models, cofocal microscopy, and Applied 
Biosystems (ABI) equipment for sequencing and genotyping. The micros-
copy and sequencing equipment is “core,” and is  housed outside the Gia-
comini lab and used by others. The equipment for genotyping is  housed in 
the lab, but it is also used by other researchers in the building who help 
pay for the ser vice contract.

The IceCube Nutrino Observatory sits underneath the South Pole. The 
telescope is the brainchild of Francis Halzen of the University of Wisconsin– 
Madison, and involves sixty- seven faculty, sixty- two PhD research 
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 scientists and postdocs, and ninety- fi ve students, drawn from thirty- three 
institutions, approximately half of which are located outside the United 
States. The project was conceived more than twenty years ago; the actual 
construction of the IceCube Observatory began in 2005. The observatory 
is designed to detect high- energy neutrinos by capturing the charged par-
ticles they create when they interact with nuclei in the ice. The goal is to 
solve the puzzle of the origin of cosmic rays. The array is a cubic kilometer 
in size and is composed of eighty- six holes in the ice, varying in depth from 
1,450 to 2,450 meters, into which specially designed photomultipliers have 
been placed to detect neutrino activity. Each hole takes approximately two 
days to complete. The project deployed the last string of photomultiplers in 
late December 2010. During the construction period, 170 people worked 
on the project, although less than 40 could be on the ice at any one time, 
causing serious scheduling challenges. IceCube also employs a number of 
technicians and administrators off site. Approximately 85 percent of the 
$280 million project has been paid for by the National Science Founda-
tion (NSF); other agencies and countries have contributed the other 15 
percent.2

The fl uid physicist David Quéré has two labs, one at the École Super-
ieure de Physique et Chimie Industrielles of France (ESCPI) and the other 
at the École Polytechnique.3 Quéré, who is a professor at the École Poly-
technique, also teaches at ESPCI and is a research director at the French 
National Center for Scientifi c Research (CNRS). The research interests of 
the group Quéré helps lead cover “systems with liquids in which interfaces 
play a predominant role.” The group calls itself Interfaces & Co.4 The group 
is composed of Quéré, another CNRS research director, nine graduate stu-
dents, three postdocs, and a visitor being hosted from the Tokyo Institute 
of Technology. Quéré received considerable attention in September 2010 
for a paper he published with three members of the group, which used a 
tank of water, a slingshot, a high- speed camera, and a computer to exam-
ine the behavior of projectiles in fl uids. The paper concluded by discussing 
how their research could explain what has become known as “the impos-
sible goal,” scored by Brazilian soccer player Roberto Carlos on June 3, 
1997, against the French team.5

Zhong Lin (ZL) Wang’s Nano Research Group in the College of Engi-
neering at the Georgia Institute of Technology works in a wide variety of 
areas, including the development of nanogenerators for converting me-
chanical energy into electricity. The group occupies 7,500 square feet of 
space in the Institute of Paper Science and Technology building at Georgia 
Tech. Including Wang, the group’s size, which is constantly changing, 
stood at thirty- three in the spring of 2011: seven postdocs, one visiting 
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student from China, eleven graduate students, four research scientists (one 
of whom is the coordinator of electron microscopy), two research techni-
cians and seven visiting scientists. Funding for Wang’s group comes from a 
number of sources, including the NSF, NIH, Department of Defense (DOE), 
National Aeronautics and Space Administration (NASA), Defense Ad-
vanced Research Project Agency (DARPA), and industry. The group uses a 
variety of specialized equipment, including a transmission electron micro-
scope, an atomic force microscope, and a fi eld emission gun scanning elec-
tron microscope (FEG- SEM), all of which can be seen by clicking on the 
laboratory tour link on the group’s website.6

All of the above groups combine inputs, such as effort, knowledge, 
equipment, materials, and space, to produce research.7 They do not, how-
ever, use the inputs in the same proportion. The importance of equipment, 
for example, and the way the research is structured, varies considerably. 
More generally, one model of the production of scientifi c research does 
not fi t all fi elds of science and engineering (S&E). Mathematicians, chem-
ists, biologists, high energy physicists, engineers, and oceanographers share 
certain similarities in terms of the production of scientifi c research. All, for 
example, require effort and cognitive inputs. In other dimensions, how-
ever, there is considerable variability across fi elds in the way research is 
produced.

The way research is or ga nized is a case in point. Mathematicians and 
theoretical physicists rarely work in labs (although they may identify with 
a group and work with coauthors), but most chemists, life scientists, engi-
neers, and many experimental physicists do. The role of equipment pro-
vides another dimension. In some fi elds, the equipment required to do 
research is fairly minimal, as in the case of certain areas of math, chemis-
try, and fl uid physics. In others, research is almost entirely or ga nized and 
defi ned by equipment, as in the case of astronomy and high- energy ex-
perimental physics. Materials also play a role. In vivo experiments require 
access to living organisms. For many biomedical researchers this means 
having— and taking care of— large numbers of mice, and, in more recent 
years, zebrafi sh.

Thinking of research as a production pro cess raises several questions. Is 
there, for example, any evidence of diminishing returns? Are certain inputs 
complements while others are substitutes for each other? Does a change in 
the cost of one input, such as the cost of employing a graduate research 
assistant, lead principal investigators (PIs) to hire more postdocs and cut 
the number of doctoral students they support? Does an increase in the 
technological prowess of an instrument, such as that used in sequencing 
genes, lead to a substitution of equipment for people?
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This chapter examines how research is produced, focusing on the people 
doing science, attributes they possess and patterns of collaboration. The 
discussion begins by looking at the contributions that scientists make to 
the pro cess of discovery, in terms of time and cognitive inputs. It continues 
by examining the important role that labs play in many areas of science. It 
concludes by examining the substantial and increasing role that collabora-
tion is playing in science. Chapter 5 continues the discussion of produc-
tion, focusing on the inputs of equipment, materials, and research space.

Time and Cognitive Inputs

Although it is pop u lar to characterize scientists as having instant insight— 
eureka moments— science takes time and per sis tence. Productive scientists— 
and eminent scientists especially— are described as highly motivated, with 
“stamina” or the capacity to work hard and persist in the pursuit of long- 
range goals.

Per sis tence

Per sis tence is especially important. Slightly over half of the physicists ques-
tioned in a study of what it takes to succeed in their fi eld chose per sis tence 
from the list of twenty- fi ve adjectives. No other quality came close.8 The 
per sis tence of the cancer researcher Judah Folkman was legendary. It took 
years before the scientifi c community accepted his idea that tumors can be 
choked by blocking blood- vessel growth.9 Edward Norton Lorenz, the fa-
ther of chaos theory— sometimes referred to as the third scientifi c revolu-
tion of the twentieth century— is described as being per sis tent.10 The in-
ventor Zalman Shapiro, who in June 2009 at age 89 received his fi fteenth 
patent, attributes his success to that quality as well: “Per sis tence is abso-
lutely essential. You have to be per sis tent, otherwise you  can’t come up 
with anything . . .”11

Per sis tence is closely related to practice, as in “practice makes perfect.” 
Recent work suggests that it is practice— more than talent— that leads to 
success in fi elds as diverse as writing, tennis, and music.12 Per sis tence also 
relates to creativity. If creativity occurs, as some would argue, through the 
chance combining or recombining of two or more ideas, then the more one 
works, the more likely is one to achieve a creative outcome.13

Per sis tence translates into long hours of work. According to a NSF sur-
vey, scientists and engineers in academe for whom research is either the 
most important or second most important work activity spend 52.6 hours 
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in a typical week working on their main job.14 Many scientists work even 
longer hours; the standard deviation was 9.1, and the maximum number 
of weekly hours reported was 96.15 One reason for the long hours is that 
research is not just work— satisfaction is derived from doing research. But 
the long hours also refl ect the need to continue being productive in order 
to remain competitive and the tournament nature of research, where “the 
slightest edge can make the difference between success and failure.”16 The 
amount of time spent on administrative details also contributes to the long 
hours. A 2006 survey of U.S. scientists found that scientists spend 42 percent 
of their research time fi lling out forms and in meetings, tasks split almost 
evenly between pre- grant (22 percent) and post- grant work (20 percent). 
The tasks cited as the most burdensome  were fi lling out grant progress 
 reports, hiring personnel, and managing laboratory fi nances.17

Knowledge and Ability

Several dimensions of cognitive resources are associated with discovery. 
One aspect is ability. Although per sis tence may trump talent, ability mat-
ters. Lorenz not only was per sis tent, he possessed “plain old intelligence.”18 
It is generally believed that a high level of intelligence is required to do sci-
ence, and several studies have documented that, as a group, scientists have 
above average IQs.19 There is also a general consensus that certain people 
are particularly good at doing science and that a handful are superb.

In recent years, and particularly after Lawrence Summers’s pre sen ta tion 
at a 2005 National Bureau of Economic Research conference, consider-
able attention has focused on the relationship between mathematical apti-
tude and success in science— especially the relationship between success 
and being in the extreme right- tail of the math distribution.20 Two ques-
tions arise. First, to what extent is there is a relationship? And second, how 
much does mathematical ability vary by gender— especially at the right- 
tail of the distribution? Summers (and his critics) focused on the latter, as-
suming the former to be affi rmative— even though the verdict on that is not 
yet in. Even psychologists Stephen Ceci and Wendy Williams, who have 
studied the subject extensively, acknowledge that one need not be in the top 
1.0 percent or top 0.1 percent of math per for mance to be successful in sci-
ence, engineering, or math.21

Another dimension of cognitive inputs is the knowledge that a scientist 
possesses, knowledge that is used not only to solve problems but also to 
select problems and the sequence in which the problem is addressed.

The importance that knowledge plays in discovery leads to several obser-
vations. First, it intensifi es races, because the public nature of knowledge 
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means that multiple investigators working in the same fi eld have access to 
the same underlying knowledge. Work in the area of high- temperature su-
perconductors and induced pluripotent cells are but two cases in point.22

Second, knowledge can either be embodied in the scientist(s) working 
on the research or disembodied but available in the literature (or from dis-
cussions with others). Different types of research rely more heavily on one 
than the other. The nuclear physicist Leo Szilard, who left physics to work 
in biology, once told the biologist Sydney Brenner that he could never have 
a comfortable bath after he left physics. “When he was a physicist he could 
lie in the bath and think for hours, but in biology he was always having to 
get up to look up another fact.”23

Third, certain forms of knowledge are tacit, meaning that they cannot 
readily be written down and codifi ed. The only way to acquire such knowl-
edge is by working directly with individuals knowledgeable in the area. 
For example, creating transgenic mice, as we have seen in Chapter 2, was 
not something that one could pick up by reading an article— one needed to 
train in the lab of someone who had the expertise. Likewise, the new tech-
nology of microfl uidics requires hands- on training. The importance of tacit 
knowledge is one reason why scientists and engineers visit other labs— or 
send their students to visit them. A biomedical researcher reported that a 
postdoc from Japan expressed no need to fi nd a job after she had com-
pleted her training because a job was waiting for her in her mentor’s lab in 
Japan. Her sole purpose in coming (and the reason she had been sent) was 
to learn specifi c techniques in which the lab excelled. The honey bees— as 
graduate students who enhance a lab’s productivity are sometimes called— 
often do so by describing how a problem was approached in a previous 
lab in which they worked. Although not all of this is tacit, a component is.

Fourth, the knowledge base of a scientist can become obsolete if the sci-
entist fails to keep up with changes occurring in the discipline. Certain 
fi elds move so rapidly that an absence of two or three months from the fi eld 
can prove disastrous. Work with induced pluripotent cells is a case in point; 
organic synthesis is not. The need to stave off obsolescence is undoubtedly 
one reason why liberal arts colleges— as well as master’s institutions— do 
not discourage research on the part of their faculty.24 On the other hand, 
the presence of fads in science (which are somewhat common in theoretical 
particle physics) means that the latest educated are not always the best edu-
cated.25 Vintage matters in science, but the latest knowledge is not always 
the “best” knowledge.

Fifth, there is anecdotal evidence that “too much” knowledge can occa-
sionally be a bad thing in discovery in the sense that it encumbers the re-
searcher. There is the suggestion, for example, that exceptional research 
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may at times be done by the young because the young “know” less than 
their elders and hence are less encumbered in their choice of problems and 
in the way they approach a question. This is one of several reasons that 
exceptional contributions are often more likely to be made by younger 
persons.26

Sixth, and perhaps most important, “many problems in science require 
an array of cognitive resources that no single scientist is liable to pos-
sess.”27 Scientists can augment the knowledge available for addressing a 
problem by drawing on the cognitive resources of others— by becoming 
part of a team. Research is rarely done in isolation.

Labs

Collaboration in science often occurs in a lab. The lab environment not 
only facilitates the exchange of ideas. It also encourages specialization, with 
individuals working on specifi c projects or with specifi c pieces of equip-
ment, materials, or animals. By way of example, there are researchers who 
are electron microscopists and researchers who are electrophysiologists 
and use micromanipulators to mea sure single ion channel activity.

How labs are staffed varies across countries. In Eu rope, research labs 
are often staffed by scientists holding permanent positions, although in-
creasingly these positions are held by temporary employees.28 In the United 
States, although positions such as staff scientists and research associates 
exist, the majority of scientists working in the lab are doctoral students 
and postdocs, as the examples in the introduction to this chapter suggest.

Labs at U.S. universities “belong” to the faculty PI, if not in fact, at least 
in name, as is readily seen by the common practice of naming the lab for 
the faculty member. A mere click of the mouse, for example, reveals that 
all of the twenty- six faculty at MIT in biochemistry and biophysics use their 
name in referring to their lab.29 Sometimes, as in the case of the Nobel laure-
ate Philip Sharp, lab members and former members are referred to using a 
play on the PI’s name— in this case “Sharpies.”30 In a similar vein, graduate 
students and postdocs working in Alexander Pines’s lab at Berkeley are 
known as “pinenuts,” and alumni are referred to as “old pinenuts.”31

It is common practice for labs to maintain webpages, with links to re-
search focus, publications, funding, the PI’s curriculum vitae, and members 
of the research group. Most pages provide pictures of people who work in 
the lab, sometimes in group shots, other times as individual pictures. Most 
pictures are of a traditional nature, but it is not uncommon for photos to 
be on the humorous side. Susan Lindquist’s lab at the Whitehead Institute, 
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for example, features a poodle on its webpage. Sometimes the photos are 
more daring. The webpage for chemist Christine White’s lab depicts White 
seated on a stone throne, engulfed in fl ames and surrounded by graduate 
students, one of whom sports horns. Two celebrities have been added to 
the picture.32

Staffi ng Labs

The mix of personnel, as well as the number of personnel, in U.S. univer-
sity labs varies by fi eld. The biomedical sciences rely on a considerable 
number of postdocs. Twenty of the thirty- nine scientists working in 
Lindquist’s lab, for example, are postdocs.33 But in other labs and other 
fi elds, graduate students can outnumber postdocs. A study of 415 labs 
affi liated with a nanotechnology center, and drawn from departments of 
chemistry, engineering, and physics, found, for example, the average lab to 
have twelve scientists, excluding the principal investigator (PI). Fifty per-
cent  were graduate students, 16 percent  were postdocs, and 8 percent  were 
undergrads.34

Populating labs with graduate students and postdocs has been embraced 
in the United States for a variety of reasons. Pedagogically, it is an effi cient 
training model. It is also an inexpensive way to staff laboratories. The av-
erage postdoc earns half to two- thirds of what a staff scientist— the closest 
substitute to a postdoc in the lab— earns.35 Moreover, as faculty are not 
abashed to note, it provides a source of “new” ideas, especially given the 
relatively young age of doctoral students and postdocs. Trevor Penning, 
while serving as the Associate Dean for Postdoctoral Research Training at 
the University of Pennsylvania School of Medicine, was quoted as saying, 
“A faculty member is only as good as his or her best postdoc.”36

In addition, funding is often readily available for predoctoral and post-
doctoral students. The typical NIH grant, for example, supports both grad-
uate research assistantship and postdoc positions, as do many other forms 
of grants. The NSF has had the explicit policy of supporting students for 
many years. According to Rita Colwell, the Director of the NSF from 1998 
to 2004, “In the 1980s, NSF asked investigators to put graduate students 
on their research bud gets, saying it preferred to fund graduate students 
rather than technicians.”37 There is also the added advantage that post-
docs and graduate students, with their short tenure, provide for more fl ex-
ibility in the staffi ng of laboratories than do permanent technicians.

The mix between postdocs and graduate students depends in part on 
cost. At fi rst blush, graduate students, who can receive as much as $28,000 
a year in certain fi elds but as little as $16,000 in others, may seem like a 
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bargain compared with a postdoc, who can cost $38,000 or more plus 
fringe benefi ts.38 But the cost advantage can quickly vanish— especially at 
private universities— once tuition (which can exceed $30,000 and is paid 
for in part from the PI’s grant) is added into the equation.39

The cost advantage also depends on the number of hours worked. The 
average postdoc in 2006 reported working approximately 2,650 hours a 
year in the life and physical sciences. Postdocs worked about 100 hours 
less in engineering and about 150 hours less in math and computer sci-
ence. Contrast this with fi rst- and second- year graduate research assis-
tants, who, while taking classes, often work around thirty or so hours a 
week in the laboratory. One quickly concludes that before fringe benefi ts 
the hourly rate for a postdoc is about half the rate for a graduate student at 
a private institution in a relatively high- paying fi eld such as the life sciences. 
And this says nothing of the skill and knowledge advantage the postdoc 
brings to the lab nor that postdocs can work in de pen dently while graduate 
students, especially in the fi rst years of their program, require supervision.40 
The cost advantage, however, declines as graduate students become more 
advanced and begin to log in the same, if not more, hours a week in the lab 
as the postdoc.

Some postdocs are supported on fellowships rather than on the faculty 
member’s grants, providing another cost advantage to populating labs 
with postdocs. In some labs this is the norm, not the exception. For ex-
ample, Lindquist’s lab page explicitly states that “postdoctoral fellows in 
the laboratory generally secure in de pen dent funding through grants and 
fellowships.”41 This is not to say that the faculty member plays no role in 
helping the trainee get the funding. Postdocs can come without a fellow-
ship in hand but with a project in mind, and the PI will help the aspiring 
candidate write the proposal for the fellowship. It is not all altruism on the 
part of the PI.42 The resulting publications come out of the PI’s lab (with 
the PI’s name as a coauthor).

Fellowships also play a role in graduate education, as we will see in 
Chapter 7. However, it is rare for a fellowship to pay for more than three 
years of study, and it is common for students on a fellowship to work in a 
lab. Some graduate students in the biomedical sciences are supported on 
NIH training grants for the fi rst one or two years of study before becom-
ing a graduate research assistant. Rotation through a number of labs is a 
requirement of the training grant. The bottom line: regardless of the source 
of support, most graduate students in the United States in experimental 
fi elds and in engineering work in labs.
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The Number of Graduate Students and Postdocs

The number of graduate students and postdocs involved in university re-
search is considerable. For example, approximately 36,500 postdoctoral 
scientists and engineers  were working in academe in graduate departments 
in the United States in 2008— more than twice as many as in 1985.43 Almost 
60 percent of the 36,500 postdocs  were in the life sciences; the next most 
likely fi eld for postdocs to be working in was the physical sciences.44 There 
is reason to believe that the 36,500 is an undercount of postdocs in aca-
deme. Identifying exactly who holds a postdoc position is challenging, given 
the creative titles that are often bestowed on individuals who are technically 
postdocs.

Considerably more graduate students than postdocs work with faculty on 
research. In 2008, for example, approximately 95,000 graduate students 
worked as research assistants in S&E departments in the United States.45 An 
additional 22,500 graduate students in S&E  were supported on a fellow-
ship, which often involves work of a research nature; another 7,615  were 
supported on a traineeship grant, which generally requires work in a lab.

Authorship patterns in the journal Science provide one way of examin-
ing the role that graduate students and postdocs play in research at U.S. 
universities. Applying such a lens to articles with strong ties to a U.S. uni-
versity, one fi nds that 26 percent of the articles had a graduate student as 
the fi rst author, and 36 percent had a postdoc as the fi rst author. If one 
looks at all authors rather than just the fi rst author (on articles having ten 
or fewer authors), one fi nds that 22 percent of the authors are postdocs 
and 20 percent are graduate students.46

The United State’s reliance on staffi ng labs with postdocs and graduate 
students has contributed to its eminence as a training center for foreign- 
born students. It provides not only a hands- on learning experience but also 
fi nancial support for graduate study and postdoctoral work, something that 
many other countries cannot provide. In 2008, almost 60 percent of post-
docs in the United States  were temporary residents. Forty- four percent of 
all PhD recipients in S&E  were temporary residents.47 The heavy reliance 
on foreign talent to staff labs is a topic that we will return to in Chapter 8.

The Pyramid Structure of U.S. Labs

Or gan i za tion ally, labs in the United States are structured as pyramids. At 
the pinnacle is the faculty PI—“God in his realm,” as one researcher put 
it.48 Below the PI are the postdocs, below the postdocs are graduate stu-
dents, and below them are the lowly undergraduates. Some labs, as  already 
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noted, also have scientists who have completed postdoctoral training in 
the lab or in another lab, and who have been hired in non- tenure- track 
positions as staff scientists or research scientists.

The pyramid analogy does not stop there, however— in certain ways, 
the research enterprise itself at U.S. universities resembles a pyramid scheme. 
In order to staff their labs, faculty recruit PhD students into their graduate 
programs with funding and the implicit assurance of interesting research 
careers.49 They look especially for students who have academic aspirations 
because such aspirations make them especially good worker bees in the 
PI’s lab. Upon receiving their degree, it is mandatory in most fi elds for stu-
dents who aspire to a faculty position to fi rst take an appointment as a 
postdoc. Postdocs then seek to move on to tenure- track positions in aca-
deme. The Sigma Xi study of postdocs, for example, found that 72.7 percent 
of postdocs looking for a job  were “very interested” in a job at a research 
university and 23.0 percent  were “somewhat interested.”50 Such a system 
of staffi ng labs with temporary workers— who aspire to the same types of 
jobs— only works as long as the number of jobs grows quickly enough to 
absorb the newly trained. In recent years, however, the transition from 
postdoc to tenure track has proved diffi cult in many fi elds because, not 
surprisingly, the number of tenure- track positions has failed to keep pace 
with the large number of newly minted PhDs.

It is not uncommon for recent graduates to feel that the system has not 
delivered what it promised. The inherent problems of a system that relies 
on young temporary workers to staff labs— and continues to recruit stu-
dents despite the diffi culties recent graduates experience in fi nding re-
search jobs— is a topic that we return to in Chapters 7 and 10.

Collaboration and Coauthors

A number of factors promote collaboration in science. One, as we have 
already noted, is the advantage that arises from sharing knowledge with 
others. Data and material sharing also promote collaboration. A recent 
paper in Nature Ge ne tics concerning how “protein traffi cking” contrib-
utes to the development of Alzheimer’s disease provides a good example. 
Forty- one researchers working at fourteen different institutions looked at 
the association between Alzheimer’s disease and gene variations in people 
of varying ethnic backgrounds.51 Collaboration is also facilitated when 
scientists conduct research requiring large equipment, such as a telescope 
or a collider, or, in the case of oceanography and certain areas of geology 
and marine biology, a vessel.
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Coauthorship patterns provide a way of studying the important role 
that collaboration plays in discovery. They also show the substantial 
growth in collaboration that has been occurring over time. Papers written 
by teams increasingly outnumber those written by solo authors. An analy-
sis of approximately 13 million published papers in S&E over the 45- year 
period 1955 to 2000 found that team size had increased in virtually every 
one of the 172 subfi elds studied and that, on average, team size had nearly 
doubled, going from 1.9 to 3.5 authors per paper. Team size even increased 
in mathematics, generally seen as the domain of individuals and the fi eld 
least dependent on capital equipment: during the same period, the fraction 
of articles written in mathematics with more than one author went from 
19 percent to 57 percent, with the mean team size rising from 1.22 to 
1.84.52

Collaboration patterns are even more striking when one focuses on pa-
pers with one or more authors from a research- intensive U.S. university— a 
group of institutions for which exceptionally good data exist for the pe-
riod 1981 to 1999.53 During this nineteen- year period, the average num-
ber of coauthors of articles  rose from 2.77 to 4.24. Teams  were largest in 
physics (7.26) and smallest in mathematics (1.91). The large number of 
coauthors associated with physics papers refl ects the pattern in high- 
energy physics of granting authorship to all individuals participating in an 
experiment. There are reports of physics papers that are shorter than the 
author list! A recent article on the emission of high- energy gamma rays 
had more than 250 coauthors, affi liated with sixty- fi ve institutions.54 Pat-
terns by fi eld are given in Table 4.1.

Growth in the number of authors per paper is due both to a rise in col-
laboration within a university— and an increase in lab size— and to an in-
crease in the number of labs and institutions collaborating on a research 
project. A study of publications from 662 U.S. institutions that received 
NSF funding found that collaboration across institutions, which was rare 
in 1975, had grown every year; by 2005, the last year of the study, one out 
of three articles involved scientists or engineers coming from different in-
stitutions.55 During the same time period, the incidence of solo authors de-
clined, as did the incidence of writing exclusively with colleagues at one’s 
own institution.

Scientists and engineers also increasingly collaborate with colleagues in 
other countries. The foreign share of addresses on papers with one or more 
authors from a top research university in 1981 (mea sured by the ratio of 
foreign affi liations to all affi liations) in the United States was 0.036. By 
1999, it was 0.111 (see Table 4.1). The fi eld with the largest share of for-
eign addresses on papers is astronomy (one in four), followed by physics 
(one in fi ve). The fi eld with the smallest share is medicine, where only 
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0.077 of the addresses are foreign. The considerably higher incidence of 
international collaboration in physics and astronomy refl ects the fact that 
some major instruments are located outside the United States. For exam-
ple, the La Silla Paranal Observatory in Chile has eleven instruments and 
plays a key role in observing the southern skies. The largest particle phys-
ics laboratory in the world is located at CERN, in Switzerland. Its newest 
collider, the Large Hadron Collider (LHC), came online (for a second time) 
during the fall of 2009.

A recent survey of scientists and engineers working at U.S. academic 
institutions found that slightly more than a quarter— 26.8 percent, to be 
precise— were collaborating with someone outside the United States on 
research. The percentage was highest in the physical sciences and com-
puter and information sciences (almost 30 percent) and lowest in math 
and statistics (23.7 percent).56 Almost all reported using the telephone or 
e-mail to collaborate (98 percent); about half of those who collaborated in-
ternationally also traveled to do so. A slightly higher percentage of U.S. col-
laborators worked with someone who traveled to the United States to work 
on the project. About 40 percent of those who collaborated with someone 
outside the United States did so by “web- based or virtual” technology.

Authorship, of course, does not necessarily correlate with contribution. 
Individuals who make a contribution may be excluded (for example, ghost 

Table 4.1. Coauthorship patterns at U.S. research institutions by fi eld, 
1981 and 1999

Team size

Ratio of foreign 
affi liations 

to all affi liations

1981 1999 1981 1999

Agriculture 2.41 3.31 0.028 0.104
Astronomy 2.65 4.95 0.086 0.245
Biology 2.81 4.27 0.034 0.110
Chemistry 2.82 3.60 0.046 0.108
Computer science 1.86 2.64 0.043 0.113
Earth sciences 2.29 3.62 0.052 0.161
Economics 1.57 1.94 0.041 0.094
Engineering 2.29 2.98 0.040 0.105
Mathematics 1.53 1.91 0.071 0.168
Medicine 3.26 4.58 0.021 0.077
Physics 3.09 7.26 0.070 0.196
Psychology 2.21 3.14 0.016 0.059

All fi elds 2.77 4.24 0.036 0.111

Source: Adams et al. (2005).
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authors) and those who did not may be included in the list of authors. The 
latter are sometimes referred to as gift, guest, or honorary authors. We 
have already noted instances of ghost authors in Chapter 3, where scien-
tists in industry write the articles and then recruit faculty to be the named 
author, with the goal of giving credibility to the work. But ghost author-
ship can also occur when individuals who work on a project (such as 
graduate students or ju nior faculty) are intentionally excluded from the 
list of coauthors.

It is diffi cult to know just how common these practices are. A survey of 
six peer- reviewed medical journals found that 26 percent of review articles 
contained evidence of honorary authorship and 10 percent contained evi-
dence of ghost authorship.57 A more recent survey found that 39 percent 
of Cochrane reviews showed evidence of honorary authors, and 9 percent 
showed evidence of ghost authors.58

Suffi cient concern existed in the biomedical community regarding the 
attribution of authorship to warrant the crafting of criteria for authorship; 
some journals now require coauthors to list their specifi c contributions.59 
Most journals in the fi eld have adopted the criteria. The criteria, however, 
are suffi ciently ambiguous to allow considerable variation in what consti-
tutes authorship. In the United States, for example, it is common practice 
for the PI to be the last author on articles coming out of the PI’s lab, re-
gardless of the level of contribution: My lab, my article.

In some fi elds, everyone who is involved in the larger project is listed as 
a coauthor, regardless of whether they contributed to the specifi c piece of 
research. Articles coming out of the IceCube project, for example, list all 
project members— 256, most recently— as authors in alphabetical order.60 
In other fi elds, such as in the biomedical sciences, authorship order gener-
ally relates, at least to some extent, to the level of contribution. The fi rst 
author did the heavy lifting; the last author contributed the lab, assembled 
the team, and set the research agenda. It is less obvious how authorship 
order is established in between.

Inventorship is more closely guarded, not only because the criteria for 
inventorship is defi ned by law, but also because more is at stake.61 In the 
case of authorship, it is reputation; in the case of inventorship, it is reputa-
tion and money. A study of 680 patent-paper pairs for a sample of Italian 
academic scientists found the number of coauthors to be higher than the 
number of coinventors on the patent. First and last authors of articles  were 
less likely to be excluded from patents; the probability of exclusion also 
decreased with se niority. Although the authorship order fi nding is congruent 
with contribution, especially with regard to the fi rst- author fi nding, the se-
nority fi nding suggests that status may affect the outcome.62
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Factors Contributing to Increased Collaboration

Several factors contribute to the increased role that collaboration plays in 
research. First, the importance of interdisciplinary research and the major 
breakthroughs that often occur in emerging disciplines encourage collabo-
ration. Systems biology, which involves the intersection of biology, engi-
neering, and physical sciences, is a case in point.63 By defi nition, no one 
has all the requisite skills required to work in the area; researchers must 
rely on working with others.

The importance of collaborating with someone with a different skill set 
is described eloquently by Rita Levi- Montalcini, who found her lack of 
training in biomedical techniques to be an impediment in trying to identify 
the “nerve- growth- promoting agent.” Then she met Stan Cohen, a bio-
chemist, and “the complementarity of our competences gave us good rea-
son to rejoice instead of causing us inferiority complexes.” She recalls Co-
hen as saying, “Rita, you and I are good, but together we are wonderful.”64 
For their collaborative work, the two won the Nobel Prize in Physiology 
or Medicine in 1986.

Second, researchers arguably are acquiring narrower expertise over time. 
To some extent, this is a necessary adaptation to the increased educational 
demands associated with the growth of knowledge over time.65 But it also 
refl ects the benefi ts accruing to the group when members specialize.

The evidence supports the gains arising from collaboration: teams pro-
duce better science. Team- authored articles receive more citations than 
sole- authored articles in virtually all fi elds of S&E, and a team- authored 
paper is 6.3 times more likely than a solo- authored paper to receive 1,000 
or more citations.66 Articles coauthored with a scientist at another institu-
tion (in the United States) are more highly cited— especially if the scientists 
come from different elite institutions. For example, authors working to-
gether at Harvard tend to produce lower impact papers than do authors 
working together from both Stanford and Harvard.67

Third, the rapid diffusion of connectivity has decreased the costs of col-
laboration across institutions. Twenty- fi ve years ago, the only way to work 
with someone at another institution was to talk with them on the phone, 
visit them in person, fax them material, or communicate by mail. Phone 
calls and travel  were expensive. The cheapest ticket to Eu rope cost approxi-
mately $1,800 in today’s dollars. Mail required patience. The Internet as 
we know it today did not exist— nor did e-mail. Data arrived on tape; off- 
site equipment had to be visited to be operated. The information technology 
(IT) revolution has changed all of this, making it possible to communicate 
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online, share databases online, and (as we will see in the next chapter) 
operate equipment online.

The IT revolution can be dated to the creation of ARPANET by the 
Department of Defense in 1969. Restricted access to ARPANET, however, 
meant that most researchers could not use it. This led to the development 
of other networks. Among these, BITNET emerged as the leader. Concep-
tualized by the Vice Chancellor of University Systems at the City Univer-
sity of New York (CUNY), BITNET was fi rst adopted by CUNY and Yale 
in May 1981. At its peak in 1991– 1992, BITNET connected about 1,400 
organizations in forty- nine countries; almost 700 of these  were academic 
institutions.

The speed with which BITNET was adopted by research universities 
and medical schools (tier 1) is seen in Figure 4.1. Master’s institutions 
(tier 2) and liberal arts colleges (tier 3)  were much slower to adopt the 
new technology. By 1992 (the last year that data on its use  were col-
lected), over 80 percent of all research institutions had adopted BIT-
NET, approximately a quarter of master’s institutions had adopted it, 
and slightly more than 10 percent of liberal arts colleges had access to 
the technology.68

By the mid- 1990s, BITNET had been replaced by the Internet. A key 
requirement for effi cient communication on the Internet was the develop-
ment of the domain name system (DNS)— such as harvard .edu. Figure 4.2 
uses data regarding the adoption of domain names to plot the speed with 
which use of the Internet diffused among U.S. institutions of higher educa-
tion. Particularly noteworthy is the rapidity with which the system dif-
fused and the fact that, although research institutions adopted more 
quickly, by 2001 almost all institutions that granted a BA degree in the 
United States had access to the Internet.

When the productivity of biomedical scientists is related to the avail-
ability of IT, some support is provided for the idea that the productivity of 
individuals who worked at institutions that had access to IT, especially 
early on, increased. The data also support the hypothesis that IT enhances 
collaboration. There is also evidence that connectivity has differential ef-
fects on productivity, depending on a scientist’s individual characteristics 
and position in academe. Specifi cally, women scientists benefi t more than 
their male colleagues in terms of overall output and an increase in new 
coauthors. This is consistent with the idea that IT is especially benefi cial to 
individuals who face greater mobility constraints.

There is also evidence that the tier of the research or ga ni za tion mat-
ters.69 The availability of IT has a greater effect on the productivity of sci-
entists at nonelite institutions than it does for scientists at elite institutions. 
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The fi nding is consistent with the idea that faculty at nonelite institutions, 
with fewer in- house colleagues and resources, have relatively more to gain 
from the availability of IT.

The gender and research- tier results suggest that IT has been an equal-
izing force, at least in terms of the number of publications and the gains in 
coauthorship, enabling scientists outside the inner circle to participate more 
fully. A study of engineers found somewhat similar results: those who 
worked at medium- ranked research universities benefi tted the most— in 
terms of increased publishing— by the adoption of BITNET.70

The increasing complexity of equipment also fosters collaboration. At 
the very extreme are the teams assembled to work at colliders. The LHC’s 
four detectors have a combined team size of just under 6,000: 2,520 for 
the Compact Muon Detector (CMS), 1,800 for the Atlas, 1,000 for AL-
ICE, and 663 for LHCb.71 The IceCube Project, with approximately 250 
associated scientists, is small by comparison.

The vast amount of data that is becoming available also fosters collabora-
tion by enhancing the proclivity of researchers to work together in solving 
“large” problems. The Alzheimer’s research discussed earlier is but one ex-
ample. Among other examples from recent years, probably the best known 
is the Human Genome Project and its associated GenBank database. Many 
other large databases have recently come online, such as PubChem, which as 
of April 2009 contained 48 million recorded substances,72 and the World-
wide Protein Data Bank (wwPDB), a depository of information regarding 
protein structures. And this is the tip of the iceberg. It is estimated that if all 
the data produced by the LHC at CERN  were burned onto disks, “the stack 
would rise at the rate of a mile a month.”73

At least one other factor leads researchers to seek coauthors. That is the 
desire to minimize risk by diversifying one’s research portfolio through 
collaboration, just as one can minimize fi nancial risk by holding a diversi-
fi ed portfolio.

Some of the factors encouraging collaboration are new (such as greatly 
enhanced connectivity, the creation of large databases, and the increasing 
complexity of equipment), but growth in the number of authors on a paper 
is not new. As noted previously, team size has grown in all but one of the 
171 S&E fi elds studied from 1955 to 2000.

Government Support for Collaborative Research

Governments have bought heavily into the importance of collaborative re-
search. The rationale, although not always explicitly stated, is based on the 
idea that collaborative research produces better research and creates incen-
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tives for labs to share data and materials. Consequently, governments actively 
foster collaboration within institutions, across institutions, and, in the case 
of the Eu ro pe an  Union, across countries. For example, the National Insti-
tute of General Medical Sciences (NIGMS) at the NIH has encouraged col-
laboration within universities by creating initiatives to promote quantita-
tive, interdisciplinary approaches to problems of biomedical signifi cance. In 
practice, this has led to the funding of centers in systems biology. Another 
way that the NIH fosters interdisciplinary, collaborative work is by creating 
training grants in fi elds that span disciplines and that require departments at 
the same university to work together in the training of students.

In an effort to foster collaborative research across institutions, the NIH 
funds large- project grants, called P01s. The grant mechanism is “designed 
to support research in which the funding of several interdependent proj-
ects as a group offers signifi cant scientifi c advantages over support of these 
same projects as individual regular research grants.”74 Bud gets for P01s 
are often in the $6 million (direct cost) range.

On a larger scale, NIGMS supports “Glue Grants,” with the purpose of 
making “resources available for currently funded scientists to form research 
teams to tackle complex problems that are of central importance to bio-
medical science and to the mission of NIGMS, but that are beyond the 
means of any one research group.” The amount of resources involved can be 
quite large— on the order of $25 million in direct costs. The goal is to pro-
vide suffi cient resources “to allow participating investigators to form a con-
sortium to address the research problem in a comprehensive and highly in-
tegrated fashion.”75

The NIH also supports large networked groups— such as the Pharmaco-
geneics Research Network, made up of groups from twelve different insti-
tutions. Each group has ten or more associated researchers; in many in-
stances groups have more than twenty.76 In the 2010 competition for funds, 
the UCSF team, led by Giacomini, received $11.9 million for research into 
the ge ne tics behind membrane transporters. Giacomini will also oversee a 
$3.2 million NIH grant to continue and expand work with other countries 
concerning variation in drug responses.77 All in all, the NIH is spending 
$161.3 million on the effort. That sum is dwarfed by the more than $700 
million that the NIH has spent supporting groups of researchers studying 
protein structure under two consecutive protein structure initiatives.

On the other side of the Atlantic, the Eu ro pe an  Union bought heavily into 
the gains arising from collaboration as a rationale for supporting research at 
the Eu ro pe an level. The great majority of funding under the various Frame-
work Programmes requires research consortiums composed (in most cases) 
of at least three legal entities based in three different Eu ro pe an  Union 
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 member states.78 Although such programs create incentives for individuals to 
work together, research has yet to show their effectiveness relative to other 
forms of funding. Clearly this is a topic that warrants further research.

It is not just governments that allocate resources with the goal of foster-
ing collaboration. A primary motive behind Harvard’s decision to create a 
new campus in Allston, Massachusetts, was to foster collaboration. The 
idea is that the new campus will help to connect basic research— which 
has been done primarily among faculty in Arts and Sciences on the Cam-
bridge campus— with faculty doing applied research, located at the Medi-
cal School across the river in the Longwood area of Boston as well as at 
other hospitals. A major impetus for the creation of the new campus was 
the realization that Harvard lagged signifi cantly behind such peer institu-
tions as the Massachusetts Institute of Technology (MIT) and Stanford in 
bringing together faculty doing basic research with faculty doing applied 
research.79 The 2008 fi nancial crisis, however, caused Harvard to put plans 
for the Allston campus on hold (or, as the University said, to “pause in the 
construction”) in December 2009.80

Policy Issues

Intellectual property rights, whether in the legal form of being awarded 
inventorship on a patent or in the symbolic form of being awarded prior-
ity of discovery, are still largely conceived of as rights of the individual. As 
such, they are functional, motivating scientists to do research and share 
their research with others. But intellectual property rights are more diffi -
cult to determine as the number of collaborators working on a problem 
grows.81 This presents challenges for organizations. For example, as the 
number of coauthors grows, it becomes increasingly diffi cult to evaluate 
curriculum vitae at tenure and promotion time. It also has become in-
creasingly diffi cult to maintain the tradition that penalized young schol-
ars for publishing with their mentor subsequent to completing a postdoc-
toral appointment.82

Increased collaboration can also present challenges for individuals. When 
does one join a team? When does one become a team leader? When does 
one join a large, multi- institutional collaboration? The U.S. system has, in a 
sense, made some of these decisions for the individual. One’s role on the 
team is assigned while in graduate school, fi rst as a worker bee, then at dis-
sertation time as a lead researcher on a project for which the student is 
often the fi rst author, giving the last- author position to the PI. As a postdoc, 
the young scientist may be lucky enough to lead a small research project in 
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a PI’s laboratory. The hope is to move on and have a lab of one’s own— to 
be the one who sets the research agenda and shares in the intellectual prop-
erty rights of the research coming out of the lab. But as we will see in Chap-
ter 7, a smaller and smaller percentage of scientists are able to make this 
transition. This means that, if they choose to continue doing research, 
scientists are likely to play supporting roles for life, and the intellectual 
property rights that proved so motivating may become farther from their 
reach.83

Growth in collaboration also challenges nonprofi t organizations to re-
think the awards they bestow in science. Prizes are not awarded to groups; 
they are handed out one by one (or at most three at a time). Typical are the 
Nobel, the Kyoto, and the Lemelson- MIT prizes. But pathbreaking work 
is being done by scientists working together. Choosing a winner among so 
many is diffi cult, and it also can be dysfunctional. There is clearly a need to 
rethink the way in which prizes are structured. Status, as the Nobel Peace 
Prize so aptly demonstrates, need not be conferred on one person at a time. 
It is time to think about creating prizes that can be shared by a team.84

Conclusion

This chapter has focused on the people doing science, the attributes they 
possess and their patterns of collaboration. The goal has been to convey 
several facets of the production pro cess. First, research requires per sis tence 
and hard work. Brains help, but science is not all about brains. Second, 
collaboration plays an important and growing role in science. We see the 
pattern at the lab level— which in the United States has more or less a pyra-
mid structure and is heavily reliant on the input of graduate students and 
postdocs. Or we can observe the pattern across labs and institutions, look-
ing at both domestic and international collaborations. Third, fi elds differ in 
the production of research in a variety of dimensions, including collabora-
tive patterns, the location in which research is conducted, and the impor-
tance of materials and equipment. We turn to a discussion of materials and 
equipment in Chapter 5.



c h a p t e r  f i v e

The Production of Research: 
Equipment and Materials

Biophysicist Lila Gierasch was “wooed by an NMR machine” to 
the University of Texas Southwestern Medical Center after she  repeatedly 

had diffi culty obtaining funds to purchase a high- fi eld nuclear magnetic reso-
nance (NMR) machine in an environment where her lab would be the only 
major user.1 It’s no wonder: high- fi eld NMRs are not cheap. Depending on 
strength, they currently run anywhere from $2 million to $16 million. 
The McLaughlin Research Institute in Great Falls, Montana, successfully 
recruited a researcher when they offered him a mouse package with a 
mouse per diem that was more than 50 percent less than what he had been 
paying.2 Access to equipment and materials matter to researchers and 
greatly affect productivity. Scientists and engineers know this; so do deans. 
Start- up packages for faculty consistently contain funds for equipment and 
materials.

This chapter discusses the importance of equipment and materials in the 
production of research. It also focuses on the cost of equipment and how 
the development of new equipment can affect the pace of discovery. It 
closes with a discussion of the physical space used for academic research.

Several themes emerge from the discussion. First, a technological revolu-
tion is occurring in the speed (and associated unit cost) with which discov-
eries can be made. One consequence of this is that the amount of scientifi c 
data that are available is growing at an exceptionally fast pace. Another 
theme is that the new technologies have the potential to affect the ratio of 
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equipment to people used in research (what economists call the capital/la-
bor ratio). Another is that a considerable market exists for the new tech-
nologies that are emerging— and companies are adroit at marketing the 
new technologies. A recent ad for the Maxwell 16 System touts, “Releas-
ing good research fi rst often leads to a lot of better things— better results, 
better publications and a better chance for your next grant.”3 Still another 
theme is that access to equipment and materials can affect stratifi cation in 
science, in terms of where research is performed.  Here, not all forces work 
in the same direction. For example, increased specialization of equipment, 
and the associated increase in price, can further stratify the scientifi c re-
search community in terms of where research is performed. But increased 
access to materials can have a demo cratizing effect. The latter effect is 
reminiscent of the fi nding, discussed in Chapter 4, that the diffusion of 
information technology boosted the publications of individuals working 
at lower tier institutions more than those at higher tier institutions.

Equipment

The important role that equipment plays in scientifi c research is reported 
again and again in accounts of scientifi c discovery. Galileo had his tele-
scope. Boyle had an air pump. X-ray diffraction was key to uncovering the 
double helix. Einstein could not have redefi ned “simultaneity” in his 1905 
paper on relativity without the technology that led to synchronized clocks. 
The human genome was successfully mapped because of the development 
of automated sequencers.4 The goal to sequence a human genome for $10,000 
or less can only be achieved with the development of next- generation se-
quencers. Perhaps nowhere is the role of equipment more obvious than in 
particle physics, where accelerators operating at higher and higher levels of 
energy are opening an inward world that scientists only dreamed of in the 
not so distant past. To quote Wolfgang Panofsky, the fi rst director of SLAC 
(formerly known as the Stanford Linear Accelerator), “Physics is generally 
paced by technology and not by the physical laws. We always seem to ask 
more questions than we have tools to answer.”5

The historian of science Derek de Solla Price writes, “If you did not 
know about the technological opportunities that created the new science, 
you would understandably think that it all happened by people putting on 
some sort of new thinking cap . . .  The changes of paradigm that accom-
pany great and revolutionary changes may sometimes be caused by inspired 
thought, but much more commonly they seem due to the application of 
technology to science.”6
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The key role that equipment plays is one reason to stress what is some-
times referred to as the nonlinear model: scientifi c research leads to ad-
vances in technology, but it is new technology that often brings about ad-
vances in science. Peter Galison’s account of Einstein’s pathbreaking work 
more than a century ago provides an excellent example, showing that “the 
new theoretical physics in any age is just as likely to be stimulated by the 
technologies of the moment as to be spun out platonically from the abstrac-
tions of the past.”7 Or consider astronomy, where new technologies allow 
astronomers to detect electromagnetic radiation of various wavelengths 
that come from stars and galaxies and facilitate precision studies of the 
micro waves lingering from the big bang.8

In some instances, the scientist is both the researcher and the inventor of 
the new technology. The biologist Leroy Hood, author of more than 500 
papers and inventor of “four instruments that have unlocked much of the 
mystery of human biology, including the automated DNA sequencer,” is 
an excellent example of such an academic researcher.9 But numerous other 
examples exist, and it is common in scientifi c publications to report on the 
development of a new tool, such as fl uorescent markers or time- lapse mi-
croscopes, that permit the detection or observation of things heretofore not 
observed. It is also common practice to identify the company that manufac-
tured the equipment; this facilitates the reproduction of the research by 
others.

Costs of Equipment

Some of the equipment and materials used in science are cheap. Gregor 
Mendel used peas. T. H. Morgan used fruit fl ies. Alejandro Sánchez Al-
varado uses planarian. Susan Lindquist uses yeast. Early researchers in the 
science of chaos used Apple computers. The lab of fl uid physicist David 
Quéré mea sures with paper rulers that Ikea freely distributes to anyone 
who walks in the door. The physics lab of the late Bill Nelson of Georgia 
State University “scrounged for parts” to build the K-band EPR/ENDOR 
spectrometer that they used in their research.

But most equipment does not carry bargain- basement prices. Even Quéré’s 
lab, with its reliance on readily available products such as shaving cream, 
slingshots and a toy gun, requires expensive cameras to capture the experi-
ments. And the spectrometer that Nelson and his group built incorporated 
a magnet bought for about $125,000 in 1997.

In the United States, it is not uncommon for a scientist to have a lab 
with a quarter of a million dollars of equipment and materials. And this is 
toward the lower end; the equipment in a lab can easily exceed $1 million. 
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More expensive equipment— such as an NMR that costs millions of dol-
lars, or equipment for sequencing— is often shared by scientists working in 
different labs at the same institution and  housed in a core facility.

These expenditures add up. In 2008, U.S. universities spent nearly $1.9 
billion on equipment out of current funds.10 Of this, 41 percent was spent 
in the life sciences, 17 percent in the physical sciences, and 23 percent in 
engineering. Johns Hopkins University headed the list in terms of equip-
ment expenditures ($69.8 million); other universities at or consistently near 
the top in recent years are the University of Wisconsin– Madison, the Mas-
sachusetts Institute of Technology (MIT), and the University of California– 
San Diego.11

Exceedingly expensive equipment is generally shared among members 
of a consortium. The Large Hadron Collider (LHC), which came on line at 
CERN in 2009 for the second time (and at half its maximum energy), cost 
$8 billion. The Gemini 8- Meter Telescopes Project (one for the southern skies 
and one for the northern skies) cost approximately $184 million and has an 
annual operating bud get of $20 million.12 Chikyu, the Japa nese ocean- 
drilling vessel used in research, cost approximately $550 million.13 Alvin, 
the U.S. Navy- owned deep- submergence vehicle, operated by Woods Hole 
Oceanographic Institution, recently was refi tted at a cost of $40 million.

Some scientists and engineers do not require equipment for their research, 
but most do. Even theorists have become increasingly dependent on com-
puters in modeling mathematical systems for which the required calcula-
tions are too complex to compute with paper and pencil.

Not all equipment is located in the lab of the scientist or near the scien-
tist’s university. Telescopes are a case in point. The telescope that the Cali-
fornia Institute of Technology (Caltech) helps manage is not located in or 
near Pasadena, California. Instead, the telescope is located in Mauna Kea, 
Hawaii, where viewing conditions are optimal.14 Nor, in the determination 
of protein structure, is the diffraction equipment generally located in the 
lab of the scientist doing the study. The crystals that B. C. Wang (and other 
scientists) analyze to determine protein structure are bombarded at Ar-
gonne National Laboratory, outside Chicago. And virtually no one has an 
accelerator in their backyard— especially since SLAC shut down the PEP- II 
in 2008.15 Two nuclear physicists from Georgia State who work on the 
Relativistic Heavy Ion Collider (RHIC) project at Brookhaven National 
Laboratory in Upton, New York, are part of a 400- plus team of physicists. 
Some of their work is done at Georgia State, some on site. Many, many 
more physicists who do experimental particle research will depend on the 
LHC. Some will do their research at CERN, some as members of virtual 
communities, others as visiting scientists.
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Access to Equipment

There are a variety of ways that scientists and engineers gain access to 
equipment, but it usually starts with a dean or a department chair who 
provides space and a start- up package at the time of hiring. Although the 
packages also include stipends for graduate research assistants and postdoc-
toral positions, a key component is funds for equipment.16 In 2003, the av-
erage start- up package for an assistant professor in chemistry was $489,000; 
in biology, it was $403,071. These are not modest sums— they represent 
four to fi ve times the starting salary that the institution paid a ju nior fac-
ulty member at the time.17 At the high end, it was $580,000 in chemistry, 
and $437,000 in biology.18 For se nior faculty, start- up packages averaged 
$983,929 in chemistry (high end: $1,172,222) and $957,143 in biology 
(high end: $1,575,000). Start- up packages usually have a life of three years; 
thereafter, faculty are on their own in raising the funds for equipment (and 
the funds for other expenses related to running a lab, such as the stipends 
for postdocs and graduate students).

A major component of grant proposals is the request for funds to buy 
equipment for one’s lab. More expensive equipment, such as an NMR or a 
magnetic resonance imaging (MRI) machine, is often shared across labs, 
and institutions commonly submit proposals to foundations to support the 
purchase of such equipment.19 Supercomputers, which are typically one of 
a kind and can cost from $10 to $65 million, are acquired either though a 
national competition initiated by the National Science Foundation (NSF) 
or though local initiatives.20 Access to extremely expensive equipment, such 
as a telescope, an accelerator, or an underwater vehicle, is often obtained 
by writing a proposal to a review panel. Time on an NSF- funded super-
computer is allocated in a similar manner.

Lack of access to equipment can affect one’s research, as some young 
physicists learned all too well in 2009. They had planned to use data com-
ing out of the LHC in 2008 and 2009 for their dissertations, but the “ac-
cident” that closed the LHC on September 19, 2008 put an end to those 
plans. The students  were forced to lower their sights in terms of available 
data. They also lost precious time waiting for the LHC to come back on-
line. Astronomers who fail to land jobs at institutions with ready access to 
a telescope have traditionally had more diffi culty getting telescope time 
and producing research.

More generally, access to equipment is not evenly distributed across uni-
versities. There are universities that have funds for the purchase of equip-
ment and those that do not. By way of example, the equipment expendi-
tures of the top fi ve universities (as noted previously) constitute almost 
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12 percent of the total spent by all U.S. universities on equipment. Some 
scientists attend graduate schools with state- of- the- art equipment. Some 
land jobs at institutions that provide strong start- up packages. Some have 
minimal trouble getting grants that provide funds for the purchase of 
equipment, but others do not. Where one works makes a difference in 
terms of career outcomes. We return to this in Chapter 7.

Access to equipment also plays a role in priority of discovery and the 
recognition that accompanies it, as discussed in Chapter 2. Once the equip-
ment that is required to understand a phenomenon becomes readily avail-
able, others can make the discovery as well. It is no wonder that a recent 
advertisement for the Genome Sequencer FLX system showed a racing 
 horse with the caption “More applications lead to more publications.”21

The discussion that follows provides examples of equipment that plays 
a key role in certain fi elds. It starts with a discussion of sequencing, moves 
on to a discussion of the role that equipment plays in protein structure 
determination, and ends with a discussion of telescopes.

Sequencers

The Human Genome Project (HGP) was the fi rst large- scale international 
project to demonstrate the important role that equipment could play in 
the biological sciences.22 The challenge was to sequence the 3 billion base 
pairs of the human genome and to do so in fi fteen years. The sequencing 
method used to elucidate the genome employs the chain- termination 
method or Sanger method developed by Frederick Sanger and colleagues at 
the University of Cambridge in the mid- 1970s (another case of eponymy— 
see Chapter 2). For his seminal work, Sanger was awarded his second No-
bel Prize in chemistry in 1980 (which he shared with Walter Gilbert and 
Paul Berg).23

The Sanger method uses dideoxynucleotide triphosphates (ddNTPs) as 
DNA- chain terminators. It relies on radioactivity to detect the sequence of 
the four nucleotides (ATGC) of the ge ne tic code. Scaling up the procedure 
had limitations, both from a hazard point of view and from the fact that it 
was person intensive: “The  whole procedure [was] manual by its very na-
ture and worse, the interpretation of the data was subjective.”24 The se-
quencing pro cess became safer when fl uorescent dyes replaced radioactiv-
ity as the means of detection. The dyes produce a chromatogram in which 
each color represents a different letter in the DNA code.25

The procedure became less labor intensive with the invention in 1986 of 
the DNA sequencer by Leroy Hood and colleagues Michael Hunkapiller 
and Lloyd Smith. The machine “rapidly determines the order of the four 
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letters across the 24 strings of DNA by labeling the letters with laser- 
activated fl uorescent dyes in red, green, blue or orange.”26 The machine 
was sold by Applied Biosystems, one of the companies that Hood helped 
found (see the discussion in Chapter 3).

The machine is one of the four inventions for which Hood won the 
Lemelson- MIT Prize in 2003. In 2011, Hood was awarded the Fritz J. and 
Delores H. Russ Prize ($500,000) “for automating DNA sequencing, 
which has revolutionized biomedicine and forensic science.”27 His inven-
tions (and his interest in invention)  were not greatly appreciated by his 
department at Caltech; their attitude was one of the reasons, according to 
Hood, that he left Caltech for the University of Washington. The inven-
tion, which with incremental improvements made DNA sequencing 3,000 
times faster, helped to usher in the genomics revolution, where speed and 
cost play a key role.

A simple chronology tells the story. When the HGP began in 1990, the 
best- equipped lab could sequence 1,000 base pairs a day. By January 2000, 
the twenty laboratories involved in mapping the human genome  were col-
lectively sequencing 1,000 base pairs a second, 24/7. The cost per fi nished 
base pair fell from $10.00 in 199028 to under $0.05 in 200329 and was 
roughly $.01 in 2007.30 This is now ancient history. Mea sured in terms of 
base pairs sequenced per person per day, the productivity of a researcher 
operating multiple machines increased more than 20,000- fold from the 
early 1990s to 2007, doubling approximately every 12 months.31 In terms 
of overall expenditures, including administrative costs, the HGP cost 
$3 billion. It is a commentary on the cost reduction resulting from the con-
tinued improvement of the equipment that the genome would have been 
sequenced at a cost of only $25 to $50 million had it been possible from the 
beginning of the project to use the equipment available in 2006.32

Machines  were widely acknowledged as playing an important role in 
bringing the HGP to fruition at the time it was completed. For example, in 
an article which appeared in June 2000, soon after it had been announced 
that a working draft of the genome had been compiled, The New York 
Times discussed the key role that sequencing machines played, reporting 
that machines “reached their zenith in the latest generation of the ma-
chines known as capillary sequencers, like PE Biosytems’ Prism 3700 and 
Amersham Pharmacia’s excellent though less widely used Megabace.” The 
Times went on to say, “If the human genome project  were allowed a ro-
botic hero, it would be the Prism 3700.”33 Francis Collins, Michael Mor-
gan, and Aristides Patrinos, the major fi gures leading the HGP, in their 
2003 article regarding lessons from large- scale biology, described the im-
portant role that equipment played in the HGP effort, heading the section 
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“Technology Matters.” According to the three, “The advent of capillary 
sequencing machines from Amersham and Applied Biosystems provided a 
much- needed boost in effi ciency, enhancing the gains already being made 
due to the use of better enzymes and dyes.”34 Sequencers  were not the only 
technology that made the HGP a reality. Computers played a key role. 
Without advances in computer technology and software, it would never 
have been possible to evaluate the quality of the raw data and piece it 
together.35

A new generation of sequencing machines began entering the market in 
2005, rendering the earlier machines increasingly obsolete. Rather than 
read a hundred or fewer different DNA base pairs at a time, these “next gen-
eration” machines read millions of sequences at once, although the “length” 
of the base that is read is substantially shorter. It is not just that the ma-
chines themselves are faster; new reagents for the machines and new soft-
ware also make them faster.

The fi rst of these next generation sequencers was invented by Jonathan 
Rothberg and marketed by the company he helped found, 454, now a sub-
sidiary of Roche.36 The initial sequencer they sold had a read length of 100 
bases and could sequence 20 million bases in less than fi ve hours. In 2010, 
the company had an instrument on the market with a read length of 400 
to 500 bases and the ability to generate more than 1 million sequencing 
reads per ten- hour run; they  were hyping that longer read lengths would 
be forthcoming in 2011. With a wink and a nod to readers, the company 
promoted the longer length in advertisements for the FLX system that 
proclaimed “length really matters.”37

The company— and Rothberg in particular— was extremely creative in 
getting the word out about its FLX instruments. For example, in 2006 
they approached James Watson (of double helix fame) regarding the pos-
sibility of mapping his genome; early in 2007, they made the announcement 
that they had mapped Watson’s genome at a cost of $200,000, using their 
technology.38 They succeeded in getting the 454 equipment installed at the 
Broad Institute, a leader in sequencing, and they successfully partnered 
with a researcher in Germany (Svante Paabo) to sequence the fi rst million 
base pairs of the Neanderthal genome.39 The research was reported in a 
cover article of Nature in 2006. The company was awarded The Wall Street 
Journal Gold Medal for Innovation in 2005 for their method for low- cost 
gene sequencing.40

Rothberg himself is an interesting example of the entrepreneurial sci-
entist discussed in Chapter 3. He started his fi rst company, CuraGen, 
while completing his PhD in biology at Yale University and since then 
has founded or cofounded three other science- based companies: 454, 
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RainDance, and Ion Torrent Systems. He attributes his motivation for 
inventing a faster sequencer (and eventually founding 454) to his son’s 
visit to an emergency room. In 2002, he established the Rothberg Insti-
tute for Childhood Diseases, dedicated to fi nding a cure for children suf-
fering from tuberous sclerosis complex, a ge ne tic disorder that his oldest 
daughter has.41

At least three other next- generation machines rapidly entered the mar-
ket, one from Helicos, one from Applied Biosystems, and one from Illu-
mina. Helicos’s cofound er Stephen Quake made headlines in 2009 when 
he announced in his New York Times blog that he had successfully mapped 
himself using the Helicos equipment. Four months later, Quake published 
an article in Nature Biotechnology that showed the amount of overlap 
between his genome and the genomes of Watson and Craig Venter (whose 
genome had been mapped in 2007). The publication was followed by an 
article in The New York Times that reported that the mapping had taken 
four weeks and a staff of three and had cost $50,000.42 This is notable 
given that just two years before it had taken 454 something like two 
months to map Watson’s genome, and this was for only three “passes”— 
nine passes  were required to produce the fi nal draft of the HGP.43 Despite 
the Helicos hype, it was Illumina’s machine that captured the second- 
generation market.

New- generation machines are changing the location of the work and 
the number of researchers who have access to sequencing technology. Just 
how it will sort out is still up in the air as new equipment and new busi-
ness models come online. The next- generation sequencing equipment in-
troduced in 2007 was not cheap. Illumina’s Genome Analyzer System, for 
example, costs $470,000 (about $170,000 more than the cost of Applied 
Biosystems’ model 3730 sequencer) and the Helicos Single Molecule Se-
quencer costs about $1 million “depending on how hard you bargain.”44 
But the speed and associated lower unit cost mean that the equipment has 
the potential of being used in a large number of labs and hospitals to ad-
dress a number of research and clinical questions. This is in contrast to fi rst- 
generation equipment, which eventually was being run in a small number of 
highly specialized labs. Illumina uses access as a selling point, noting on its 
website that the Genome Analyzer System “enables even the smallest lab 
to have the sequencing capabilities of the largest genome centers.”45 De-
spite this, equipment and access remain highly concentrated. One estimate 
put half the world’s 1,400 sequencing machines in just twenty academic 
and research settings in 2010.46

The business model for sequencing is also in fl ux. Just when it looked 
like the next- generation equipment might increase the number of locations 
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doing sequencing, the consolidated model of sequencing got a big boost 
when Complete Genomics, of Mountain View, California, successfully se-
quenced material supplied by the Institute of Systems Biology in Seattle.47 
One of the coauthors of the resulting publication was no other than Leroy 
Hood, the father of the original sequencing machine, who serves on the 
scientifi c advisory board of Complete Genomics. The project: to decode 
the genomes of two children with rare ge ne tic diseases and compare their 
genomes to those of their parents. The research was published via Science-
Xpress in March 2010. Complete Genomics reports that they have “per-
fected a low- cost, high- quality sequencing method that will cut time and 
reduce the cost for researchers from as much as $250,000 to as little as 
$5,000.”48 It has the goal of opening ten sequencing centers around the 
world with the capacity of sequencing 1 million human genomes annually. 
If they have their way, sequencing will become a ser vice industry, and 
 researchers, regardless of location, will have access to the technology.

If Jonathan Rothberg has his way, sequencing technology is more likely 
to remain in  house— and in more  houses. In March 2010, he demonstrated 
a silicon- chip sequencer, manufactured by his latest company, Ion Torrent 
Systems, which directly translates chemical information into digital data. 
The sequencer became available at the bargain basement price of $50,000 
in January 2011. Rothberg’s goal is to open the sequencing fi eld to hun-
dreds of smaller research groups that currently lack access to sequencing 
technology at their research facilities. He also envisions putting the small 
machines (the size of a desktop printer) in doctors’ offi ces. The name he 
chose for the machine, Personal Genome Machine (PGM), refl ects this am-
bition. In its current form, however, the machine only sequences 10 million 
bases per run, making the cost per base pair extremely high and inappropri-
ate for sequencing the entire genome.49 Other competitors are actively pur-
suing third- generation alternatives. Pacifi c Biosciences introduced the fi rst 
machine to scan a single DNA molecule in real time in 2010. The machine 
(known as the RS) was awarded the “top invention of 2010” by The Scien-
tist.50 One of the three judges was no other than Jonathan Rothberg!

One thing is for sure: the new sequencing technologies require fewer 
technicians. This became abundantly clear when the Venter Institute elimi-
nated twenty- nine sequencing- center jobs in December 2008, announcing 
that the staff reduction “is a direct result of a technology shift and is not a 
refl ection of the tough economic times that we are all facing in the United 
States today.”51 The Broad Institute followed about seven weeks later, fi r-
ing twenty- four staff, saying once again that the layoffs  were due to a shift 
in technology and  were not related to the recession.52 The layoffs come as 
no surprise to economists, whose models predict that a change in relative 
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prices will lead to a substitution of the relatively cheaper input for the rela-
tively more expensive input.

The decline in the cost has led to the goal of sequencing personal ge-
nomes for $1,000 or less. To incentivize the race, the Archon X Prize 
for Genomics was established in March 2007 with the goal of awarding 
$10 million to the fi rst group that can “build a device and use it to sequence 
100 human genomes within 10 days or less, with an accuracy of no more 
than one error in every 100,000 bases sequenced, with sequences accu-
rately covering at least 98 percent of the genome, and at a recurring cost of 
no more than $10,000 per genome.”53

Should the HGP and the sequencing technology that has evolved be viewed 
as a major step forward in addressing human disease? The answer depends 
upon whom one talks to, and their time horizon. For Eric Lander (the fi rst 
author on the fi rst published draft of the human genome and the head of the 
Broad Institute, a leader in genome medicine, in Cambridge, Massachusetts) 
the answer is “yes.” According to Lander, speed (and associated lower costs) 
mean that sequencing “can be applied to about any problem.” The new in-
struments offer, for example, a better understanding of diseases associated 
with problematic genes, as well as the prospect of personal genomics.

Francis Collins, the leader of the HGP, sees the glass as half- full. The 
HGP and sequencing technology is “helping to piece together many of 
[medicine’s biggest] puzzles.” But not at the rate Collins predicted in 2000. 
“The First Law of Technology,” according to Collins, “says we invariably 
overestimate the short- term impact of a truly transformational discovery, 
while underestimating its longer- term effects.”54

Others see it differently. Despite advances in new drugs for a few can-
cers, and ge ne tic tests that can predict the effi cacy of a handful of drugs or 
whether people with breast cancer need chemotherapy, the “original hope 
that close study of the genome would identify mutations or variants that 
cause diseases like cancer, Alzheimer’s and heart ailments and generate 
treatments for them has given way to the realization that the causes of 
most diseases are enormously complex and not easily traced to a single 
mutation or two.”55 By way of example, a 2010 study led by Nina P. Payn-
ter of Brigham and Women’s Hospital in Boston found that 101 ge ne tic 
variants that had been statistically linked to heart disease had no value in 
predicting who among 19,000 women had gotten heart disease. Family 
history, on the other hand, was a signifi cant predictor.56

Protein Structure Determination

Proteins, which are present in all biological organisms, fold into spatial 
conformations in order to perform their biological function. Determina-
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tion of the three- dimensional structure of a protein is important in under-
standing protein function at a molecular level and is a major component 
of the fi eld of structural biology.57 Structural determination has generally 
been a diffi cult, time- intensive procedure. The protein must fi rst be crystal-
lized, then the crystal must be successfully mounted for an X-ray diffrac-
tion study, and fi nally the resulting data must be analyzed to determine the 
structure. Crystals play such a key role in determining structure and are 
suffi ciently diffi cult to grow that a common saying in the grants commu-
nity used to be “no crystal, no grant.”

In recent years, structural determination has been greatly expedited 
through the development of new technologies and software. Much of the 
funding for this has come from the National Institute of General Medical 
Sciences (NIGMS) at the NIH, which has funded a series of Protein Struc-
ture Initiatives (PSI). Although in some ways the PSI project has been a 
disappointment, providing (to date) “structures that are by and large di-
vorced from biological function,” the technological progress that has 
evolved has been considered a major success. The same assessment report 
that spoke of concerns and disappointments regarding the initiative also 
concluded that “the PSI has been highly successful in establishing an auto-
mated pipeline for protein production and structure determination.”58

One important technological advance has been in the use of robotics to 
grow and screen crystals. For example, a robot can set up multiple crystal-
lization experiments simultaneously and can automatically screen whether 
a crystal is being grown and the quality and size of a crystal if crystalliza-
tion occurs. One such system is produced by Thermo Scientifi c. Such ro-
botic systems, with accessories, cost on the magnitude of $57,000.59

Technological advances also play an important role in the actual diffrac-
tion studies conducted at a synchrotron. A visit to the lab of Bi Cheng 
Wang (who prefers to be called B. C.) at the University of Georgia pro-
vides a good example of their role and the evolution of the technology.

Wang was recruited to the University of Georgia in 1995 as a Georgia 
Research Alliance Eminent Scholar in an effort to build up the program in 
structural biology at the university. At approximately the same time, Ar-
gonne National Laboratory in Illinois announced that it would be opening 
a new facility, called the Advanced Photon Source (APS). The national 
laboratory was looking for groups or consortia to build one or more of 
the thirty- six available sectors.

At the time that Argonne made the announcement, a number of research-
ers in the southeast  were using the facilities at the Brookhaven National 
Laboratory (New York), Lawrence Berkeley National Laboratory (Califor-
nia), or the Stanford Synchrotron Radiation Lightsource at SLAC (Califor-
nia), but there  were no formal groups or consortia in the southeast. In June 
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1997, Wang called a meeting of regional researchers to see if they  were 
interested in forming a consortium. Thirty people from a number of insti-
tutions attended, and the Southeast Regional Collaborative Access Team 
(SER- CAT) consortium was formed. Initially, a share in SER- CAT cost 
$250,000; several institutions bought more than one share, including 
Wang’s group, which purchased four. Other universities in the state that 
joined  were Emory University, Georgia State University, and the Georgia 
Institute of Technology. At the time I spoke with Wang in 2008, SER- CAT 
had sold fi fty- four of the seventy available shares. (Membership is not lim-
ited to southeastern institutions— the University of Illinois at Chicago, for 
example, is a member.) In addition to the initial membership fee, an annual 
operational maintenance fee is also assessed, which in 2008 was approxi-
mately $38,000.

Each synchrotron beamline costs approximately $7 million to construct; 
each sector has two or more beamlines, with individual detectors, plus a 
possible small backup detector. The fi rst SER- CAT beamline was fi nished 
in 2002. At that time, the standard procedure was for a researcher to go to 
Argonne to conduct the diffraction study.

As early as 1999, Wang and his group began looking into the idea of 
building a robot, with the goal of increasing effi ciency at the SER- CAT sec-
tor. The SER- CAT Board, however, was not enthusiastic about the idea and 
preferred to focus on beamline development rather than robotics. By 2002, 
robotics  were being used elsewhere in diffraction studies. Another group at 
the APS bought a Rigaku robot, and the University of California– Berkeley 
designed their own robot. At this point, the SER- CAT group realized that 
they, too, needed a robot. They used the Berkeley design (which was pub-
licly available) as a template to build a modifi ed robot at Argonne.

One of the ways in which SER- CAT increased effi ciency was to reduce 
the amount of machine time allocated for a run. By 2002, other facilities 
 were typically allocating two days for each user group to visit their facili-
ties. SER- CAT was able to reduce this by one day yet enable users to col-
lect their needed data. By the time I visited Wang in 2008, the goal was to 
whittle the run time down to six hours in the near future. They  were also 
able to increase effi ciency by creating software for high- throughput struc-
ture determination on site. In 2004, the group succeeded in determining fi ve 
structures in twenty- four hours. In 2008, a researcher on the SER- CAT 
beamline got fi ve structures in six hours. At the time of this writing, SER- 
CAT has not yet implemented the six- hour runs, but since the summer of 
2009 they have been allocating twelve- hour-run shifts. To make this pos-
sible, they hired two additional staff members and extended their on- site 
user- support ser vices from eight hours to sixteen hours a day.
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A complementary innovation that further increased effi ciency is that 
members no longer need go to Argonne to collect data. They can control 
the robot off site from a home or lab computer with software that takes a 
minute to mount, center, and start the data collection pro cess. (This was 
cautiously termed by many synchrotron facilities “remote control data 
collection.” It was later called “remote participation,” and is now more 
commonly referred to as “remote access.”) Wang initially became intrigued 
with the remote access idea while visiting a National Aeronautics and Space 
Administration (NASA) facility in 1999. If NASA could control equipment 
in outer space from a computer, why  couldn’t he (and others) mount a crys-
tal and do diffraction studies remotely?

Argonne’s rules require that 25 percent of the operating time be used 
by nonconsortium members, so non- members can use the facility as well, 
 including remote access, for data collection. The crystals are shipped to 
 Argonne by mail. Long before remote access became available at SER- CAT, 
SER- CAT instituted the practice called “FedEx crystallography” or “mail- in 
crystallography,” by which researchers mail their crystals to SER- CAT. As a 
special ser vice to members who needed the data quickly or preferred not to 
travel, the staff would collect the data for them personally, a practice that 
continues at SER- CAT today but only as a special perk for its institutional 
members. The FedEx crystallography ser vice SER- CAT pioneered has been 
adopted by others in the protein structure community.

The closest competing method for determining protein structure is NMR 
spectroscopy, which has produced slightly more than 7,800 structures.60 
Kurt Wüthrich, the fi rst to have used the method for determining struc-
ture, shared the 2002 Nobel Prize in chemistry for this work.61 The major 
advantage of NMR over X-ray crystallography is the ability to determine 
protein structures in solution under near physiological conditions, without 
the need to crystallize proteins into an ordered lattice. However, NMR is 
labor intensive and is largely limited to proteins of smaller size, disadvan-
tages that are currently being overcome. The other emerging method for 
the characterization of proteins is mass spectrometry.

Protein structures, once determined, are deposited in the Protein Data 
Base (PDB), a repository for three- dimensional structural data of proteins 
and nucleic acids. In 1971, when it was created at the Brookhaven Na-
tional Laboratory, it contained seven structures. By the summer of 2009, it 
contained over 59,000 structures. It is currently headquartered at Rutgers 
University.62 Over 3,500 of the structures deposited by the summer of 2009 
 were identifi ed by researchers supported through the Protein Structure Ini-
tiative of NIGMS at the NIH.



The Production of Research: Equipment and Materials p 96

Telescopes

The telescope— which celebrated its 400th anniversary in 2008, is one of the 
oldest instruments used in the study of science. Without it, Galileo would 
not have observed the moons of Jupiter or refuted the established view that 
the universe revolves around the earth. Although Galileo’s telescope was 
small and portable (and he fi ercely guarded the knowledge of its workings), 
within a fairly short time telescopes became considerably larger. They also 
began to be supported by governments. By 1675, for example, En gland had 
established the Royal Observatory at Greenwich. A major rationale for 
royal support was that the telescope was thought to be key to solving the 
“longitude problem,” crucial for a seafaring nation such as En gland that 
routinely lost ships because of the inability to determine longitude.63

Today, a variety of types of scopes are in use, including optical, radio, 
and space, as well as instruments for detecting cosmic neutrinos produced 
by violent astrophysical sources and for detecting high- energy gamma- 
rays. Historically, optical scopes in the United States have belonged to a 
university or a consortium of universities, dividing U.S. astronomers into 
“the haves and the have- nots.” Considerable animosity exists between the 
two communities. As one have- not astronomer said, “They [the haves] 
don’t give a fl ying fuck about the rest of us.”64 The instruments controlled 
by Caltech are a case in point. For forty- fi ve years (1948– 1993), the univer-
sity operated the world’s largest optical telescope (200 inch or 5.1 meter) at 
the Palomar Observatory in California. It was surpassed only when Caltech 
joined with the University of California to build a 10- meter telescope at 
Mauna Kai, funded by the W. M. Keck Foundation and named the W. M. 
Keck Center.65

Not all scopes “belong” to an institution (or consortium of institutions), 
and, as the cost of building and running telescopes has increased and de-
mand for time on telescopes has grown, the trend has been toward build-
ing national and international telescopes, made up of consortia of univer-
sities and/or nations. Kitt Peak, built with NSF funds and operated by a 
consortium of U.S. universities, is one such example. But by the end of the 
1970s, the demand for observing time at Kitt Peak’s two largest scopes 
outnumbered the available nights by a factor of three, and pressure began 
to mount to build another optical telescope.66 As a consequence, a portion 
of the U.S. astronomy community (especially the have- nots) began to ex-
plore building a new telescope with government support. Eventually this 
effort evolved into the Gemini 8- Meter Telescopes Project, and two scopes 
 were built: one for the southern skies in Chile and one for the northern 
skies in Mauna Kea, Hawaii. Along the way, it became an international 
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consortium, with partners drawn from a number of countries, including 
Brazil, Argentina, Chili, Australia, Canada, and the United Kingdom. The 
project initially cost $184 million, and currently costs $20 million annu-
ally to operate. New instruments have been added over time.

Twenty- fi ve percent of the time on the Gemini is allocated to engineers 
working on the telescope and to the host country and local staff. The rest of 
the time is allocated to countries by a formula, depending on the amount of 
support (the United States gets approximately 35 percent of the time) and 
through peer review, with proposals submitted to the National Time Allo-
cation Committees.

Some telescopes are dedicated to specifi c projects. A 2.5- meter telescope 
on Apache Point in New Mexico, for example, has been dedicated to sur-
veying the skies since 2000. The project, known as the Sloan Digital Sky 
Survey (SDSS), is equipped with a 120- megapixel camera.67 It has gener-
ated millions of images of galaxies that can be viewed by volunteers online 
in an outreach program called Galaxy Zoo. The $150 million effort is 
named for the Alfred P. Sloan Foundation, which has provided support for 
the project. Papers coming out of the project are a team effort. According 
to Michael Strauss of Prince ton University, “People giggled when we put 
out papers with 100 authors. But we showed that many astronomers 
could get along without killing each other and [that] a large survey could 
be enormously scientifi cally productive.”68

In recent years, competition in the optical community intensifi ed consid-
erably when Caltech and the University of California announced plans to 
build a 30- meter telescope (TMT). Much of the funding for the $77 million 
design- development phase was provided from the Gordon and Betty Moore 
Foundation (of Moore’s Law fame); additional funds  were provided by 
Canadian partners. Part of the funds for building the $1 billion telescope 
will come from the Moore Foundation, which made a $200 million gift, 
and from Caltech and the University of California, which have made a 
joint pledge of $100 million.69 Canadian partners will provide the enclo-
sure, the telescope structure, and the fi rst light- adaptive optics.70 But the 
cost is so substantial that the project could well stumble before its projected 
completion in 2018. The location for the telescope was announced in the 
summer of 2009. Once again Mauna Kai was selected.

Rather than rely on one giant mirror, the TMT uses technology devel-
oped by Jerry Nelson, an applied physicist at the Lawrence Berkeley Na-
tional Laboratory, to join together 492 thin, hexagonal mirror segments to 
form a smooth parabolic surface.

The TMT is not the only large optical telescope on the drawing board 
in the United States. The Giant Magellan Telescope (GMT) is also in the 
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design stage, nipping at the heels of the TMT project. The project, led by 
Carnegie Observatories and the University of Arizona, is based on using 
seven monolithic 8.4- meter mirrors, arranged like fl ower petals, to func-
tion as a mirror 24.5 meters in diameter.71 The chosen location is Las 
Campanas in Chile. The estimated cost is $700 million.72 Considerable ri-
valry exists between Jerry Nelson and Roger Angel, the designer of the 
monolithic mirrors for the GMT, as well as between the two projects.

Astronomy, as already noted, is highly competitive. Both the TMT and 
the GMT will be dwarfed if Eu ro pe an astronomers have their way and 
succeed in building the Eu ro pe an Extremely Large Telescope (E-ELT). The 
scope is planned to have a 42- meter segmented- mirror—almost half the 
length of a football fi eld.73 Eu rope had to “settle” for the 42- meter tele-
scope after plans to build a 100- meter scope— known, appropriately, as 
the “Overwhelmingly Large Telescope” (OWL)— proved too expensive 
and overly complex. The 42- meter telescope in all likelihood will be lo-
cated in either Chile or the Canary Islands. Planning is still in preliminary 
stages; the earliest that the $1.5 billion facility could open is 2016. The 
current plan is to build the primary mirror with hexagonal panels about 
the same size as those used in the TMT design.74

Optical telescopes can be confi gured for different purposes. Not all con-
fi gurations carry huge price tags. One such example is the astronomical 
interferometer operated by the Center for High Angular Resolution As-
tronomy (CHARA) at Mount Wilson in California. The array was the 
brainchild of the astronomer Harold McAlister at Georgia State Univer-
sity and consists of six 1- meter telescopes. It was built with funds from the 
NSF, Georgia State University, the W. M. Keck Foundation, and the David 
and Lucile Packard Foundation. McAlister began the search for funding in 
the early 1980s and received initial seed money from the NSF in 1985. 
Ground was broken at Mount Wilson in 1996. The telescope became fully 
functional in 2004. Excluding Georgia State’s contribution, the telescope 
cost slightly over $8 million to construct. The array can be operated re-
motely from Georgia State, 2,000 miles away.75

Radio astronomy also provides key insights into the universe.76 The larg-
est of the radio telescope facilities currently on the drawing board is the 
Square Kilometer Array (SKA), with a projected construction cost of $1.5 
billion and an annual operating bud get of $100 million. If and when SKA 
is built, it will dwarf the 305- meter- diameter Arecibo radio telescope, which 
was opened in 1963 in the Puerto Rican city it is named for and is funded 
by the NSF and managed by Cornell University.77 Observations made by 
Joseph Taylor and Russell Husle at Arecibo provided the fi rst proof that 
gravity waves, predicted by Einstein’s General Theory of Relativity, actually 
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exist. The two won the Nobel Prize in 1993.78 A 2006 review instigated by 
the NSF recommended that the NSF stop funding Arecibo in 2011.79

Fifty- fi ve institutes and nineteen countries are involved in the planning 
and funding of the SKA, which will have 3000 dish antennas as well as 
two other types of radio wave receptors.80 The main aim of the SKA is to 
“search for faint radio signals from the most distant reaches of the uni-
verse, helping scientists examine clues to what existed before the fi rst stars 
 were born and to probe the nature of dark matter and dark energy.”81 But 
there are many obstacles to overcome before it can be completed. Selection 
of a location is one of these: unlike optical scopes, where the number of 
appropriate locations is limited by the clarity of night skies and the num-
ber of days in the year with clear nights, there are a number of places 
where the SKA could be constructed. And, just like the Olympics, there is 
considerable competition: China wanted it, as did Australia, South Africa, 
and Argentina. By the spring of 2011 selection had been narrowed to sites 
in either South Africa or Australia.82

The SKA provides an excellent example of the extremely long horizon 
required to create a new instrument. In this case, planning fi rst started in 
the early 1990s; it is unlikely that the SKA will be fi nished before 2022. 
The instrument is clearly for the use of the next generation of radio as-
tronomers. This generation’s reward is to design and create it, much like 
planting an olive tree for one’s child or grandchild.83

But it is not all about one’s children or grandchildren. There are rewards 
along the way: many of the instruments are conceived by an individual or 
a group of individuals who gain status and a sense of accomplishment 
by watching “their” instrument be built. There are also papers that are 
generated along the way. Francis Halzen, the physicist “father” of the Ice-
Cube project— the $280 million neutrino observatory built in the ice in 
Antarctica— became an expert on glaciers as the project developed and 
has coauthored papers in the area.

Telescopes are not restricted to the earth. The Hubble Space Telescope, 
launched by NASA in 1990, is the best example to date of a telescope that 
operates in outer space. It is also an “open- use” facility in the sense that 
anyone can apply for observing time without restriction to nationality or 
academic affi liation. Competition, however, is intense: only about one in 
six of the proposals for observation are selected. Furthermore, unlike 
earth scopes, Hubble’s days are numbered; NASA expects that it will be 
out of commission by 2019 if not earlier.84

Hubble is controlled remotely; given its location, this is a necessity. But 
as telescopes get larger— and more expensive— it is likely that most optical 
scopes will be run remotely as well. “With thousands of astronomers 
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clamoring for observation time, the scheduling of observations and steer-
ing of the telescope are likely to be fully automated to squeeze out every 
useful second.”85 Moreover, the competition for time is likely to force as-
tronomers into larger and larger collaborations.

Living Organisms

Ge ne tic model organisms such as budding yeast (Saccharomyces cerevisi-
ase), fruit fl ies (Drosophila melanogaster), and round worms (Caenorhab-
ditis elegans) have been used in biological research for over 150 years. 
They are ideal ge ne tic models for a number of reasons, including their 
small size, rapid growth, and the ease with which their genome can be 
manipulated. They are also inexpensive. Examining spontaneously occur-
ring or induced mutations of these organisms has facilitated the identifi ca-
tion of a number of important proteins, including those required for cell 
growth and proliferation, protein synthesis and pro cessing, and signal 
transduction.86

Other model organisms are also used in research. Planaria, for exam-
ple, whose regenerative powers  were fi rst studied by scientists in the nine-
teenth century, have proved to be an excellent model for Alejandro Sán-
chez Alvarado’s work examining the molecular components underlying 
regeneration.87 Zebrafi sh, originally collected to populate aquariums, have 
become widely used for research as well; they are cheap and reproduce 
quickly; their eggs are easily studied and manipulated, being fertilized ex-
ternally. They can also be ge ne tically modifi ed to “glow in the dark,” al-
lowing researchers to study development at its earliest stages.88

But mice are king. They have been used as a research tool at least since 
the days of Gregor Mendel, who preferred mice to peas and only switched 
after the Church forbade their use. The grounds, among other things: the 
study of mice involved copulation. (Mendel later gloated, “You see, the 
Bishop did not understand that plants also have sex.”)89 Fifty years later, 
the Harvard biologist Clarence Little read Mendel’s recently rediscovered 
work, became interested in using mice for research, and began breeding 
mice at Harvard. The fact that mice can be inbred to remove ge ne tic varia-
tion makes them especially desirable as a research model. In 1929, Little 
went on, with the help of several benefactors, including Edsel Ford, to 
found the Jackson Laboratory (commonly known as JAX).90 It is now the 
largest nonprofi t mouse facility in the world. In 2008, it supplied more than 
2.5 million mice.

The use of mice as a research tool accelerated in the late 1980s as a re-
sult of dramatic breakthroughs in ge ne tic engineering. No longer did one 
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need to use “spontaneous mice” (naturally occurring sick animals with 
specifi c recognizable symptoms) for disease studies; it was now possible to 
engineer mice with specifi c diseases or susceptibility to specifi c diseases, 
using one of three new technologies. Knockout methods deleted specifi c 
genes in a mouse; transgenic methods inserted novel genes into a mouse; 
Cre- lox technology allowed the “conditional” deletion of gene regions at 
specifi c times or in specifi c tissues. Some transgenic (e.g., the OncoMouse) 
and Cre- lox mice  were patented; the knockout mouse was not.91 Three 
researchers who played a key role in creating knockout mice  were awarded 
the Nobel Prize in 2007 in physiology or medicine.92

As a result of these technologies, mice models are now available for al-
most all common diseases. There are mice that develop Alzheimer’s disease, 
mice with diabetes, obese mice, mice with heart disease, blind mice, deaf 
mice, and mice who show the symptoms of obsessive- compulsive disorder, 
schizo phre nia, alcoholism, or drug addiction. And mice with all varieties of 
cancer. You name it, a mouse model is available. And if a mouse model does 
not exist, one can be ordered. Johns Hopkins University, for example, has a 
lab designed to do precisely this for Hopkins researchers.93

It is estimated that mice constitute 90 percent of all animal models used 
in labs today.94 Just how many mice are in use is diffi cult to estimate. Some 
say as many as 80 million; others say between 20 and 30 million.95 Regard-
less of the disparity, everyone agrees that there are “a lot.” Hopkins alone 
had approximately 200,000 mice at ten facilities in 2008; ten years earlier 
Hopkins had but 42,000 mice.96

Several factors lead the mouse to be the preferred vertebrate research 
model.97 Mice are “close” cousins; the mouse and human genomes have 
about 99 percent similarity; mice reproduce cheaply and quickly; and 
mice, unlike other animals, have very few human advocates. For a variety 
of reasons, they are not high on the list of animal rights advocates.98

One inbred off- the- shelf mouse costs between $17 and $60; mutant 
strains begin around $40 and can go to more than $500. The prices are for 
mice supplied from live- breeding colonies. But more than 67 percent of 
JAX’s 4,000 strains are only available from cyropreserved material. Such 
mice cost considerably more: the cost to recover any strain from cryopreser-
vation (either from cryopreserved sperm or embryos) is $1,900. For this, 
investigators receive at least two breeding pairs of animals in order to estab-
lish their own breeding colony.99 Custom- made mice can cost considerably 
more. Hopkins, for example, estimates that it costs $3,500 to engineer a 
mouse to order.

With such a large number of mice in use, the cost of mouse upkeep be-
comes a signifi cant factor in doing research. Johns Hopkins, for example, 
employs ninety people, including seven veterinarians, to care for their 
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200,000 mice. The university estimates that mice costs represent about 75 
percent of its annual $10 million animal- care bud get.100 It is common for 
U.S. universities to charge principal investigators a mouse per diem. Boston 
University, for example, charged a cage per diem of $0.91 (a cage generally 
holds fi ve mice) in 2009.101 By comparison, the University of Iowa’s $0.52 
per diem is a real bargain.102 Such charges can rapidly add up. Irving Weiss-
man of Stanford University reports that before Stanford changed its cage 
rates he was paying between $800,000 and $1 million a year to keep the 
2,000 to 3,000 cages he was using for research.103 Costs for keeping im-
mune defi cient mice are far greater (on the order of $0.65 per day per 
mouse) because their susceptibility to disease generally requires that they 
be  housed separately.

Male mice are more commonly studied than female mice. Indeed, only 
in reproductive studies is the ratio of female subjects to male subjects greater 
than one.104 Costs are a factor: the four- day ovarian cycle of female mice 
means that researchers must monitor females daily in experiments where 
hormones may play a role. As many as four times the number of females to 
males may also be required if researchers wish to ensure that their subjects 
cycle in sync.105 But female mice have at least one cost advantage over males: 
they are less aggressive, and thus more females can be kept in the same 
cage.106

The equipment for mouse care is big business; 30 million mice require at 
least 6 million cages. Moreover, specialized robotic equipment has been 
developed to move cages for cleaning and feeding. One also needs equip-
ment to study mice, such as surgical instruments. Observational equip-
ment is also important. The titanium dorsal skinfold chamber (designed to 
fi t under the skin on a mouse’s back) allows the researcher to “nondestruc-
tively record and visualize microvascular functions.”107 One of the most 
remarkable pieces of equipment to come on the market recently is designed 
to conduct mouse ultrasound studies. The high- frequency machines go for 
$150,000 to $400,000, depending on the system and the confi guration of 
hardware and software options.108 The market is reported to be brisk.

Access to Research Materials

Research materials such as cell lines, reagents, and antigens also play a 
major role in research. Some of these materials are purchased from labs, 
but many scientists gain access to materials through a pro cess of exchange, 
which has a long tradition in science and plays a considerable role in fos-
tering research and in creating incentives for scientists to behave in cer-
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tain ways.109 For example, scientists routinely share information and ac-
cess to research materials and expertise in exchange for citations and 
coauthorship.110

John Walsh, Charlene Cho, and Wes Cohen examined the practice of 
sharing materials among academic biomedical researchers and found that 
75 percent of the academic respondents in their sample made at least one 
request for material in a two- year period, with an average of seven requests 
for materials to other academics and two requests for materials from an 
industrial laboratory.111 Scientists don’t always get what they want: 19 
percent of the material requests made by the sample  were denied. At least 
8 percent of respondents had to delay a project due to the inability to ob-
tain access to research materials in a timely fashion. The likelihood of 
compliance depended on the costs and benefi ts. Competition among re-
searchers (and hence the intensity of the race for discovery) played a major 
role in refusal, as did the cost of providing the material. Whether the mate-
rial in question was a drug or whether the potential supplier had a history 
of commercial activity was also relevant in refusal, suggesting that the 
prospect of fi nancial gain contributed to refusal.112

Access to materials has been fostered in recent years by the establishment 
of biological research centers (BRCs) whose stated purpose is to preserve, 
certify, and disseminate material deposited by researchers. These centers 
often receive their funding from government or nonprofi t organizations. 
Sometimes the collections they receive had been languishing in a research-
er’s refrigerator and  were transferred by the institution at the time the re-
searcher moved, retired, or died; in other instances, the transfer is made be-
cause the institution can no longer afford to maintain the collection. Deposits 
can also be mandated by funding agencies.

Certifi cation of noncontamination is not a trivial concern. Contami-
nated cell lines can lead researchers to draw faulty conclusions. A particu-
larly famous case of contamination was documented by Walter Nelson- 
Rees and colleagues, who  were able to show that an extraordinarily 
robust cell line known as the HeLA (named after the cervical cancer do-
nor Henrietta Lacks) had contaminated dozens of cell lines widely used in 
the 1970s.113 Their research called into question a considerable body of 
cancer research, including the work of Nobel laureates. More recently, 
three research groups found that their earlier fi ndings that mesenchymal 
stem cells (MSCs) could become cancerlike  were caused by contamination 
of the MSCs by tumor cells used for other studies.114

Recent work by Furman and Stern uses citation patterns to study the 
effect that deposit (and hence availability to others) of research materials 
at biological research centers has on research practices. The authors focus 
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exclusively on material that was transferred by an exogenous event, such 
as the death of a researcher, in order to ensure that the sample material 
had not been deposited solely because of its research importance or the 
prominence of the researcher. The methodology involves matching cita-
tions to the root paper that originally described the material’s character-
ization and application. The authors fi nd that the exogenous deposit of 
materials has increased the breadth of the research community: postde-
posit citations to root papers grow faster from authors at new institutions 
and new countries, mea sured by not having cited the root article in the 
previous periods. Citations also grow faster in journals that had not pub-
lished work related to the material in the previous periods.115

The tremendous increase in patenting among academics (see Chapter 3) 
raises the logical question of the degree to which patents affect the sharing 
of material. Walsh, Cohen, and Cho also examine how patenting affects 
access to material and fi nd that it is largely unaffected, primarily because 
of issues related to lack of enforceability.116 Only 1 percent of academic 
researchers reported that they had delayed a project due to the patents of 
others; none reported abandoning a project. Moreover, only 5 percent re-
ported that they regularly checked to see if their research could be affected 
by relevant patents, suggesting that infringement is of little concern. But 
not all institutions wink and look the other way when infringement oc-
curs. Several cases of strong patent enforcement have been widely docu-
mented that have affected research. A recent example concerns human 
embryonic stem cells. The University of Wisconsin, whose researchers 
discovered them, has used its control, both through patents and material 
rights to the cell lines, to impose limits and conditions on use by other 
academics.117

Earlier examples relate to mice. The OncoMouse (see previous discus-
sion and Chapter 2) was patented by Harvard and licensed exclusively to 
DuPont. (DuPont had provided unrestricted funds to the laboratory of 
Phil Leder, the Harvard professor who developed the Onco technology, in 
return for the right of fi rst refusal on any patentable results.) The Cre- lox 
mouse was developed by DuPont and patented by the company. Those 
who wished to use the mice faced extremely restrictive terms.118 There was 
widespread discontent within the academic community regarding Du-
Pont’s practices, especially given the community’s long tradition of sharing 
mice. In 1998, and after pressure from the academic community, Harold 
Varmus, the director of NIH (and a Nobel laureate) announced a Cre- lox 
memorandum of understanding (MOU) among DuPont, Jackson Labs, 
and NIH that greatly increased openness regarding the use of Cre- lox mice 
by academic researchers. A year later, an OncoMouse MOU was signed.
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As discussed in Chapter 2, the MOUs had a profound effect in increas-
ing research based on the mice. Moreover, as in the establishment of bio-
logical research centers, the MOU had a demo cratizing effect. Post- MOU 
citations to the original mouse articles grew at a faster rate both from au-
thors and from institutions that had not cited the original papers prior 
to the MOU.119 The logic for the fi nding is that— prior to the MOUs— 
accessibility to mice was considerably more restricted. Researchers at in-
stitutions where a colleague had either engineered a mouse or already had 
access to a mouse  were likely to share the benefi ts, while researchers at 
institutions that did not have a mouse found access more diffi cult. The les-
son: it is not patents per se that impede research, but the way that patents 
are managed.120

Space

Research also requires space. Not just any space, but special space that is 
suited for the specifi c purposes of the researcher. Some of this space can be 
quite expensive. At a minimum, laboratories generally require access to 
water and electricity. But oftentimes labs require considerably more than 
this. Scientists doing research in solid state or nanotechnology, for exam-
ple, need “clean” rooms to avoid contamination. Some research requires 
special exhaust systems; other research requires exceedingly cool facilities. 
Some research requires exceedingly stable facilities so that experiments 
will not be affected by vibrations. The specifi cations for lab space designed 
for the study of viruses can be particularly exacting in order to minimize 
the threat of acquiring infections from agents manipulated in the labs.

Space is often allocated at the time the faculty member is recruited. In 
the biomedical sciences, a new faculty member at an elite research institu-
tion often gets a lab with eight work stations (desks plus bench space for 
lab personnel) and approximately 1,500 square feet with an additional 
500 “common” square feet that is shared among labs. On other campuses, 
“starter” labs in the biomedical sciences are considerably smaller, on the 
magnitude of 600 square feet, and accommodate only four to six lab per-
sonnel. In some other fi elds, the amount of space allocated to labs is gener-
ally lower than it is in the biomedical sciences, depending on the type of 
research the faculty does. Astronomers and experimental particle physi-
cists, for example, generally require considerably less lab space on campus 
than do physicists working in the fi elds of optics or solid state.

The amount of space a principal investigator has affects the size of the 
team and thus the researcher’s productivity. David Quéré, for example, 
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was only able to double the size of his group after he got a second lab, this 
one at the École Polytechnique. The allocation and reallocation of space 
can be highly contentious. An associate provost once recounted his univer-
sity’s efforts to come up with alternative ways to reclaim lab space from 
research- inactive faculty after mandatory retirement was abolished.

There is also the question of whether space is allocated fairly. It was an 
issue of space that energized Nancy Hopkins to confront the MIT admin-
istration regarding gender disparities in the early 1990s. Hopkins, who 
was switching fi elds at the time, requested an increase of 200 square feet 
of lab space above the 1,500 square feet she already had. She “noticed 
male ju nior faculty  were given 2,000 square feet when they began.” Yet 
her request for 200 additional square feet was initially denied.121

Approximately 180 million square feet are devoted to research in sci-
ence and engineering at U.S. academic institutions. Over 45 percent of this 
is for research in the biological, medical, and health sciences. Engineering 
and the physical sciences each have claim to about 17 percent of the space, 
and agricultural sciences to another 16 percent. The remainder is shared 
by computer sciences and “other sciences.”

The amount of research space by fi eld for the period 1988 to 2007 is 
shown in Figure 5.1. As can be seen, the amount of research space in the 
biological, biomedical, and health sciences has grown dramatically over 
time, especially since the mid- 1990s, while space for most other fi elds has 
only increased modestly. Indeed, the only fi eld to have come even close to 
rivaling the rate of growth of that in the biological, biomedical, and health 
sciences was engineering. Much of the growth for the former was spurred 
by the doubling of the NIH bud get, a pro cess that began in 1998 and con-
tinued until 2003. In response to what they perceived as increased oppor-
tunities for funding, many campuses went on a building binge. Elias Zer-
huni, the former dean of the Johns Hopkins School of Medicine and the 
former director of NIH, described this as an era in which deans routinely 
boasted to other deans regarding the number of cranes that they had on 
their campus constructing new buildings.

It was not only universities that went on a building binge. Biomedical 
research institutes and hospitals also went on an NIH- induced binge. In-
cluding research space at such facilities in the calculation raises the share of 
space devoted to the biological, biomedical, and health sciences to approxi-
mately 50 percent in 2005, the latest year for which data on institutes and 
hospitals are available. The comparable fi gure in 1988 was 43 percent.122

Surveys conducted by the Association of American Medical Colleges 
(AAMC) provide detail concerning the dramatic increase in research facili-
ties at medical schools.123 Before the NIH’s bud get began its doubling, 
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medical schools reportedly  were spending approximately $348 million 
annually on the construction and renovation of buildings for research. 
That jumped to $760 million a year during the period of NIH expansion 
and was projected to be $1.1 billion annually from 2003 to 2007. (All 
fi gures are in 1990- adjusted dollars.) In many instances, campuses did not 
have the funds to construct the buildings but fl oated bonds to do so, as-
suming that much of the debt would be recovered through increased grant 
activity engendered by better facilities housing more research- active fac-
ulty. The AAMC survey (seventy medical institutions responded) found 
that the average annual debt ser vice for buildings in 2003 was $3.5 mil-
lion; it grew to $6.9 million in 2008.

The brakes  were applied to the NIH bud get beginning in 2004, and in 
constant dollars the bud get shrank by about 4.4 percent between 2004 
and 2009.124 Success rates for NIH grants declined, and universities found 
that revenues from grants did not live up to their expectations. This has 
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put considerable pressure on U.S. universities as they scramble to ser vice 
the debt associated with these buildings and also provide “bridge” funding 
to faculty whose grants have not been renewed. We return to this and re-
lated issues in Chapter 6.

Policy Issues

The importance of equipment and materials for the production of research 
raises several policy concerns and research questions. First, although in-
creased access to materials can have a demo cratizing effect, the increased 
importance of equipment and the high costs of equipment can increase the 
disparity between the haves and have- nots. This pertains not only to the 
disparity within the public sector of research universities and institutes but 
also to the disparity between the private sector and the public sector. In-
dustry has the fi nancial resources to stay on the cutting edge; the public 
sector increasingly does not. As one scientist wrote, “I have worked in 
some of the best- funded [academic] laboratories in the world, and even 
these laboratories do not have access to fancy next- generation machines in 
a way that large biopharmaceutical companies do. I strongly believe that 
this is changing the nature of the public/private divide and the extent to 
which academic science manages to stay at the technological frontier.” 
Other scientists have expressed a similar view. An interesting research 
question is the degree to which this is happening and how it relates to the 
productivity divide between the two sectors and the ability of academe to 
attract researchers interested in pursuing fundamental research.

Second, despite the important role that equipment plays in research, little 
is known about the degree of competition in the market for equipment. Ca-
sual empiricism suggests that the market is highly concentrated. Illumina, for 
example, currently controls about two- thirds of the sequencing market.125 It 
is important to know the extent of concentration in these markets, because 
highly concentrated industries price products considerably above the mar-
ginal cost of producing the product. Resources are only effi ciently utilized 
if price refl ects the marginal cost of producing another unit, but clearly this 
is not the case in the equipment market, where price often depends upon 
“how hard you bargain.” How much loss of effi ciency is there in equipment 
markets, and are the associated monopoly profi ts necessary to entice sup-
pliers into markets where technology changes so quickly?126

Third, similar concerns arise regarding the market for extremely large 
equipment. Much of the equipment for a telescope or a collider is one of a 
kind. How is such equipment supplied, and how is it priced?
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Fourth, large research projects, such as the HGP and the PSI, require a 
considerable amount of resources. In a similar vein, extremely large pieces 
of equipment come with price tags of billions of dollars and tie up resources 
for years to come. Whether these are good investments is a question that we 
will return to in Chapter 6.

Fifth, how much does a scientist’s success depend upon having a mo-
nopoly on new types of equipment or securing a monopoly on a time slot 
on a scarce resource such as a telescope or on a submergence vehicle such 
as Alvin?

Sixth, there is reason to be concerned that universities may have bor-
rowed themselves into deep fi nancial trouble, building biomedical research 
facilities that they can only pay for by cutting programs in other fi elds of 
science as well as the humanities and social sciences. The effects of the 
NIH doubling may be felt on university campuses for years to come.

Conclusion

The overwhelming importance of equipment and materials to the produc-
tion of research— and the associated costs— means that in most fi elds access 
to resources is a necessary condition for doing research. It is not enough to 
want to do research— one must also have access to the inputs with which to 
do research. At U.S. universities, equipment, materials, and funding for 
graduate and postdoc stipends are generally provided by the dean at the 
time of hire in the form of start- up packages. Thereafter, equipment, mate-
rials, some buy- off for faculty time, and the stipends that graduate students 
and postdocs receive become the responsibility of the scientist. Scientists 
whose work requires access to “big” machines off campus must also obtain 
grants to procure time (e.g., beamtime) and to pay for time at the research 
facility.

This means that in a variety of fi elds funding is a necessary condition for 
doing “in de pen dent” research that is initiated and conceived by the scientist. 
Scientists working in these fi elds in the United States take on many of the 
characteristics of entrepreneurs. As graduate students and postdocs they 
must work hard to establish their “credit- worthiness” through the research 
they do in other people’s labs. If successful in the endeavor, and if a posi-
tion exists, they will subsequently be provided with a lab at a research 
university. They then have several years to leverage this capital into fund-
ing. If they succeed, they face the onerous job of continually seeking sup-
port for their lab; if they fail, the probability is low that they will be offered 
a start- up package by another university. The reliance on the individual 
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scientist to generate resources is not nearly as common in many other 
countries, where researchers are hired into government- funded and 
government- run laboratories such as CNRS in France. Nevertheless, fi ts 
and starts in funding for such programs translate into the possibility 
that certain cohorts of scientists enter the labor market when conditions 
are favorable for research while other cohorts do not. In the next chapter, 
we examine funding for research in the United States as well as in other 
countries. In Chapter 7 we examine the labor market for scientists and 
engineers.



c h a p t e r  s i x

Funding for Research

Stanford university receives approximately $759 million a year in 
support of research, the University of Virginia about $306 million, and 

Northwestern University about $428 million. In the case of Stanford, this 
represents 23 percent of university revenues; it represents 25 percent for 
Virginia and 27 percent for Northwestern.1 Where does the money come 
from? What criteria are used for allocating it? More generally, why support 
research at universities?

Recall that scientifi c research has properties of what economists call a 
public good. Once made public, others cannot easily be excluded from us-
ing it. Neither is knowledge depleted once it is shared. As noted in the 
earlier discussion, the market is not well suited for producing goods with 
such characteristics. Unlike the baker, whose customers must pay if they 
wish to eat his cake, or the symphony orchestra which can sell tickets to its 
concerts, thereby excluding those who do not pay from attending, the re-
searcher has nothing to sell once her fi ndings have been made public. Thus, 
she has no means of appropriating the benefi ts.2 It is particularly diffi cult to 
appropriate the benefi ts arising from basic research, which at best is years 
away from contributing to products that the market may or may not value. 
Equally, if not more important, it is virtually impossible to appropriate the 
benefi ts that arise from the contribution that basic research makes to fu-
ture fundamental research.3

Society, however, is more ingenious than the market (to use a phrase of 
Kenneth Arrow’s), and the priority system has evolved in science to create 
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a reward system that encourages the production and sharing of knowl-
edge. Scientists, as discussed in Chapter 2, are motivated to do research by 
a desire to establish priority of discovery. The only way they can do so is to 
share their fi ndings with others.

Priority thus addresses the appropriability problem. It does not, how-
ever, address the resource question. Research costs money— lots of money. 
The typical lab at a public university, for example, composed of eight re-
searchers— a faculty principal investigator (PI), three postdoctoral fellows 
(postdocs), and four graduate students— plus an administrator has annual 
personnel costs of just over $400,000 after fringe benefi ts but before indi-
rect costs. (That is $53,000 for each postdoc, $35,000 for each graduate 
student, $53,300 for the administrator, and, at 50 percent of the faculty 
member’s salary, $55,850 for the PI.)4 Add in 500 mice and $18,000 a 
year in supplies for each researcher, and lab costs come to about $550,000 
a year before one has even opened the equipment cata logue, which could 
easily set the lab back another $50,000 to $100,000. Big science costs 
magnitudes more.5

Other forms of intellectual property, such as patents and copyrights, ad-
dress the appropriability and resource problem by awarding monopoly 
rights to the inventor. From society’s point of view, however, the monopoly 
solution can be problematic in that, despite the requirement of disclosure, 
patents can restrict others from building on the knowledge that has been 
produced, thereby creating hurdles to cumulativeness.6

Consider, for example, the case of gene sequencing discussed in Chapter 5. 
The initial Human Genome Project (HGP) was fi nanced by the governments 
of six countries. But in 1998 Craig Venter and the company he helped to 
found, Celera, entered the race to sequence the human genome. When the 
announcement was made in June 2000 that a working draft of the genome 
had been compiled, it was joint— issued by the HGP and Celera. When the 
genome was published in February 2001, it was published simultaneously 
by the two groups. So far so good. But while the government- funded HGP 
project made data available with few restrictions, Celera used copyright 
law to limit access to the genes the fi rm had sequenced. Intellectual prop-
erty restrictions  were removed from the Celera- sequenced genes when they 
 were resequenced by the HPG. The work of Heidi Williams shows that this 
made a difference. Using indicators such as patents, numbers of papers 
published, and commercially available diagnostic tests, Williams found that 
Celera’s policy led to a reduction in subsequent research and product devel-
opment on the order of 30 percent.7

The rationale for public investment in research and development (R&D) 
is thus twofold: to provide the needed resources for basic research and to 
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invest in research that provides for openness.8 The two, of course, are re-
lated. Those who engage in basic research have incentives to disclose be-
cause priority is the primary extrinsic reward they receive from doing 
 research. However, as research has increasingly moved to what one can 
think of as Pasteur’s Quadrant— producing knowledge that is both funda-
mental and useful— the two have become more distinct in terms of the 
 rationale for public support of research.

The public’s rationale for supporting scientifi c research also rests on the 
importance of R&D to specifi c outcomes deemed socially desirable and 
not directly provided by the market, such as national defense and better 
health. The late British science policy scholar Keith Pavitt was fond of say-
ing that America’s fear of Communism and cancer played a leading role in 
shaping its science policy.9

The relationship between research and economic growth provides an-
other rationale for government support of science and has been a par tic u-
lar rallying cry for more resources in recent years. In the summer of 2006, 
for example, the state of Texas decided to invest $2.5 billion in science 
teaching and research in the University of Texas system. A primary focus 
of the initiative was to build up the research capacity at campuses in San 
Antonio, El Paso, and Arlington in an attempt to turn these cities into the 
next Austin, Texas, if not the next Silicon Valley. The National Academy of 
Sciences report, Rising above the Gathering Storm, received considerable 
attention when it was issued later the same year. The message: the U.S. 
competitive position in the world has begun to erode and will continue to 
decline unless more U.S. citizens are recruited into careers in science and 
engineering and the United States steps up its investment in research.

This chapter examines sources and mechanisms for supporting research 
conducted in the public sector, especially at universities. The chapter be-
gins with an overview of sources of funds and then focuses on mechanisms 
for the distribution of the funds. It continues with a discussion of the ben-
efi ts versus the costs of different mechanisms and presents a case study of 
funding for biomedical research in the United States. It concludes with a 
discussion of policy issues related to the funding of public science, such as 
whether there is a right amount to invest and whether the national research 
portfolio is well balanced.

Several themes emerge from the discussion. One is the tendency of 
most systems of support to experience stop- and- go periods. This has ef-
fi ciency implications; it can also have implications for careers. Scientists 
who have the bad fortune to enter the labor market during a “stop” 
period can feel the adverse effects for years. Another theme is the loss of 
effi ciency that accompanies various mechanisms for funding science. By 
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way of example, an investigator- initiated mechanism provides maximum 
freedom of intellectual inquiry and consequently may have the greatest 
intellectual payoff. But it also comes at considerable cost, as it requires 
time both on the proposing and reviewing end. It may also discourage 
risk taking.

Sources of Funds

Federal Funding

In 2009, U.S. universities spent almost $55 billion on research. The largest 
contributor to research by far was the federal government (59.3 percent), 
followed by universities themselves (20.4 percent).10 Considerably less came 
from state and local governments (6.6 percent), industry (5.8 percent), and 
other sources (7.9 percent) such as private foundations.

The composition and amount of funding for university research has 
changed considerably during the past fi fty- fi ve years, as can readily be seen 
in Figure 6.1. (Dates correspond to fi scal years and begin in October of the 
previous year and end in September of the corresponding year.)

Several trends emerge. First, the amount contributed by the federal gov-
ernment has gone through considerable fi ts and starts beginning in the 
mid- 1950s. Prior to Sputnik, the federal government, in 2009 dollars, was 
spending less than a billion a year on university research and was contrib-
uting about 55 percent of the amount universities and colleges spent on 
research. The role of the federal government changed dramatically in re-
sponse to the launch of Sputnik: in constant dollars, the amount the fed-
eral government spent on research at colleges and universities grew by a 
factor of six from 1955 to 1967. The proportion of funds coming from the 
federal government also dramatically increased, going from 54.2 percent 
to 73.5 percent. Funding for research was suffi ciently plentiful to lead sci-
entists to parody a well- known advertisement at the time for Grant’s 
whisky: “While you’re up [in Washington] get me a grant!”

The increase had profound effects on the practice of science at U.S. univer-
sities. Universities expanded, and new universities  were created. Not only 
 were there more federal funds for research, the coming of age of baby boom-
ers meant that increasing numbers of students headed to college. To meet the 
rising college enrollments and research demands, new universities  were es-
tablished, programs added, and faculties greatly expanded. Thus, for exam-
ple, between the late 1950s and the early 1970s, the number of doctorate- 
granting institutions in the United States grew from 171 to 307. Over the 
same period, the number of doctoral programs in physics went from 112 to 
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194, and the number in the earth sciences more than doubled, going from 59 
to 121; in the life sciences, the increase went from 122 to 224.11

The Vietnam War brought the nation’s love affair with science to a halt. 
The amount the federal government spent in real dollars on university re-
search declined and remained fl at until the late 1970s. University jobs, 
which had been plentiful in the late 1950s and most of the 1960s, became 
scarce; the percentage that the federal government contributed to university 
research fell from 73 percent to approximately 66 percent. The roller 
coaster continued in the late 1970s and 1980s: increases, followed by a 
plateau in real funding during the recession of the early 1980s, followed by 
increases. The fi ts and starts dissipated considerably during the next fi fteen 
years, as federal contributions to university research continued to increase. 
Despite the increase, the federal share of university R&D continued to 
 decline and, beginning in 1989, hovered at or slightly below 60 percent.

This changed in 1998 with the commitment to double the National Insti-
tutes of Health (NIH) bud get in a period of fi ve years. The federal govern-
ment’s contribution to university research grew dramatically in the next 
fi ve years, going from $19.1 to $28.4 billion (constant 2009 dollars);12 the 
federal share increased from 58.4 percent to 63.9 percent. Although many 
had assumed that the doubling would be followed by a period of “normal 
growth” in the NIH’s bud get, this was not to be the case. The years after the 
doubling  were followed by real decreases in the amount of funds allocated 
for the NIH as well as to several other federal agencies that support uni-
versity research. The federal contribution to university research, until the 
2009 stimulus package arrived, remained fl at.

The start button was pushed again with the passage of the American 
Recovery and Reinvestment Act of 2009, which provided $21 billion for 
science and engineering research and infrastructure support, much of which 
was targeted for universities. The act was revolutionary in the sense that it 
was the fi rst time that funding for research had been specifi cally provided 
as a countercyclical mea sure. Moreover, heretofore research funding had 
been procyclical. Witness the declines in federal funding for university re-
search during the recessions of 1973 and 1981.13

The majority of stimulus funds  were directed to individual research 
projects. Some of the stimulus funds, however,  were used to support large- 
scale projects put on hold the previous year when the funding stream 
slowed down. The stimulus package, for example, added $400 million to 
the major facilities account of the National Science Foundation (NSF), 
which supports such large- scale projects as telescopes and supercomputers. 
NSF chose to use the funds to support the Alaska Region Research Vessel, 
the Advanced Technology Solar Telescope, and the Ocean Observatories 



Funding for Research p 117

Initiative.14 Although the scientifi c community welcomed the increase, 
they almost immediately began to wring their hands over what would 
happen when the stimulus money was expended and funding went back to 
its pre- 2009 level.

Support from Industry

Universities have a long tradition of receiving support for research from 
industry. In the 1950s, for example, the earliest years for which data  were 
collected, universities  were receiving about a twelfth of their research 
funds from industry. But by the 1960s and throughout the 1970s, indus-
try support for university R&D had fallen and stood between 3 and 
4 percent. The decline in industry’s share was partly due to increased sup-
port from the federal government, but it was also because the amount of 
funds industry invested in university R&D grew only modestly during the 
period.

The ups and downs in federal funding for universities in the late 1960s 
and 1970s led universities to seek alternative sources for funding research. 
Industry was a likely candidate, and the importance of industrial support 
for university research grew substantially during the 1980s and 1990s. 
There  were several contributing factors. First, growth in university patent-
ing and licensing (see Chapter 3) meant that faculty had more opportuni-
ties to work with industry. Second, the increasing number of freshly minted 
PhD students who went to work in industry provided growing opportuni-
ties for faculty to work with colleagues in industry (see Chapter 9). Third, 
faculty became increasingly involved with industry as a result of faculty 
start- ups, examples of which are noted in Chapter 3.

Industrial support for university research in the United States reached 
its peak in the late 1990s when industry contributed approximately 7.4 
percent of all university research funding. Since then, the proportion of 
university research supported by industry has declined, and the amount, in 
constant dollar terms, remained fairly fl at until 2006— a victim of the 2001 
recession as well as the large number of corporate mergers in the new cen-
tury, which resulted in the consolidation of R&D efforts among companies 
that merged.15 Beginning in 2006, however, industry support for R&D 
began to modestly increase. It is too early to know how the fi nancial melt-
down of 2008 affected the amount of support that industry provides, but 
it would be a miracle if it increased signifi cantly.

Industry support means that it is not uncommon for faculty to receive 
funding from industry for specifi c projects or for the further development 
of proofs of concept licensed by the fi rm. For example, the research of 
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Philip Leder, who developed the ge ne tically modifi ed OncoMouse as a 
model for studying cancer, was supported by a grant from DuPont. He is 
not alone. By the mid- 1990s, more than 25 percent of life  science faculty 
reported receiving support from industry through grants and contracts.16

A worrisome consequence of industry support is the control that indus-
try may exert over publications and intellectual property coming out of 
the research. Leder’s agreement with DuPont allowed DuPont to have an 
exclusive license on the ensuing mouse that he invented and Harvard pat-
ented. The consequences for follow- on research  were substantial, as Mur-
ray and colleagues have shown (see the discussion in Chapter 2). But Leder 
is not an isolated case. A survey of biomedical faculty by Blumenthal and 
his colleagues found that those with industrial support  were four times as 
likely as their colleagues to state that trade secrets resulted from their re-
search and fi ve times as likely to state that they had restrictive publication 
arrangements with the sponsor.17

An even more worrisome threat to open science arises when universities 
form research alliances with a fi rm. Examples include Monsanto’s research 
alliance with Washington University School of Medicine, established in 1982, 
and the Massachusetts Institute of Technology’s 1997 collaborative agree-
ment with Merck. In the case of Washington University, the alliance initially 
provided $6 million in research funds for faculty to engage in “exploratory 
and specialty” research. In exchange, the university agreed to a 30- day pub-
lishing delay while Monsanto patent attorneys reviewed research.18 Merck’s 
1997 collaborative agreement with MIT provided for up to $15 million in 
funding over a fi ve- year period. In exchange, Merck received certain patent 
and license rights to developments resulting from the collaboration.19

By far the most controversial of these agreements was struck between 
the Department of Plant and Microbial Biology at the University of 
California– Berkeley and Novartis in 1998. In exchange for up to $25 mil-
lion in research support over a fi ve- year period and access to Novartis’s 
gene- sequencing technology and DNA database on plant genomics, No-
vartis was given fi rst rights to negotiate licenses to patents on a proportion 
of the discoveries made in the department. It is no wonder that the agree-
ment was highly controversial. Although industrial grants to individual 
researchers or research teams had occurred in the past, as well as strategic 
alliances with universities, this was the fi rst time that an entire department 
had been funded by one fi rm. Such alliances clearly dampen the speed with 
which knowledge is disseminated. They may also, by directing research in 
specifi c directions, threaten a fundamental tenet of the research culture of 
the university: the ability of faculty to choose their own research topics.
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Nonprofi t Foundations

Nonprofi t foundations provide another source of funds for university re-
search. Indeed, long before either the federal government or industry had 
become a ready source of funds for university research, the Carnegie Foun-
dation, the Rocke fel ler Foundation, and the Guggenheim Foundation  were 
supporting scientifi c research. The Sarah Mellon Scaife Foundation pro-
vided the funds to renovate Jonas Salk’s laboratory when he moved to the 
University of Pittsburgh in 1948.20 In 1951, James Watson was able to go to 
the Cavendish Laboratory at the University of Cambridge thanks to a fel-
lowship from the National Foundation for Infantile Paralysis.21 Although 
the federal government does not track funding from nonprofi t founda-
tions as a separate category, funding from nonprofi ts represents a large 
component of the “other source” shown in Figure 6.1. The fi gure suggests 
that the amount of support coming to universities from nonprofi ts has in-
creased in recent years.

Some nonprofi t foundations support a wide range of initiatives, research 
(including university research) being but one of them. Currently, the largest 
of these is the Bill and Melinda Gates Foundation. Its net worth, which was 
over $29 billion in 2006, was signifi cantly increased that year when War-
ren Buffet signed a letter of intent pledging $31 billion to the foundation 
in Berkshire Hathaway shares.22

Many nonprofi t foundations focus on a specifi c area, such as global 
warming or infantile paralysis. Other examples that readily come to mind 
are the Cystic Fibrosis Foundation, the American Cancer Foundation, the 
American Heart Association, and the Ellison Medical Foundation (with its 
focus on aging).23 In addition to creating public awareness for their cause 
and lobbying Congress for funds, such foundations also support university 
research. Some nonprofi ts have a quite narrow focus, such as the Kirsch 
Foundation, which currently is focused almost exclusively on fi nding a 
treatment for Waldenström macroglobulinemia (WM), which affects about 
1,500 people a year in the United States.

There are even foundations that are devoted to establishing a new area 
or fi eld. The Whitaker Foundation, for example, devoted its entire re-
sources to transforming biomedical engineering from a barely recognized 
discipline into a fi rmly established fi eld. During its 30 years of existence, 
the foundation gave away more than $800 million to help create depart-
ments of bioengineering at universities and provide support for graduate 
student training and faculty research.24

Although it is diffi cult to fi nd an exact accounting, casual empiricism 
suggests that target- specifi c foundations have been on the rise in recent 
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years as a growing population of individuals fi nd themselves in possession 
of great wealth and either face a health threat or have a loved one who 
does. Examples include the Prostate Cancer Foundation, funded by Mi-
chael Milken after he was diagnosed with prostate cancer, the Michael J. 
Fox Foundation for Parkinson’s Research, established by the movie actor 
after he was diagnosed with Parkinson’s disease, and the Kirsch Founda-
tion, which changed its focus from social issues to Waldenström macro-
globulinemia after the disease was diagnosed in its cofound er, Stephen 
Kirsch.25

Perhaps no other nonprofi t or ga ni za tion has had as powerful an impact 
on academic research in the United States as the Howard Hughes Medical 
Institute (HHMI). Established in 1953 by the late aviator and highly ec-
centric engineer, industrialist, and movie producer Howard Hughes, the 
institute acquired a stronger footing when it sold the Hughes Aircraft 
Company to General Motors in 1985, thus establishing the institute’s en-
dowment at $5 billion.26 At the close of the 2010 fi scal year, the endow-
ment was valued at close to $14.8 billion (down from $18.7 billion in fi scal 
2007).27 By law, HHMI is required to distribute 3.5 percent of its assets 
each year. It has done so by supporting between 300 and 350 HHMI inves-
tigators at research universities, funding a number of training programs, 
and establishing the “farm”— the Janelia Farm Research Campus, in Ash-
burn, Virginia, which opened in 2006 with the goal of bringing twenty- fi ve 
interdisciplinary teams together to study neural circuits and imaging.28

HHMI’s largest outlay by far is in support of investigators. In 2010, for 
example, HHMI supported approximately 350 investigators from more 
than seventy universities and other research organizations and spent more 
than $700 million doing so.29 The institute prides itself on “supporting 
people, not projects.”30 The selection pro cess is relatively straightforward. 
Candidates nominate themselves, supplying a curriculum vitae, a 250- word 
account of their major achievements, and a 3,000- word summary of their 
ongoing and planned research. Applicants also supply fi ve selected publica-
tions and a paragraph describing each. Initial applications are reviewed by 
a panel of experts and winnowed down to a group of semifi nalists, for 
whom three reference letters are requested. Final selection is then decided by 
a panel after reviewing all material. Renewal of the fi ve- year appointment 
is based on peer review that “centers on an evaluation of the originality and 
creativity of the investigator’s work relative to others in the fi eld as well as 
on the investigator’s plans for future research.”31

Nonprofi t- foundation support for research can suffer from the same ups 
and downs related to the business cycle as does government funding and 
industrial support. Foundations that rely on donations can be particularly 
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hard hit during a recession. Moreover, foundations that fund grants out 
of their endowment can experience severe problems when the stock mar-
ket takes a deep dive, as it did in 2001 and again in 2008. During the 
2001 downturn, for example, the HHMI endowment plummeted by 
$3 billion in two years. The downturn came at a particularly bad time— 
just when the Foundation had started to build the $500 million Janila 
Farm facility. In order to continue with construction, the foundation 
chose to cover the shortfall in part by cutting investigator grants by 10 
percent for one year.32

An unwise investment strategy can also take its toll. Foundations that in-
vested almost exclusively with Bernard Madoff, for example, found their 
balance sheet at close to zero in 2008. The Picower Foundation, which re-
ported assets of almost $1 billion in 2007, announced in late 2008 that it 
would “cease all grant making effective immediately.” Investigators sup-
ported by the foundation received e-mails from Barbara Picower, a cofound er 
of the foundation, informing them that their funding was terminated.33

Self- Funding

Universities have also used their own resources (labeled “institutional 
funds” in fi gure 6.1) to support research and to smooth out the peaks and 
valleys of federal funding. Although in the mid- 1950s universities contrib-
uted about 14 percent, their share declined considerably during the 1960s 
when the federal government’s contribution was growing at a fast pace. By 
1963, only about 8 percent of research expenditures  were “self- funded” by 
universities. This did not last: as the federal bud get for research deterio-
rated, universities directed increasing amounts of their own funds to re-
search. By 2009, slightly more than 20 percent of the funds for research, or 
approximately $11 billion,  were coming from universities themselves.

At least two other factors have contributed to universities picking up a 
larger share of research funding.34 First, there is the issue of indirect cost 
recovery. Historically, external funding agencies have funded much of the 
infrastructure of universities, as well as the cost of administering research, 
by paying indirect costs on grants. This means that a university marks up 
its direct- cost request for research (for example, for graduate students, 
postdocs, equipment, and faculty salaries) by a multiple, known as the in-
direct rate. Government auditors, however, began to take a much harder 
look at the rate after a much publicized case involving Stanford University 
in the early 1990s, and caps  were put on expenses that universities could 
claim in a number of areas. The end result was that the average indirect 
rate at private research and doctoral universities, which was over 60 percent 
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in 1983, fell to about 55 percent in 1997 and has remained fairly constant 
since.35 Rates at public institutions average about 10 percentage points 
lower.36 A 2000 Rand report suggests that “universities recover between 
70 to 90 percent of the facilities and administrative expenses associated 
with federal projects.”37

A second reason universities are picking up a larger share of the cost for 
research relates to start- up packages. As already discussed, in recent years 
it has become the norm for universities to provide start- up packages for 
new hires. Universities can easily spend $10 million a year on such pack-
ages. Not only do they play an important role in recruiting se nior faculty; 
they also provide the time and the resources for newly minted faculty to 
develop the preliminary results necessary for bringing in their own re-
search funds.

Where do the funds that universities spend on research come from? No 
one has done a precise accounting, but it is safe to say that some of the 
funds are diverted from the instructional bud get as universities increas-
ingly replace tenure- track faculty in the classroom with cheaper part- time, 
adjunct, and non- tenure- track faculty. Some funds come from endowments, 
which— until the 2008 recession— had performed well at most private and 
public institutions and spectacularly well at Ivy League institutions.38 Some 
funds come from licensing revenues generated by technology- transfer 
programs.

Do students pay for the increased costs of research that universities are 
contributing? This is a question that Ron Ehrenberg, Michael Rizzo, and 
George Jakubson have investigated for 228 research and doctoral univer-
sities for the twenty- year period spanning the late 1970s to the late 1990s.39 
Their goal was to determine whether increases in internal funding for fac-
ulty research are associated with increased student- faculty ratios and in-
creased tuition payments. Their fi ndings suggest that students bear some 
of the cost, especially at private institutions, where the student- faculty ra-
tio grows as internal funding for research grows, and where tuition levels 
increase as internal funding for research grows. The fi rst effect is smaller at 
public institutions, and the tuition effect is nondiscernable for public insti-
tutions. They also found that institutions that increase the size of their 
graduate student enrollments compensate by increasing tuition. This is true 
for both public and private institutions.

Other Countries

Trends in the support of university research in nine Eu ro pe an countries 
and in Japan are given in Table 6.1. The classifi cation scheme builds on 
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that developed by the Or ga ni za tion for Economic Co- operation and De-
velopment (OECD), splitting sources into seven categories. Government 
funds are subdivided into direct government funds (DGF), such as contracts 
and grants, and general university funds (GUF), which come in the form of 
block grants, distributed either incrementally or on a formula basis. Addi-
tional categories include funds from business, from abroad (including 
contracts for research with foreign companies), from private nonprofi ts, 
and higher education’s own funds. Data are not reported for certain cate-
gories for Denmark, Germany, and Italy, and these categories are excluded 
in calculating shares. Note also that for certain countries data are only 
available for a different year than that for other countries. These quirks of 
the data are noted on the table.

The country patterns mirror, in many ways, those of the United States. 
That is to say that in most countries there has been a decrease in the share 
of research funds coming from the government— and an increase in re-
search funds coming from business, nonprofi ts, and higher education it-
self. With the exception of France, the decrease in government support has 
come from a decline in general university funds.40

But there are substantial differences by countries. In the United King-
dom, for example, the amount of funds coming from government grants 
and contracts has grown considerably. The same pattern is observed for 
Ireland and the Netherlands and for the earlier period for Denmark and 
Spain. The growth in business support for university research has occurred 
primarily in Germany, although business support for research has also in-
creased in the Netherlands and Japan and in Belgium and the United King-
dom for the earlier period. All countries (with the exception of Japan) ex-
perienced a substantial increase in funding coming from abroad from 
1983 to 1995, some of which was from foreign companies. With the ex-
ception of Ireland and Spain, the increase from business persisted to 2007.

The increasing role of nonprofi ts has been particularly important in the 
United Kingdom. Nonprofi ts also play an increasing role in Denmark and 
Ireland and, for the earlier period, in the Netherlands. The largest non-
profi t in Eu rope is the Wellcome Trust, which in 2008 had assets of ap-
proximately £15.1 billion and gave away (2007– 2008) approximately 
£620 million to support research, both within the United Kingdom and 
internationally. Like other foundations, it was hit hard by the fi nancial 
crisis, losing an estimated £2 billion; accordingly, it cut its support for re-
search in 2009.41 Specifi c nonprofi ts play a minor but growing role in sup-
port of research in other countries as well. For example, L’Association 
Française contre les Myopathies (AFM) raises approximately 100€ million 
a year through a telethon and spends approximately 60 percent of it on 
research on rare neuromuscular diseases.42 And in Italy, bank foundations, 
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established by law during the restructuring of the mutual savings banks in 
1990, regularly support research at Italian universities.

The People’s Republic of China is not included in Table 6.1 because of 
lack of early data, not because of its place in world science. Over the past 
ten to fi fteen years, China has become a major force in world R&D. Indeed, 
by 2007 (the latest year for which good data are available), China was 
spending approximately $100 billion a year on R&D, or 10 percent of the 
world R&D total, leading it to rank third behind the United States (33 per-
cent of world R&D) and Japan (13 percent of world R&D).43 China’s in-
creasing commitment to R&D can readily be seen by tracking the percent-
age of its gross domestic product (GDP) that it devotes to R&D. In 1998, it 
was 0.7 percent. By 2007, it had more than doubled to 1.49 percent. The 
United States, by comparison, spends 2.68, and Japan 3.44.44

Universities receive about 11 percent of the $100 billion China spends 
on R&D; research institutes receive 26 percent.45 A third of the research 
funds going to universities come from industry— an impressive fi gure com-
pared with that for other countries (see Table 6.1). The high percentage 
refl ects the common practice for Chinese universities to have joint research 
programs with fi rms.46 This close relationship is one reason that Chinese 
universities perform a smaller percentage of basic research (38 percent) 
compared with that performed by academic institutions in the United States 
(56 percent).47

In recent years, the Chinese government has singled out a select group of 
universities, known as the 985 institutions, in an effort to direct resources 
to institutions the government sees as having the greatest potential for suc-
cess in the international academic community. Special treatment means the 
universities have been able to hire more competitively on the international 
academic market; they also have been able to attract star visiting professors 
by creating positions known as jiangzuo, or lecture chairs. These special 
chairs are designed to provide fi nancial support to young and middle- aged 
leading scholars in targeted disciplines working abroad to return for short 
stays in China (usually three months).48 It is not necessarily the salary that 
attracts these visitors back to China but the opportunity to return to China, 
to work in new research facilities, and to develop their own research 
agenda.

A case in point is Tian Xu, a professor of ge ne tics at Yale University 
(and a Howard Hughes Investigator) who has been coming back to Fudan 
University in Shanghai since 2002. What really brought him back was the 
opportunity to run a ge ne tics program, the scale of which is unimaginable 
in the United States, and to work with young Chinese scientists. To wit: 
Xu has facilities to  house thousands of mice (45,000 cages, to be precise) 
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in two separate buildings— something that would be absolutely impossible 
for a faculty member to have in the United States, not only because of the 
annual cage costs ($11 million plus) but because it would simply not be 
possible to get that much research space at a U.S. university.49 Compare 
Nancy Hopkins’s struggles to increase her laboratory space by a mere 200 
square feet, as recounted in Chapter 5.

China’s strategy is not without its critics. An editorial in Science, signed 
jointly by the deans of the Schools of Life Sciences at Tsinghua University 
and Peking University (the two most highly rated universities in China), 
charges that “rampant problems in research funding— some attributable 
to the system and others cultural— are slowing down China’s potential 
pace of innovation.”50

The deans are particularly critical of the way in which grants are awarded. 
They concede that scientifi c merit plays a key role in success with regard to 
winning small research grants, such as those awarded from China’s Na-
tional Natural Science Foundation. But in the case of megaprojects, “the 
guidelines for grants are so narrowly described” that the “intended recipi-
ents are obvious.” They elaborate: “To obtain major grants in China, it is 
an open secret that doing good research is not as important as schmoozing 
with powerful bureaucrats and their favorite experts.” Not precisely ear-
marking, but close! The two also lament, “A signifi cant proportion of re-
searchers in China spend too much time on building connections and not 
enough time attending seminars, discussing science, doing research, or train-
ing students (instead, using them as laborers in their laboratories).” Part of 
their concern is specifi c to China. But, as we saw in Chapter 4, scientists in 
the United States, too, fi nd themselves diverted from their research by other 
demands on their time—in their case, applying for and administering grants.

Focus of Research

Not all science is created equal when it comes to funding. Moreover, what 
is favored during one period may lose favor in another, and the research 
focus often depends on who’s paying. When state funding was the major 
source of resource support, for example, universities directed their re-
search to topics of interest to the state. Wisconsin focused on dairy prod-
ucts, Iowa on corn, Colorado and other western states on mining, North 
Carolina and Kentucky on tobacco, Illinois and Indiana on railroad tech-
nology, and Oklahoma and Texas on oil exploration and refi ning.51

Defense- related funding from the federal government altered the focus of 
university research beginning with World War II. It also contributed to the 
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expansion of several universities, including the Massachusetts Institute of 
Technology and the California Institute of Technology. Other universities 
 were quick to learn from their sister institutions and used postwar defense 
contracts to propel themselves into the all- star league. Stanford was an 
early example of this; more recently, the Georgia Institute of Technology 
and Carnegie Mellon have benefi ted from defense- related research.52

In recent years, the tremendous growth in biomedical research funds has 
contributed to the growth of universities with a heavy focus on medical 
research, such as the University of California– San Francisco, Johns Hop-
kins University, and Emory University. It has also played a role in the stra-
tegic plans of universities. By way of example, membership in the Ameri-
can Association of Universities (AAU) is viewed as highly prestigious 
within the university community. The or ga ni za tion currently has but sixty- 
one members, and membership is by invitation only. A key criterion is re-
search per for mance, one metric of which is money. The dominant role that 
funding for medical research plays means that those outside the AAU club 
have a much greater chance of admittance if they have a strong program in 
the biomedical sciences. Such logic was a factor leading the University of 
Georgia to adopt plans in 2007 to develop a medical school.53

The share of federal funds for university research by fi eld is given in 
Figure 6.2 for the period 1973– 2009. The fi gure makes abundantly clear 
that funding for the life sciences dominates all others and that its share grew, 
even before the NIH doubling. In sharp contrast, the share of funds going 
to the physical, environmental, and social sciences has declined through-
out almost the entire period. Mathematics and computer sciences, however, 
have been able to increase their share over the period, especially in the 
middle years. The fortunes of engineering have been somewhat erratic: up 
considerably in the early years, fl at during much of the middle years, fol-
lowed by a sharp decline which only recently has been reversed.

The U.S. love affair with funding for the life sciences— especially the 
biomedical sciences— is not diffi cult to understand. It is far easier for Con-
gress to support research that the public perceives as benefi ting their well- 
being. Moreover, a large number of interest groups constantly remind 
Congress of the importance of medical research for “their” disease. The age 
distribution of Congress does not hurt. The average age of members of the 
 House of Representatives in 2009 was 56.0; the average age of senators was 
61.7.54 Both chambers are considerably older than they  were at their “youn-
gest” in 1981, when the average age in the  House was 48.4 and the average 
age in the Senate was 52.5.55 Certain senators are particularly focused on 
biomedical research. Until he lost his seat, Senator Arlen Specter (born in 
1930), for example, had been a long- term champion of NIH funding; he 



Funding for Research p 129

almost single- handedly increased the amount that the NIH got out of the 
2009 stimulus funds from a “modest” $3.9 billion to $10.4 billion. He is 
also a two- time survivor of two forms of cancer and had cardiac bypass 
surgery in 1998.56

The focus of research has also changed over time in other countries, but 
lack of consistent data makes this diffi cult to document in a systematic way. 
Suffi ce it to say that certain countries, among them Japan, Australia, and 
Sweden, have experienced increases in the proportion of funds going to 
biomedical research while others, such as Spain and Germany, have not.57

Mechanisms for Allocating Funds

University research has traditionally been funded out of resources the uni-
versity has received from the state or, in the case of private institutions, 
from tuition and private donations. In many Eu ro pe an countries, research 
universities have a long tradition of receiving general funds from the state 
in the form of block grants, a portion of which has been used in support of 
research (see Table 6.1). In some countries, research in the public sector 
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has been primarily conducted at government- run institutes that operate 
in de pen dent of the university system, such as the Centre National de la 
Recherche Scientifi que (CNRS) and Institut National de la Santé et de la 
Recherche Médicale (INSERM) in France and Max Planck in Germany. 
Institute researchers have also taught and held an appointment at a uni-
versity. But the funds for research have come primarily through the insti-
tute. By 2008, approximately 80 percent of research in France was done in 
these so- called mixed units, many of the labs for which are physically lo-
cated at a university or other host institution.58 Such funding arrange-
ments have meant that the responsibility of raising resources for research 
has not rested with the faculty member. Neither, in many cases, has it 
rested with the institution. Moreover, there has generally been no tradition 
of evaluating the research outcomes produced as a result of funding. More 
to the point, funds  were often provided in de pen dent of results.

More recently, as documented in Table 6.1, researchers in Eu rope in-
creasingly are supported by competitive grants. The Engineering and Phys-
ical Science Research Council (EPSRC) in the United Kingdom, for exam-
ple, funds research in engineering and physical sciences; the Research 
Council in Norway funds all types of research in the university, as does the 
Flemish Science Foundation in Belgium.

Since the 1950s, resources for research at U.S. universities, including the 
funds to buy out part of their own time from teaching responsibilities, in-
creasingly have become the responsibility of faculty members.59 The uni-
versity, as we have noted, provides start- up funds, but thereafter faculty 
are responsible for raising their own funds through the submission of 
proposals to funding agencies, be they nonprofi t, federal, or in some cases 
state or local. The majority of these funds come from just four federal 
agencies: the National Institutes of Health (NIH), the National Science 
Foundation (NSF), the Department of Defense (DOD), and the Depart-
ment of Energy (DOE), in that order. In addition, the U.S. Department of 
Agriculture (USDA) and National Aeronautics and Space Administration 
(NASA) provide over a $1 billion a year in support of university research.

The NIH and NSF evaluate proposals through a pro cess of peer review, 
with some agency variation. The DOD and DOE are more likely to base 
their funding decisions on in- house evaluation, as are the USDA and 
NASA. Given the size of the NIH and NSF relative to other federal agen-
cies, this means that approximately six out of ten federal dollars coming to 
U.S. universities in support of research are distributed through the pro cess 
of peer review.60
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Peer Review

Peer review begins at the NIH when a proposal is assigned to a “study sec-
tion.” Study section members review proposals in advance of the meeting and 
provide a score on each of fi ve criteria (1 = excellent; 9 = poor): signifi cance, 
investigator, innovation, approach, and environment. Members also provide 
a preliminary overall impact score, designed to synthesize the other scores. 
Preliminary impact scores are used to determine which proposals will be 
discussed when the study section meets. Applicants whose proposals are tri-
aged receive the reviewers’ scores and comments. All discussed applications 
receive a fi nal impact score from each member of the study section, and an 
average impact score is calculated from these. Scores and accompanying 
written reviews are forwarded to the specifi c institute (there are twenty- seven 
institutes and centers at the NIH) and are reviewed by the institute’s national 
advisory committee. Percentile cutoffs are important in determining who gets 
funded, although the NIH does fund PIs whose proposals fall below what 
is referred to as the payline. NIGMS at NIH, in the interest of distributing 
the wealth, singles out for special scrutiny proposals that would place the PI 
over $750,000 excluding indirect costs. Investigators whose proposals are 
turned down have the right to resubmit one additional time, and most do.

The current NIH review pro cess was implemented in January 2010 and 
is a substantial modifi cation of the pro cess that existed for many years. 
That earlier pro cess allowed for longer proposals (25 pages rather than 
the 12- page limit now) and did not provide a score for proposals that  were 
triaged. Investigators whose proposals  were turned down had the right to 
resubmit two additional times. Resubmission was particularly challenging 
for individuals whose proposals  were not scored.

Historically, the NIH review pro cess has put considerable weight on 
past accomplishments, which are enumerated on a standardized NIH bio-
sketch form.61 Results from the previous grant (if there was one) also play 
an important role in evaluation. The presence of demonstrated expertise 
and strong preliminary data play an especially key role in the review pro-
cess: “No crystal, no grant.” A major reason that universities provide start-
 up funds is to permit the newly hired faculty member time to continue the 
pro cess of collecting preliminary data for an NIH proposal. The “lineage” 
of the scientist is often noted, in terms of where the scientist trained and in 
whose lab the scientist did his or her postdoc work. Researchers must also 
demonstrate that they have adequate space at their university in which to 
conduct the research.

Preliminary analysis of proposals reviewed by the National Institute of 
General Medical Sciences (NIGMS) under the new system suggests that 
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the two criteria that are most highly correlated with the overall impact 
score are approach (Pearson correlation coeffi cient of 0.74) and signifi -
cance (0.63). The criteria with the lowest correlation are investigator (0.49) 
and environment (0.37).62

Anywhere between 10 and 40 percent of the NIH applications are funded. 
Success obviously depends on the number of applications, the cost of the 
proposals being considered, and the availability of funding. It is also institute 
specifi c. For example, in 2010, the highest success rate was for applications 
reviewed by the National Institute of Deafness and Other Communication 
Disorders (30.2 percent); the lowest was for proposals reviewed by the Na-
tional Institute of Aging (14.5 percent). The largest institute, Cancer, had a 
success rate of 17.1 percent.63 In 2001, during the doubling, six institutes had 
success rates above 35 percent, and many more had success rates above 30 
percent.64

The R01 grant, the “bread and butter” for university investigators, typi-
cally lasts for three to fi ve years, and researchers can apply to renew their 
grant. This is the norm, not the exception. It is greatly encouraged by the fact 
that renewals do better in the review pro cess than new proposals. It is not 
unknown for researchers to be supported on the same grant for over forty 
years. Harold Scheraga (Cornell University) has had the same NIH grant to 
study protein folding for fi fty- two years.65 In rare instances, a university can 
nominate a new investigator to take the place of an investigator who is step-
ping down, and the same grant is passed on to a new generation.

The NSF peer- review pro cess follows a slightly different procedure. In-
vestigators submit proposals to programs, which are generally or ga nized 
around fi elds of study. Programs vary as to whether they use mail reviews 
exclusively or panel reviews supplemented by mail reviews to evaluate 
proposals.66 Reviewers rank proposals on a fi ve- point scale, from Excel-
lent to Poor. Reviewing is voluntary: of the 60,400 requests made in fi scal 
year 2008, the NSF got almost 37,000 reviews (61 percent).67 Unlike the 
case of the NIH, program offi cers have considerable discretion in making 
funding decisions, especially with regard to proposals that fall between 
“clearly fund” and “clearly do not fund.” There is not a tradition of con-
tinuing a grant at NSF as there is at NIH, although researchers can and do 
submit proposals for follow- on research.

NSF has the appearance of putting less emphasis on reputation than 
does NIH and limits the number of publications the researcher can list to 
a maximum of ten (NIH used to not have a limit; it now “recommends” 
that one limit the number to fi fteen). Anywhere between 20 and 37 percent 
of NSF research proposals are funded.68 As in the case of NIH, the rate 
depends upon the number of applications and the availability of funding. It 
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also depends on NSF policies with regard to size of award and length of 
award. In an effort to “increase productivity by minimizing the time PIs 
spent writing multiple proposals and managing administrative tasks,” the 
NSF tried to extend the length of the average grant and increase the size of 
the grant. Between 2000 and 2005, the average size of an award increased 
by 41 percent; the average length of an award stayed approximately the 
same, at almost exactly three years. Success rates plummeted as more pro-
posals chased fewer grants.69 Not only was there an increase in the number 
of applicants, there was also an increase in the number of proposals per 
applicant. Both effects  were no doubt due in part to the increased dollar 
value of an award, although the increase was also likely due to increased 
ease of submitting through the NSF fast- track system and the pressure uni-
versities brought to bear on faculty to engage in grantsmanship.70

Peer review also plays a role in allocating resources for university re-
search outside the United States. It is used, for example, by all research 
councils in the United Kingdom as well as by the Wellcome Trust. It is the 
basis for decisions made by the Flemish Science Foundation and by the Nor-
wegian Research Council. The Eu ro pe an  Union, which has long supported 
research through the Framework Program, now in its eighth form (Eighth 
Framework Program), has always used peer review to distribute resources. 
In an effort to encourage “cutting- edge” basic research, the Eu ro pe an Re-
search Council was established in 2007.71 Again, decisions are based on 
peer review. Likewise, the Fund for Investing in Fundamental Research, 
which was established in Italy in 2005, makes decisions by peer review, as 
does the Agence Nationale de la Recherche in France, which made its fi rst 
grants in 2005.72

Other Mechanisms

There are at least three other mechanisms, in addition to block grants in 
the form of unrestricted funds and peer review, for allocating research 
funds.

Assessment.  This approach distributes government funds through an as-
sessment of the strength of the department. The method has become in-
creasingly important in recent years outside the United States. For exam-
ple, in the United Kingdom, the Research Assessment Exercise, which in 
2009 distributed £1.57 billion in support of university research, includes 
quality of publications as one of the mea sures for evaluating departments.73 
Publications also play a role in the distribution of research funds to Nor-
wegian universities, as they do in Denmark, Australia, and New Zealand. 
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In Flanders, 30 percent of university research funds are distributed based 
on bibliometric mea sures.

Earmarks, the Money Schools Love to Hate.  In 1978, the president of Tufts 
University, Jean Mayer, hired two lobbyists to press the university’s case to 
obtain funds from the Department of Agriculture to build a nutrition cen-
ter at the university. Their efforts  were successful: Tufts received $32 mil-
lion toward the building of a nutrition center, which, not surprisingly, is 
today known as the Jean Mayer USDA Human Nutrition Research Center 
on Aging.74 “Once the genie was out of the bottle, nothing could put it 
back.”75 Money for earmarks for university research has grown in leaps 
and bounds ever since. In 2008, earmarks equaled $4.5 billion or 14 per-
cent of all federal funding for research.76

Politicians often justify earmarks on the rationale that the peer- review sys-
tem concentrates research funding among a few elite universities. Without 
earmarks, research at second- string institutions would never get a chance to 
develop. The proclivity of peer review to be risk averse is also sometimes used 
as a rationale for providing funds to universities through earmarks.

Occasionally, universities and colleges get earmarks without asking for 
them. Marywood College, for example, once received earmarked funds 
from the Department of Defense that they had not asked for, thanks to 
John Murtha (D-Pennsylvania).77 But most universities that receive funds 
hire lobbyists to make their case in Washington, D.C. Moreover, it is not 
only the second string who lobby. Despite the public disdain that most 
elite universities hold for earmarks, they too engage in the practice. In fi s-
cal year 2003, 90 percent of AAU institutions accepted at least one ear-
mark and received a total of $336 million in earmarks.78 Despite their ef-
forts, earmarking redistributes funds away from top research universities 
toward lower- ranked institutions.

Not all lobbying meets with equal success. It helps considerably to be 
from a state having a member on the Senate Appropriations Committee. 
Universities with repre sen ta tion on the committee receive, for example, 
$56 for every $1 spent on lobbying, almost four times more than universi-
ties without repre sen ta tion received for every $1 spent lobbying. Member-
ship on the  House Appropriations Committee is not nearly as lucrative.79

Set- asides are another way Congress affects the allocation of resources 
for research. In this case, funds are provided for pet projects, often projects 
in which a state may have a considerable advantage. For example, buried 
in the federal spending mea sure adopted in the spring of 2009 was a $3 
million directive for the NSF “to establish a mathematical institute de-
voted to the identifi cation and development of mathematical talent.” The 
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directive was backed by Harry Reid, the Senate Majority Leader (D-Ne-
vada). Not surprisingly, the University of Nevada at Reno supports the 
Davidson Academy, a public school for exceptionally gifted students.80 
But not all set- asides meet with success. The NSF folded the $3 million 
into a competitive grants program to fund a network of seven mathemat-
ics institutes at universities around the country. When the winners  were 
announced in August 2010, the Davidson Institute was not one of them.81

Congressional repre sen ta tion also affects NIH allocations and (indi-
rectly) the distribution of grants. Powerful congressmen, for example, can 
provide guidance on the allocation and disbursement of appropriated 
funds, direct reallocations among various NIH institutes, and support 
funds for specifi c diseases. Having an additional member on the appropri-
ate subcommittee of the  House Appropriations Committee that deals with 
the NIH bud get has been shown to increase NIH funding to public univer-
sities in the member’s state by 8.8 percent.82

Prizes.  In recent years, there has also been considerable interest in stimu-
lating R&D by offering inducement prizes. The idea is not new: the British 
government, for example, created a prize in 1714 for a method to solve the 
longitude problem. More recently, the Ansari X Prize was established in 
1996 for the fi rst private manned fl ight to the cusp of space. The $10 mil-
lion was awarded eight years later to Burt Rutan. In 2006, the X Prize 
Foundation announced that it will pay $10 million to the fi rst privately 
fi nanced group to sequence 100 human genomes in ten days at a cost of 
less than $10,000 per genome. The winner will get another $1 million to 
decode the genomes of 100 additional people selected by the X Prize 
Foundation.83 There are also prizes for dogs and cats: the Michelson Prize 
in Reproductive Biology, for example, will be awarded to the fi rst entity to 
provide a nonsurgical sterilant that is “safe, effective and practical for use 
in cats and dogs.”84

Prizes have been particularly embraced by the private sector and philan-
thropists. A 2010 McKinsey study reported that more than sixty prizes of at 
least $100,000 each debuted between 2000 and 2007, representing almost 
$250 million in prize money.85

The public sector (at least in the twentieth and twenty- fi rst centuries) 
was a Johnny- come- lately to the use of prizes as a means to foster innova-
tion. But since 2009, prize fever has struck Washington. President Obama 
in September of that year called on agencies to increase their use of prizes 
as part of his Strategy for American Innovation. In March 2010, the Offi ce 
of Management and Bud get issued a memorandum to agency heads af-
fi rming the administration’s commitment to prizes and providing a policy 
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and legal framework to guide agencies in their use of prizes. In September 
2010, the White  House and the General Ser vices Administration launched 
the website Challenge .gov, where interested parties can readily fi nd infor-
mation about various incentive prizes sponsored by government agencies. In 
its fi rst three months, the site featured forty- seven challenges from twenty- 
seven agencies. The prize frenzy got a further boost when prize authority 
was adopted as a component of the reauthorization of the America Com-
petes Act, signed by the president in January 2011.86

The Pros and Cons of Different 
Allocation Systems

Earmarks

Earmarked projects are virtually never peer reviewed, and it is therefore 
impossible to know what was given up in order to fund them. This, in and 
of itself, makes them the bête noire of the research community. But they do 
have some pluses. For example, once established, earmarked projects often 
receive a steady stream of funding for years to come. Stability can encour-
age a long- term horizon and, theoretically, increases risk taking.

Prizes

Prizes have much to recommend them: they invite alternative approaches 
to a problem, not being committed to a specifi c methodology. They are 
awarded only in instances of success; the incentive to exaggerate is elimi-
nated. In addition, prizes attract participation from groups and individuals 
who might otherwise not participate. A recent contest to foster “apps for 
healthy kids,” for example, attracted a number of student entrants. The 
winner, a game called “Trainer,” was developed by students at the Univer-
sity of Southern California.87 Close to 200 individuals entered Harvard’s 
2010 Challenge contest to spur research on type 1 diabetes. One of the 
twelve winners, a diabetes patient, proposed an easier way for patients to 
mea sure whether they are successfully controlling their diabetes; another 
winner (a Harvard undergraduate) proposed that studying diabetes from a 
chemical perspective could yield new insights.88

But there are some serious downsides. Like the priority system, prizes 
encourage multiples. They are not well suited for research that has un-
known outcomes— the desired outcome must be known and carefully 
specifi ed. There is also the temptation for the awarding agency to raise the 
bar after a solution is proposed. There is also the problem of determining 
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the size of the award. Ideally, one wants it to be suffi ciently large to attract 
entrants, but not so large as to overcompensate the winners.

The greatest problem with using prizes as a way to encourage academic 
research is that funding is only awarded after completion: entrants are on 
their own to fi nd the funds needed to compete. This means that prizes are 
a suitable mechanism for stimulating academic research that requires sub-
stantial resources only if the work complements research supported by other 
means or if partnerships can be built with industry.89 Scientists at Carnegie 
Mellon University and the University of Arizona are doing precisely the lat-
ter. They are collaborating with Raytheon to compete in the $30 million 
Google Lunar X Prize, which will award $20 million to the fi rst team to 
“safely land a robot on the surface of the Moon, travel 500 meters over 
the lunar surface, and send images and data back to the Earth.” The second 
team to do so will receive $5 million, and another $5 million will be awarded 
“in bonus prizes.”90

Block Grants and Assessments

Both direct government funding through a system of block grants and 
funding through peer review have benefi ts. Both also have downsides, or 
costs. The block grant approach to funding ensures that scientists can fol-
low a research agenda with an uncertain outcome over a substantial pe-
riod of time. It also exempts scientists from devoting long hours to seeking 
resources, or reviewers from spending hours evaluating proposals. These 
are not trivial benefi ts.

But block grants with no strings attached have costs. There is no built- in 
incentive for faculty to remain productive throughout their research career 
when neither funding nor salary depend on per for mance. Moreover, the 
research agenda is often set by the director of the laboratory or by full pro-
fessors in the university. As a result, younger faculty may be constrained 
from following leads they consider promising and must wait for their se-
nior colleagues to retire prior to leading a research effort.91

Perhaps most important, the no- strings- attached approach fails to meet 
the criterion of accountability. In recent years, this has proven to be the 
Achilles’ heel of such a system, as the public, especially in Eu rope where 
the system had fl ourished, has demanded to know what they are getting for 
their investment in research— in terms of both the quality of the research 
and its contribution to economic development. Like it or not, a number of 
countries in Eu rope (mentioned above), as well as Australia and New Zea-
land, have moved away from using unrestricted funds in supporting re-
search to a system that allocates university resources on the basis of past 
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per for mance or through peer review. In France, the call for reform has 
been a bit different and a bit later in coming, but the rationale is lack of 
quality.92

Allocating resources on the basis of past per for mance invites universities 
to game the system. In the United Kingdom, for example, there have been 
numerous instances of just- in- time hires, where universities hire highly 
cited researchers just before the cutoff for the next evaluation period in 
order to boost their per for mance score.93 In some instances, universities 
have hired faculty who retained a position at another university. This has 
proved to be a common practice in China, where per for mance affects re-
source allocation, and where a number of highly cited U.S.- Chinese faculty, 
as noted earlier, have been granted jiangzuo, or lecture- chair positions that 
require them to spend at most three months a year in China.94 It is not only 
to enhance the research environment that Chinese universities are luring 
these professors back. It is also to enhance their resource base.

The criteria used for evaluation can also affect the quality of the re-
search. For example, the formula used in Australia initially focused on 
publication counts in Institute of Scientifi c Information (ISI) journals (now 
Thomson Reuters Web of Knowledge). Not surprisingly, the largest in-
crease in publications was in journals in the bottom- quality quartile, with 
the exception of medical and health sciences, where the largest growth was 
in the bottom  two quartiles.95

Peer Review

The peer- review system also has its benefi ts. It provides for freedom of in-
tellectual inquiry and encourages scientists to remain productive through-
out their careers. To the extent that success in the grants system is not 
completely determined by past success, the system provides some opportu-
nity for last year’s losers to become this year’s winners. Peer review argu-
ably promotes quality and the sharing of information. The system also, as 
noted in Chapter 3, encourages entrepreneurship among scientists. Getting 
money from a venture capitalist is not that different from getting money 
from a funding agency— both require making a strong pitch.

Just as some of the benefi ts of a competitive grants system are costs of 
the unrestricted grant approach, so too some of the benefi ts of the latter 
are costs of the former. First is the question of time: grant applications and 
administration divert scientists from spending time doing research. A 2006 
survey found that faculty scientists in the United States serving as PIs on 
federally sponsored grants spend 42 percent of their research time fi lling 
out forms and in meetings, tasks split almost evenly between pre- grant 
(22 percent) and post- grant work (20 percent).96
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Reviewing the proposals of others also takes time. According to Anto-
nio Scarpa, director of the NIH Center for Scientifi c Review, the now de-
funct 25- page R01 grant took as much as thirty hours to evaluate, includ-
ing seven hours for each of the three assigned reviewers.97 If se nior faculty 
are involved, that comes to about $1,700 per proposal.98 It is not surpris-
ing that in recent years concern has been raised at both the NIH and NSF 
that it is increasingly diffi cult to attract experienced reviewers and that the 
quality of the reviews has declined.99 Nor is it surprising that the NIH cut 
the length of proposals by almost 50 percent beginning in 2010.100

A competitive funding system can also discourage risk taking. Grants 
are often scored on their “doability,” selected because they are “almost 
certain to ‘work.’ ”101 To quote the Nobel laureate Roger Kornberg, “If the 
work that you propose to do isn’t virtually certain of success, then it won’t 
be funded.”102 There is a perception among older scientists that peer re-
view, at least at NIH, used to be a different game, with reviewers focused 
on “ideas, not preliminary data.”103 The problem is compounded when 
funding is diffi cult to come by. The recently released ARISE report (Ad-
vancing Research in Science and Engineering) from the American Acad-
emy of Arts and Sciences concluded that in tight times “reviewers and 
program offi cers have a natural tendency to give highest priority to proj-
ects they deem most likely to produce short- term, low- risk, and measure-
able results.”104

The underlying incentive system encourages risk aversion on the part of 
the PI: failure is not rewarded. Future funding clearly depends on obtain-
ing successful outcomes during the current grant period. The system par-
ticularly discourages risk taking when one’s own salary is at stake, as is 
often the case for researchers at medical institutions and always the case 
for summer support. The rubric for today’s faculty has gone from publish 
or perish to “funding or famine,” to use a phrase coined by Stephen 
Quake, a professor of bioengineering at Stanford University.105 The most 
painful of appeals come from scientists whose labs will have to close and 
whose careers as an in de pen dent investigator will come to an end if their 
grant is not renewed.

The way funding is structured, at least that at NIH, also discourages 
scientists from taking up new research agendas during the course of their 
career. Because renewals have a much higher chance of receiving a thumbs 
up, researchers stay with a known course and specialize in a line of re-
search over their career. An established scientist once told me of the dis-
dain he held for his colleagues who kept the same grant going for years, 
seeing it as a sign of lack of creativity. He is clearly in the minority: the 
current system encourages such behavior. He also has greater fl exibility in 
choosing his research agenda: he is an HHMI Investigator.
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Neither has the competitive grants system proved to be friendly to the 
young. In recent years, for example, the number of new investigators 
funded by NIH has remained almost constant while the number of experi-
enced investigators has increased (see discussion to follow).106 And suc-
cess, when it comes, increasingly comes to older scientists. The average age 
at which scientists receive fi rst in de pen dent funding increased from 37.2 
to 41.8 between 1985 and 2008.107 At least three factors have contributed 
to this outcome. First, the need for preliminary results biases funding deci-
sions toward more established researchers and delays the submission of 
grants by investigators who are just starting out. Second, more than 70 
percent of new investigators must resubmit their proposals before receiv-
ing funding; thirty years ago, over 85 percent of all new investigators re-
ceived funding on their fi rst submission. Resubmission can easily add an 
additional year to the pro cess. Third, people increasingly are older at the 
time that they get a faculty position.108

The grants system comes up particularly short when the odds of receiv-
ing funding are extremely low. It is ineffi cient in terms of the time and re-
sources expended in submitting and evaluating proposals that have an 
extremely low probability of being funded. It lowers morale.109

There is also the problem that the grants system provides incentives to 
secure as much funding as possible for one’s work, irrespective of whether 
an increase in funding leads to a proportionate increase in productivity. 
Money can become an end, not a means, and the amount of funding a mea-
sure of productivity.110

Granting agencies are aware of many of these problems. NIH, for 
 example, has repeatedly made efforts to increase the number of young in-
vestigators it funds. A recent initiative, for example, created “Kangaroo 
grants” to help investigators transition from postdoc positions to new fac-
ulty positions. Reviewers of R01 proposals are made aware of whether the 
proposal comes from a new investigator, and the payline is generally low-
ered for new investigators. Moreover, new investigators now routinely re-
ceive an additional one year of funding without asking for it. One of Elias 
Zerhouni’s last actions before stepping down as the Director of the NIH in 
the fall of 2008 was to make room for new investigators by declaring it 
formal NIH policy to “support new investigators at success rates compa-
rable to those for established investigators submitting new applications.”111 
The institutes got the message: in 2009, NIH supported 1,798 new investi-
gators, a considerable increase over the 1,361 supported in 2006.112 One 
consequence of the action was a substantial increase in the number of 
grants funded below the payline.113

In an effort to increase risk taking, the NIH created Pioneer and Eureka 
Awards. The former are “designed to support individual scientists of 
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 exceptional creativity who propose pioneering— and possibly transforming— 
approaches to major challenges in biomedical and behavioral research.”114 
The latter are designed “to help investigators test novel, often unconven-
tional hypotheses or tackle major methodological or technical challenges.”115 
Laudable as these efforts are, the numbers are miniscule. In 2009, for ex-
ample, the NIH made eigh teen Pioneer awards, the most ever. But the odds 
are less than 1 percent: over 2,300 applications  were received for the multi-
million fi ve- year award.116

NSF also undertook a new, foundationwide initiative to encourage 
“transformative research” in 2007. Among other things, the agency ex-
panded its merit- review criteria to explicitly include “review of the extent 
to which a proposal also suggests and explores potentially transformative 
concepts.”117

The NIH Doubling: A Cautionary Tale

It is tempting to assume that money is the answer to many of the problems 
that plague peer review and, more generally, the university research enter-
prise. Additional funds should translate into higher success rates, which in 
turn should encourage increased risk taking. More money should also mean 
more jobs and grants for young researchers.

But anyone who thinks so should be careful what they wish for. The 
doubling of the NIH bud get between 1998 and 2002 ushered in a host of 
problems. By the time it was over, success rates  were no higher than they 
had been before the doubling. By 2009, and in part because of the real de-
creases that the NIH experienced in the intervening years, success rates  were 
considerably lower than they had been before the doubling.

Faculty  were spending more time submitting and reviewing grants. Al-
though early in this century 60 percent of all funded R01 proposals  were 
awarded the fi rst time they  were submitted, by the end of the de cade only 
30 percent  were awarded the fi rst time.118 More than one- third  were not 
approved until their last and fi nal review. This not only took time and de-
layed careers, but the perception was that these “last chance” proposals 
 were favored over others, creating a system that, according to Elias Zer-
houni, awarded “per sis tence over brilliance sometimes.”119 Moreover, and 
jumping ahead to Chapter 7, there is little evidence that the increase trans-
lated into permanent jobs for new PhDs, as had been the case in the 1950s 
and 1960s when government support for research expanded.

It is also not clear that the doubling resulted in the United States being 
relatively more productive, at least as mea sured by publications. Frederick 
Sacks’s study of U.S. publications in biomedical fi elds for the period 
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during the doubling found no “upward jump” in U.S. publications relative 
to those from laboratories outside the United States where funding did not 
double.120

A major cause of this seeming paradox was the response of universities 
to the doubling. Some universities saw the doubling as an opportunity to 
move into a new “league” and establish a program of “excellence.” Others 
saw it as an opportunity to augment the strength they already had. For 
still others, expansion of their existing programs was simply necessary if 
they  were to remain a player in biomedical research. Regardless, the end 
result was that the majority of research universities went on an unpre ce-
dented building binge. Recruiting se nior faculty— with their large grants 
and capacity to generate still larger grants— required space— lots of it. 
Deborah Powell, dean of the Medical School at the University of Minne-
sota, put it bluntly: “The problem in recruiting se nior professors is that 
they want lots of space . . .  Getting a group of four or fi ve neuroscientists 
means that you have to look at thousands of square feet of space and lots 
of money.”121

Universities used philanthropic, local, and state resources as well as debt 
to fi nance the expansion. They hired additional faculty and research scien-
tists, many in soft- money positions. Universities also encouraged faculty 
who had heretofore not applied for grants from the NIH to “go where the 
money is.” And they encouraged those who had grants to get more: not one 
grant or two grants but three became the expectation at many research in-
stitutions. New buildings with larger laboratories required more resources 
to support them.

Not surprisingly, the number of applications for new and competing 
research projects grew. In 1998, the NIH received slightly over 24,240 ap-
plications for R01 awards; by the end of the doubling in 2003, it received 
29,573. By 2009, long after the doubling had ended, it received 27,365.122 
Success rates, which  were over 30 percent at the beginning of the dou-
bling, fell to 20 percent by 2006. By 2009, they had “rebounded” to 22.2 
percent.123

One reason for the decline in success rates was the substantial growth in 
bud gets accompanying the proposed research: in 1998, the average annual 
bud get of the typical grant was $247,000; by 2009, it had grown to 
$388,000.124 Several factors contributed to the increase: fi rst, more faculty 
 were on soft- money positions and thus writing off a larger proportion of 
their salary on grants.125 Second, the cost of equipment and supplies grew 
considerably during the period. Mice and magnetic resonance imaging 
equipment are expensive: the Biomedical Research and Development Price 
Index increased by 29 percent between 2000 and 2007; the Consumer 
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Price Index, by comparison,  rose by 20 percent.126 Third, tuition for grad-
uate students (which is included in grants) was increasing. The increase 
provided a way for universities to get more federal funds.127

Another factor contributing to the decline in success rates was that NIH 
had less money with which to support R01 grants. Not only did the NIH 
bud get decline in real terms after the doubling, but commitments made 
during the doubling to fund grants of four- to fi ve- years’ duration meant 
that fewer resources  were available as the doubling ended. In 2003, the 
NIH had $2.6 billion for competing R01 grants; at the nadir in 2006, it 
had $2.2 to spend on R01s.128

The NIH also chose to devote a smaller percentage of its bud get to R01 
grants, opting instead to put funds into large project grants as well as a 
portion of the bud get into the Roadmap initiative created by Director Zer-
houni in 2002 in an effort to provide more fl exibility and address major 
opportunities and gaps in biomedical research. In 2001, 53 percent of the 
funding for new awards went to R01 grants; by 2006, R01s received only 
45.1 percent of the funding for new awards. The percentage had slightly 
increased by 2010 and stood at 47.4 percent.129

Some of the new grants during the doubling went to researchers who had 
heretofore not received NIH funds. But the vast majority of new grants 
went to established researchers: the percentage of investigators who had 
more than one R01 grant grew by one- third during the doubling, going 
from 22 percent to 29 percent.130 The number of fi rst- time investigators 
grew by less than 10 percent during the doubling.131

Young researchers  were at a disadvantage competing against more sea-
soned researchers who had better preliminary data and more grantsman-
ship expertise; at every submission stage, the success rates of new investi-
gators  were lower than those for established researchers submitting a 
proposal for a new line of research.132 As seen in Figure 6.3, the increased 
number of grants for experienced investigators and minimal growth in 
grants for fi rst- time investigators resulted in a dramatic change in the age 
distribution of PIs. In 1998, less than a third of awardees  were over 50 
years old: almost 25 percent  were under 40. By 2010, almost 46 percent 
 were over 50, and less than 18 percent  were under 40. More than 28 per-
cent  were over 55 years old.

One response of the biomedical community was to lobby (unsuccessfully) 
for more funds. There was even a move to generate another “storm,” given 
the perception that the earlier “Gathering Storm” report had proved helpful 
to the physical sciences, its primary focus. (The report was written soon after 
the NIH doubling).133 Thus, some believed that a similar report focusing on 
the biomedical sciences might be the way to attract Congress’s attention.
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Figure 6.3. National Institutes of Health competing R01 equivalent awardees by 
age, 1995– 2010. Source: Provided by Offi ce of Extramural Research, National 
Institutes of Health.

The Stimulus Bill

No one expected that help would come in the form of a stimulus bill bro-
kered in the middle of the night. But when the biomedical community 
woke up on the morning of February 4, 2009, they found themselves to be 
the recipients of more than $10 billion in stimulus funds to be spent in two 
years. If it was diffi cult to have a smooth landing after the doubling, what 
would happen after an infusion of $10 billion, scheduled to disappear af-
ter two years?

NIH chose to spend a third of the funds by extending the payline, fund-
ing (but only for two years) proposals that had fallen below the initial 
cutoff. They spent another third on administrative supplements designed 
to accelerate the tempo of research (more people and more equipment). 
But it was the Challenge grants— which represented less than 10 percent 
of the expenditures— that got by far the most attention. Almost as soon as 
they  were announced in early March 2009, universities, hungry for indi-
rect costs and with faculty whose grants had not been renewed, put on a 
full court press.134 In less than ten weeks, more than 20,000 proposals 
 were submitted for the award, which could fund up to $1M of direct costs 
over the two- year period. The University of Minnesota, which submitted 
224, accounted for 1 percent of these, as did the University of California– 
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Irvine, which submitted approximately the same number.135 Deans at some 
universities reportedly told faculty members that they would be judged on 
the number of applications they submitted.136

In the end, the NIH funded 840 Challenge grants; the success rate was 
slightly less than 4 percent.137 But this is not necessarily the end of the 
proposals— they can be resubmitted as R01 proposals. Resubmission is fa-
cilitated by the fact that the format of the Challenge grant (12 pages) is a 
perfect fi t for the format of the newly streamlined R01 proposal.138 The 
stimulus funds may have helped many researchers and universities through 
a diffi cult period, but they  were not a “fi x.”139 If success rates  were low in 
2009, they will assuredly be lower in the foreseeable future.

Policy Issues

The United States spends between 0.3 and 0.4 percent of its gross domes-
tic product on R&D at universities and medical schools. This represented 
almost $55 billion in 2009 or approximately $170 for every man, woman, 
and child. Over 30 billion of this comes from the Federal government and 
two- thirds of this goes toward research in the life sciences, especially the 
biomedical sciences. Moreover, the percentage going to the life sciences 
increased during the fi rst years of this century.

To an economist, facts such as these raise questions of effi ciency. Is the 
0.3 to 0.4 percent enough? Too much? Is the two- thirds allocation to the 
life sciences “right”? Before one can even hope to answer such questions, 
it is helpful to know what economists mean when they use the term effi -
ciency. Not surprisingly, it has a specifi c meaning. To wit, resources are 
said to be effi ciently deployed if one cannot increase the size of the prover-
bial pie by reallocating those resources.

How does one tell if resources are effi ciently allocated? The straightfor-
ward way, and ignoring risk, is to compare the rate of return between in-
vestment opportunities: if the rate of return on investment X is 20 percent 
and that on investment Y is 10 percent, clearly one should invest more in 
X, taking the resources from Y. Marginal returns will eventually decline 
on X and increase on Y as the reallocation occurs.

This seems quite straightforward. Compute the rate of return resulting 
from investments in research at public institutions and compare it with al-
ternative rates of return. Or compute the rate of return for putting another 
dollar into biomedical research and compare it with the rate of return for 
putting another dollar into research in physics. It sounds easy, but the dev il 
is in the details— and the lack of data with which to mea sure the details.140
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For example, how narrowly or broadly does one defi ne the benefi ts? 
Take the atomic clock. The idea of using atomic vibration to mea sure time 
was fi rst suggested more than 130 years ago by Lord Kelvin in 1879; the 
practical method for doing so was developed in the 1930s by Isidor Rabi.141 
The clock has contributed to numerous new products and innovations, in-
cluding GPS. Or take fundamental research in physics, which has led to a 
number of new products and pro cesses, including nuclear magnetic reso-
nance. Where does one draw the line?

When does one draw the line? Often, as Chapter 9 details, the benefi ts 
from research are years away. This means that society may often have to 
wait years for the benefi ts to show up in the economy. There is also the 
issue that many of the benefi ts arising from public research are not traded 
in the market and thus are hard to value. How does one put a value on the 
images transmitted from the Hubble telescope? Or the satisfaction derived 
if and when the mysteries of dark matter are unraveled?

Partly as a result of these challenges, studies of public rates of return on 
investments in R&D have been rather narrowly focused, looking either at 
rates of return to specifi c types of research or rates of return to the re-
search that led to the development of specifi c products. There has been, for 
example, considerable research regarding the rate of return to research on 
corn as well as to agricultural R&D more broadly defi ned. A recent study, 
for example, fi nds the rate of return to research sponsored by the U.S. De-
partment of Agriculture to be 18.7 percent.142 The study also reports rates 
of return for agricultural research funded by specifi c states. When the esti-
mates include spillovers to other states, they average 32.1 percent, with a 
minimum of 9.9 percent and a maximum of 69.2 percent. There have also 
been numerous studies regarding rates of return to investments in medical 
research. One study, for example, estimates that investments by the Na-
tional Institutes of Health on factors related to cardiovascular disease, 
coupled with visits by people at risk of cardiovascular disease to their doc-
tor, have had a return of about 30 to 1.143

A study, now quite dated, that was prepared for the NSF traced the key 
scientifi c events that led to fi ve major innovations (magnetic ferrites, video 
tape recorders, oral contraceptives, electron microscopes, and matrix iso-
lation). Of par tic u lar signifi cance is the fi nding that in all fi ve cases non- 
mission scientifi c research (defi ned to be research “motivated by the search 
for knowledge and scientifi c understanding without special regard for its 
application”) played a key role and that the number of non- mission events 
peaked signifi cantly between the twentieth and thirtieth year prior to an 
innovation. The study also fi nds that a disproportionate amount of the 
non- mission research (76 percent to be precise) was performed at universi-
ties and colleges.144
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Case studies such as these are valuable, especially given the long lags 
between public investments in R&D and economic outcomes, which make 
estimation diffi cult. However, it is important to recognize that they suffer 
from a winner’s bias, focusing on areas where public R&D has made a dif-
ference, rather than sampling across the spectrum, thereby including suc-
cesses and failures as well as areas where public R&D has not made a 
difference.145

An alternative way to study rates of return to public investments is to 
survey fi rms, inquiring about the role that public research plays in the de-
velopment of new products and pro cesses. Using such an approach, Mans-
fi eld found that 11 percent of the new products and 9 percent of new 
pro cesses introduced in the seventy- six fi rms he interviewed could not 
have been developed (without substantial delay) in the absence of recent 
academic research. He uses this data to estimate social rates of return of 
the magnitude of 28 percent.146

Taken together, studies such as these suggest that the return to past in-
vestment in public research has been substantial. Whether returns will 
continue to be substantial in the future is, of course, uncertain. To quote 
Mansfi eld, “Because such studies are retrospective, they shed little light on 
current resource allocation decisions, since these decisions depend on the 
benefi ts and costs of proposed projects, not those completed in the past.”147

The answer to the effi ciency question regarding the right amount for the 
United States to spend on research in the public sector is thus diffi cult to 
answer. But one is on safer ground if the question is rephrased to ask 
whether the amount being spent should be increased. We may never know 
the right amount, but— given the fairly healthy returns to previous in-
vestments in research– the right amount is likely to be greater than the .3 
to .4 percent of the GDP that is currently being spent.

What about the balance in the U.S. R&D portfolio? Is the heavy and 
until recently increasing focus on biomedical research warranted from an 
effi ciency point of view? No one has made the calculations to determine 
whether the return to a marginal dollar spent on biomedical research is 
greater than a marginal dollar spent on research in, say, solid- state physics. 
But one can make a credible case, as I do in Chapter 10, that the current 
situation may not be effi cient. Rather, it refl ects the public’s interest in 
health and the strength of various lobbying organizations in supporting 
medical research. It also refl ects the reality that funds for research in some 
areas of science are tied to the mission of federal agencies, and certain of 
these agencies in recent years have found their bud gets either cut or grow-
ing at a lower rate than those of other agencies. The end of the Cold War, 
for example, resulted in cuts in the amount allocated to the Department of 
Defense and, consequently, to defense- supported research at universities.
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There are other effi ciency issues, such as whether large grants are more 
effective than small grants and whether the selection pro cess and structure 
of a grants program, such as that employed by HHMI, is more effective than 
that employed by NIH. With regard to the size of grants, there is some evi-
dence that productivity, as mea sured by the number of publications, has 
a low correlation with the amount of funds received in grants. A study by 
the National Institute of General Medical Sciences (NIGMS), for example, 
found the correlation coeffi cient between the number of publications by 
NIGMS investigators and the total direct costs of their grants to be only 
0.14.148 This, of course, is but one study, and it does not address the ques-
tion of whether it is more effi cient to fund large projects involving multiple 
PIs or fund more individual projects. In NIH terms, it does not address 
whether R01s are more effective than P01s. Nor does it even begin to ad-
dress the effi ciency concern as to whether large pieces of equipment that 
come with price tags of billions of dollars and tie up resources for years to 
come are good investments.

With regard to the latter, a recent study suggests that the HHMI system 
encourages creativity and, by implication, greater risk taking than does the 
NIH system. In an effort to control for selection issues, the authors com-
pared the productivity of researchers funded by HHMI with that of re-
searchers funded by NIH but who had been awarded early- career prizes 
from one of several foundations. They found that HHMI investigators pro-
duce high- impact papers at a much higher rate than the control group. They 
also found evidence that the direction of HHMI investigators’ research 
changes compared with that of the control group. At least three factors 
may account for why the HHMI system appears to do better than the NIH 
system: it evaluates people, not projects; it funds individuals for a longer 
period of time than does the typical NIH grant; and it is reasonably forgiving 
of “failure,” at least the fi rst time the individual comes up for review.149 The 
Wellcome Trust appears convinced: in 2009, it announced that it would 
begin to evaluate people rather than projects in making its awards and make 
the awards for a longer period of time.150

Conclusion

Research is an expensive business. Because of the characteristics of basic 
research and the motives of individuals who are drawn to doing it, and 
partly by historic accident, in many countries scientifi c research is per-
formed in the university. It is paid for by a co ali tion of forces, with the 
government, regardless of country, picking up the largest part of the tab. 
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Other contributors include industry, private foundations, and universities 
themselves. In recent years, the trend has been for universities to pick up 
an increasing portion of the expenses and for the proportion supported by 
the government to decline. But these patterns vary by country.

Increasingly, the criterion for the support of university research is 
 per for mance: no output, no funding. Although this may seem to be a 
straightforward proposition, it has not always been so, especially in Eu rope. 
Moreover, increasingly it has become the responsibility of faculty to gener-
ate the resources to support their research, either indirectly by building rep-
utation or directly by submitting grants. The United States is the extreme 
case: the university’s direct support of a faculty member’s research virtually 
disappears after two to three years. In addition, faculty are increasingly 
expected to raise the funds to pay for their own salary. This is especially the 
case at medical institutions, and not only for non- tenure- track research 
faculty but also for faculty holding tenure.

At the same time, the resources to support research, as mea sured by suc-
cess rates in getting grants, have become more scarce. This is in part because 
funds for research, especially in recent years, have been virtually fl at, but it 
is also because the size of the university research enterprise and the expec-
tations of universities have expanded.

Such a system has led faculty, and the government agencies that support 
faculty, to be risk averse. “Sure bets” are preferred over research agendas 
with uncertain outcomes. It is not just the peer- review system that fosters 
risk aversion. The Defense Advanced Research Projects Agency (DARPA), 
which once boasted that “it took on impossible problems and  wasn’t inter-
ested in the merely diffi cult,” has increasingly shifted to funding research 
that is more near term and less risky.151 Playing it safe may generate re-
search, but it is, to quote Donald Ingber, “not science in its truest sense 
because science is the pro cess by which we defi ne the unknown.”152

The system, at least in the United States, has particularly failed young in-
vestigators. It is no wonder: they have fewer preliminary results and less 
grant expertise than their grey- haired colleagues. But failure to adequately 
support young faculty is a recipe for more problems now and down the 
road. Exceptional contributions are more likely to be made by the young.153 
Future discoveries, as well as the education of future generations of scien-
tists, depend on building up a base of new investigators. Moreover, support-
ing early- career scientists makes careers in science and engineering more 
appealing to younger people who are in the pro cess of choosing careers.154

Many of the problems that confront the funding of science are scale re-
lated. A system that worked relatively well when the research community 
was small does not work nearly as well when the enterprise grows by a 
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factor of twelve, as the U.S. enterprise has done in the past fi fty years. As 
the system becomes larger, there is a need to codify the rules and allocation 
mechanisms. This can discourage risk taking. A larger system also makes it 
more diffi cult for scientists to engage in intensive peer review. The pro cess 
used by the HHMI to appoint investigators might prove diffi cult to repli-
cate on a signifi cantly larger scale.

Other problems with the current system of support for university re-
search relate to its proclivity to experience periods of stop and go. Stop- 
and- go funding is harmful for careers; it also makes it diffi cult for agencies 
to engage in long- term planning. The NIH assumed that its bud get would 
grow at a “normal” rate after the doubling. Universities assumed that the 
manna would continue. Although the NIH might have behaved differently 
had it known that its bud get would decline in real terms, it is not clear that 
universities would have. There was too much at stake: if the university did 
not expand, it would be left behind. The situation was a bit like going to a 
football game. The fi rst person who stands up can see better, as can the 
second and third. But by the time everyone stands up, no one sees better. 
And everyone is colder for having stood up.



When the price of gas began to increase in the mid- 2000s, the 
demand for hybrid cars increased. The result was waiting lists of 

two to three months, and customers who paid more than the sticker price 
for the car. The same thing occurred in 2008 when gas prices went above 
$4 a gallon: a shortage of hybrids existed. In both instances, it was rela-
tively short lived. Within a matter of months, the number of hybrids pro-
duced increased, the shortage ameliorated, and the premium that people 
 were willing to pay fell.1 The market responded quickly. Within a relatively 
short period of time, more hybrid cars could be produced.

Substitute engineers for hybrids, and we get a different outcome. Histori-
cally, when the demand for engineers increases (due, for example, to an in-
crease in the defense bud get), the market adjusts slowly. It takes, after all, 
at least four to fi ve years to educate an additional PhD engineer. Or when 
demand decreases, it takes four to fi ve years before the number of PhDs 
awarded begins to decrease.

Consider what happened in mathematics in the 1990s by way of example. 
After the supply of math PhDs increased between 1989 and 1996 (partly 
as a result of the breakup of the Soviet  Union), the real nine- month teach-
ing and research salaries of new PhDs declined by 8 percent. Unemploy-
ment rates increased, as did the percentage of jobs held by new PhDs that 
 were temporary.2 The number of full- time non- tenure- eligible faculty in 
traditional math departments increased by 37 percent, while the number 
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of tenure- track faculty fell by 27 percent.3 Not surprisingly, between the 
fall of 1994 and 1996, the number of applicants to math graduate pro-
grams decreased by 30 percent in response to the dismal job prospects for 
new PhDs.4

Past chapters have alluded to factors that affect the market for scientists 
and engineers. This chapter addresses them directly. It begins with a dis-
cussion of factors affecting the supply of new PhDs. Next, because of the 
growing importance of postdoctoral training in the United States, the fo-
cus shifts to this market. The chapter then turns to a discussion of the mar-
ket for academics. The chapter closes with a case study of what happened 
to the market for PhDs in the biomedical sciences during the NIH dou-
bling. Because of the extraordinarily important role that the foreign born 
play in U.S. academic science and engineering, Chapter 8 is devoted exclu-
sively to the foreign born.

The Market for PhD Education

Approximately 550,000 PhDs trained in science and engineering are in the 
U.S. labor force; 39 percent of them work in academe and 41 percent in 
industry. The other 20 percent work in government, “other,” or are unem-
ployed.5 Each year, U.S. universities produce another 24,000- plus PhDs in 
science and engineering. Other PhDs, who received their doctoral training 
outside the United States, come to the United States— many as postdoc-
toral researchers (postdocs). Indeed, almost half of the 36,500 science and 
engineering postdocs working at U.S. universities in 2008 came to the 
United States with a PhD in hand.

The number of PhDs awarded to citizens and noncitizens is given in 
 Figure 7.1 for the period 1966– 2008.6 Awards for citizens are further di-
vided by gender. Three broad trends clearly stand out: a decline in the num-
ber of citizen- men receiving PhDs, especially during the period 1970 to the 
late 1980s and 1998 to 2002; a gradual increase in the number of citizen- 
women getting degrees; and a substantial increase in the number of nonciti-
zens (both permanent residents and those on temporary visas) obtaining a 
PhD in the United States, although there have been brief periods when the 
number of noncitizens declined. When the data are further differentiated 
by race (not shown), we fi nd that the decline is largely among white men.7 
The number of Asian citizens receiving PhDs has increased slightly over 
time, as has the number of African Americans and Hispanics.
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Relative Earnings

There is considerable evidence that the number of individuals choosing to 
follow a course of study in science and engineering is responsive to market 
signals. This is not to say that everyone contemplating a career in science 
and engineering bases their decision on market signals. Clearly some indi-
viduals have a suffi cient taste for science that they would choose such a 
career regardless of relative earnings. But there are a number of individuals 
who, at the margin, contemplate careers in other fi elds. For them, money 
matters.

The fraction of college graduates with a degree in engineering, for ex-
ample, closely tracks the career prospects of engineers four years earlier— 
when the students  were freshmen— as mea sured by the present value of 
earnings in engineering relative to other occupations. It is also highly cor-
related with relative wages in engineering at the time the students entered 
college— an easier mea sure than relative present value— for students to 
compute.8 Or consider the choice of majors at Harvard College. In the 
four- year period before the fi nancial collapse of 2008, the average number 
of declared economics and applied math majors (both considered excellent 
preparation for a career on Wall Street) outnumbered the combined total of 
majors in biology, biochemistry, chemistry, math, neurobiology, and physics 
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Figure 7.1. Science and engineering PhDs by citizenship and gender, 1966– 2008. 
Source: National Science Foundation 2010c and National Science Foundation 
2011c. For purposes of consistency over time, “medical/health sciences” and 
“other life sciences” are excluded from totals.
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(812 to 780).9 Careers in science and engineering looked relatively unat-
tractive in the long run. Even in the immediate short run the relatively low 
payoff made them unattractive. The $3,000 offered for a summer research 
stipend in a faculty member’s lab was a mere drop in the bucket compared 
with the $15,000 that fi nancial fi rms offered for summer interns.10

This was, of course, before the fi nancial crisis and economic downturn 
of 2008, when Wall Street jobs disappeared in a matter of seconds and law 
fi rms laid off not only associates but full partners. Not surprisingly, appli-
cations to graduate school increased. Doctoral institutions reported an 
average increase of 10 percent in the number of applications from U.S. 
citizens and permanent residents; they enrolled on average 8 percent more 
domestic graduate students in the fall of 2009 than they had in 2008.11

Salaries for PhDs in science and engineering have been relatively low for 
a substantial period of time. One way to see this is to examine the earnings 
of PhD scientists and engineers relative to the “average” educated person. 
Figure 7.2 does this, showing the earnings of science and engineering PhDs 
relative to the earnings of individuals whose highest degree is a bachelor’s. 
The top panel shows mean earnings for PhDs within ten years of receiving 
the doctorate relative to mean earnings of bachelor’s degrees who are aged 
25 to 34 for the period 1973– 2006. The bottom panel shows earnings for 
PhDs who have been out ten to twenty- nine years relative to those for 
bachelor’s degrees aged 35 to 54.12

Early- career engineers with a PhD earn about 1.6 times what those with 
a bachelor’s degree earn; PhDs in the physical sciences earn about 1.4 
times the benchmark; those in the life sciences generally earn less than 1.3 
times the benchmark. (The spike in relative earnings in 1991 is due to the 
heavy impact that the 1991 recession had on the earnings of the bench-
mark group. At the same time, salaries of early career scientists and engi-
neers increased.) There was a downward trend in the early- career PhD 
premiums throughout the 1990s, especially in the life sciences where PhDs 
earned only 5 percent more than a bachelor’s degree in 1999. The dot- com 
build- up and the doubling of the NIH bud get contributed to an increase in 
the earnings of PhDs in the early years of the millennium, while at the 
same time the recession of 2001 took a toll on the earnings of the bacca-
laureate group. The result was an increase in relative earnings. By 2006, 
relative earnings had declined again in all fi elds.

The conclusion: Seven- plus years of training less than doubles one’s pay. 
In the case of the life sciences, the premium is never more than 50 percent 
and generally 30 percent or less. But this is for the early years. What hap-
pens as the career progresses? Does the educational premium increase 
with experience? The answer (see Figure 7.2 bottom panel) is generally no 
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and refl ects the observation in Chapter 3 that the earnings profi le, at least 
for academic scientists and engineers, is generally less steep than that in 
many other occupations.

It is not just relative salaries that affect the attractiveness of a career in 
science. The amount of time required for training and the value of that time 
also enters in. Consider an individual trying to decide between whether to 
pursue a PhD or to get an MBA. Even if there  were not a salary differen-
tial, there is a huge differential in the amount of time it takes to train. The 
MBA degree takes two years; the typical degree in science and engineering 
takes seven- plus years. Moreover, the time it takes to get an MBA has re-
mained constant for a number of years, while the time it takes to get a PhD 
has not. In the early 1980s, the median time to degree was between 6.2 and 
6.7 years, depending upon fi eld; by the mid- 1990s, it had increased by more 
than a full year in the life sciences, being just shy of 8 years, and by approxi-
mately half a year in the physical sciences and in engineering. In recent 
years, the median time to degree has declined a bit and now stands at 7.1 in 
the life sciences, 6.8 in the physical sciences, and 6.9 in engineering.13

There is a cost associated with these extra years of training. Suppose our 
hypothetical individual (I’ll call the individual a “he”)  were choosing be-
tween an MBA and a PhD in the biological sciences in 2004 and that if he 
did neither he could earn $42,300 the fi rst year out of college.14 Thus, 
both possibilities require “foregoing” $42,300 in earnings the fi rst year in 
school, and $42,300 plus a presumed salary increase the second year. But 
things change dramatically when the MBA graduates in 2006, and receives 
a starting salary of $95,400, while the PhD student is still in graduate 
school.15 The disparity persists. The PhD candidate continues to “forego” 
earnings; the MBA recipient begins to progress through his career. It is not 
unreasonable to assume that fi ve years later, when the PhD candidate 
graduates in 2011, the MBA will be earning $120,000,16 while the PhD’s 
fi rst job at a research university will pay approximately $70,500.17 The 
disparity is even greater if the PhD student takes a postdoc position for 
another several years, receiving approximately $40,000 a year.

The present value computations presented in Table 7.1 are fairly straight-
forward. The present value of the MBA is approximately $3.2 million dol-
lars. The present value of the PhD is just over $2 million.18 Little wonder 
that the propensity to get an MBA has increased over time (for both men 
and women) while the propensity to get a PhD, especially for men, has de-
clined for many years!19 It is even less of a wonder when one realizes that 
MBAs who graduate from the very top programs and go into fi nance can 
expect to earn four to fi ve times as much as the typical MBA in our exam-
ple, while PhDs who are hired as faculty at top programs can expect to earn 
only about three times as much as the typical PhD.20
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A three- year postdoctoral position drives the difference up by another 
$53,000. Another year in graduate school contributes another $109,000 to 
the differential. And these estimates are on the conservative side. For those 
in math and statistics, the differential would be greater, given the relatively 
low pay that PhDs in this fi eld receive; for those going to a lower tier insti-
tution, the differential would also be greater. If the stock options and bo-
nuses that many MBAs receive are included, the differential would be sig-
nifi cantly larger. Indeed, a 2001 study estimated that the present value of 
expected lifetime earnings of bioscientists is approximately $2 million less 
than the present value of the lifetime earnings plus stock options and bo-
nuses of an MBA.21

Of course, the typical graduate student receives some type of support 
while in graduate school, which covers tuition and provides for a stipend. 
The MBA student does not. Neither does the law student nor the student 
enrolled in medical school. The most common type of support is a research 
assistantship, which pays between $16,000 and $30,000, depending upon 
the department and the discipline. A smaller and more select group of in-
dividuals are supported on fellowships, which pay in the same range but 
allow the student more freedom in the choice of a faculty member to work 
with. Once one takes the stipend into consideration, the cost of training 
decreases (see the last column), but the PhD is still expensive relative to a 
career in business.22

Table 7.1 makes it quite clear that reasons other than money enter into 
the decision to pursue a career in science and engineering. If it  were only 
money, virtually no one would choose such a career. But it also makes clear 
that a number of variables can make the career fi nancially less appealing: 
increased time to degree and increased propensity to take a postdoc are 
two factors that have certainly done precisely this in recent years, espe-
cially to American males.

On the other hand, increases in graduate stipends make the career more 
appealing. This is not surprising: stipends arrive early in the career, and, 

Table 7.1. Projected lifetime earnings of MBA versus PhD in biological sciences holding a 
position at a research university (Present value, U.S. dollars)

MBA degree
PhD completed 

in 7 years
PhD completed 

in 8 years

PhD completed 
in 7 years 
and 3 year 

postdoc

PhD 7 years, 
support in 
graduate 
school

3,230,642 2,011,385 1,902,261 1,957,962 2,171,811

Note: See text for explanation and source.
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given the “power” of discounting, their early arrival greatly augments their 
value.23

Students understand this. Recent work shows that the number and qual-
ity of U.S. citizens choosing to apply for a National Science Foundation 
(NSF) Graduate Research Fellowship respond quite strongly to the value 
of the award. Research also shows that the number of applicants responds 
positively to an increase in the number of awards, and thereby an increase 
in the probability of receiving an award, while the “quality” of those ap-
plying is only modestly reduced.24 Furthermore, although the link is diffi -
cult to prove, the evidence strongly suggests that even though the NSF 
program is small, bestowing only 1,000 fellowships a year, an increase in 
the value of the NSF award increases the number of domestic students go-
ing to graduate school, perhaps because other stipend- granting agencies as 
well as universities base their stipend rate on that of the NSF.

Students also understand that a decrease in the value of foregone oppor-
tunities makes graduate school more attractive. Thus, for example, when 
the unemployment rate increases and it becomes increasingly more diffi cult 
for recent graduates to fi nd a job, it is not uncommon to fi nd more people— 
especially men— heading to graduate school. A study spanning the years 
1950 to 2006 found that the number of men getting PhDs in science and 
engineering was positively related to the unemployment rate that existed 
six years prior to their receiving their degree.25 The collapse of the dot- 
com bubble undoubtedly contributed to the recent uptick in men going to 
get PhDs in engineering and the physical sciences that started right after 
the bubble burst.

People may also choose to go to graduate school if the alternative is per-
ceived to be extremely undesirable. Such was the case during the Vietnam 
War, when the availability of a student deferment (2- S) from military ser-
vice encouraged many men to go to graduate school rather than risk the 
draft. The effect was striking: the propensity for men to get a PhD grew by 
more than 60 percent in the short span of a few years; it then dramatically 
fell with the end of Vietnam draft deferments in 1967– 1968.26 The increase 
and dramatic decline can be seen in Figure 7.1, which refl ects entry condi-
tions occurring fi ve to six years before the degree was awarded.

Job Availability

The computations of Table 7.1 make the strong assumption that indivi-
duals will get a full- time job in their fi eld of training after investing seven- 
plus years in training. But this is not always the case. The physics market 
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was severely stressed in the 1970s and again in the early 2000s; the math 
market was severely stressed in the 1990s; the market for chemists has 
fallen on diffi cult times in recent years because of merger and acquisition 
activity in industry; and the market for those trained in the biomedical sci-
ences has been seriously depressed for a number of years, as we will see in 
the case study.27 Multiple postdocs, underemployment, a position as a staff 
scientist, or working outside one’s fi eld have been outcomes that numerous 
highly trained individuals have experienced. Some have even experienced 
unemployment, despite their high level of skill. Indeed, the percentage of 
new doctorate recipients in math who  were unemployed in 1994 and 1995 
exceeded 10 percent— at a time when the overall unemployment in the 
economy was less than 6.5 percent.28 One consequence of the 2001 reces-
sion was that unemployment rates— though low— doubled among doctoral 
scientists in the life sciences and computer and information sciences and 
increased by more than 50 percent in the physical sciences, engineering and 
math, and statistics.29

Sometimes it is hard for those in secure positions to comprehend the 
math of Table 7.1. But graduate students get it, especially graduate students 
who, having foregone a considerable amount to get a degree, face bleak 
job prospects at the time of graduation. During the height of the physics 
employment crisis in the 1970s, the economist Richard Freeman gave a talk 
to the physics department at the University of Chicago. “When I fi nished 
the pre sen ta tion, the chairman shook his head, frowning deeply . . .  ‘You’ve 
got us all wrong,’ the chairman said gravely. ‘You don’t understand what 
motivates people to study physics. We study for love of knowledge, not for 
salaries and jobs.’ But . . .  I was prepared to give . . .  arguments about 
market incentives operating on some people on the margin, when the 
students— facing the worst employment prospects for graduating physi-
cists in decades— answered for me with a resounding chorus of boos and 
hisses. Case closed.”30

PhD programs have historically focused on training a workforce that 
would replicate the career of those doing the training. It was assumed that 
after at most two years in a postdoc position, the newly minted researcher 
would get a job in academe. Some, of course, would go to the “dark side,” 
taking a job in industry. And in certain fi elds, such as engineering and 
chemistry, the dark side was not that dark. Faculty at prestigious institu-
tions such as MIT and Stanford had a long tradition of sending graduates 
to industry, after all. But for many fi elds, an academic job was the expected 
norm.

Thus, over 55 percent of the PhDs who received their degrees in the bio-
logical sciences in the late 1960s, when the academic market was fl ourishing, 
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had settled into a tenure- track faculty position by 1973—fi ve- to- six years 
after getting their PhD. The rate in physics was 41 percent, in chemistry it 
was 32 percent, and in engineering it was 38 percent. But by the early 
1980s, market conditions had changed considerably for recently minted 
PhDs. Only 32 percent in the biological sciences had a tenure- track posi-
tion, 18 percent in physics, 19 percent in chemistry, and 19 percent in 
engineering.

Where did they go? Some went into positions in industry. As Figure 7.3 
shows, the percentage of new PhDs working in that sector increased con-
siderably during this period for all fi elds. But in physics and the biological 
sciences, many ended up in the types of positions that virtually did not exist 
a de cade earlier—non- tenure- track positions in academe and protracted 
postdoctoral positions. Moreover, in certain fi elds, a number began to 
work part time, withdrew from the labor force, or  were unemployed.

This overall trend has continued during the last twenty- fi ve years, al-
though it has shown considerable fl uctuations in response to market forces. 
By 2006, the last year for which data are available, less than 25 percent of 
the early career scientists in chemistry and physics held a tenure- track po-
sition; in the biological sciences and engineering, the fi gure stood at 15 
percent or lower. By way of contrast, over a third of the recent PhDs in the 
biological sciences held a non- tenure- track position or a postdoc position; 
almost 20 percent in physics held either a non- tenure- track position or a 
postdoc position. Moreover, with the exception of engineers, close to 10 
percent of those who had been out fi ve- to- six years  were working part 
time, unemployed, or  were out of the labor force.

A 2006 editorial in Nature Immunology asked, “Is the ‘conventional’ 
career path of student to postdoctoral fellow to tenure becoming the ‘al-
ternative’ career path?” The answer, given these data, is a clear “yes”— and 
not only in the biomedical sciences.31

Information Flows and Demographics

Information, or the lack thereof, also affects the supply of individuals going 
to graduate school. In the United States, information, especially with regard 
to the job outcomes of recent graduates, has typically not been readily 
available from graduate programs. The point was made abundantly clear 
when, in the late 1990s, the economist Paul Romer asked a research as-
sistant to initiate application to the top ten graduate departments of math-
ematics, physics, chemistry, biology, computer science, and electrical engi-
neering in the U.S, as mea sured by U.S. News and World Report. The 
student also began to apply to the top ten business and law schools. Not 
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one of the sixty science and engineering programs provided any informa-
tion about the distribution of salaries for graduates, either in the initial 
information packet or in response to a follow- up inquiry from him. But 
seven of the ten business schools included salary information in the appli-
cation packet; one of the three nonrespondents directed the research as-
sistant to a webpage with salary information. Four out of the ten law 
schools gave salary information in the application packet, and three more 
directed him to the information in response to a second request.32

The spread of information technology has not improved the amount of 
information that departments make available concerning the job outcomes 
of their graduates. A 2008 study of the webpages of fi fteen top programs 
in the fi elds of electrical engineering, chemistry, and biomedical sciences 
found that only two of the forty- fi ve programs listed actual information 
on placements. Four others provided some information on placements but 
did not list specifi c information regarding the placements. By way of con-
trast, seven of the fi fteen programs in economics provided a list of students 
and where they  were placed, year by year.33

Why are departments reluctant to provide information concerning the 
placements of their graduates? A cynic would point out that the research 
enterprise has come to rely on the 120,000 graduate students supported on 
research assistantships and fellowships to staff their labs (see discussion in 
Chapter 4). They are cheap— and temporary. Placement data could discour-
age potential applicants and put faculty research in jeopardy by killing the 
geese that incubate the golden eggs.

The culture of the university also stresses careers in academe, rather than 
careers in industry. Most graduate students with academic ambitions, espe-
cially in the biomedical and physical sciences, take a postdoc position, after 
receiving their PhD. In this sense, they have a job, albeit a temporary posi-
tion, after they graduate. The ready availability of postdoc positions also 
con ve niently lets the department off the hook. They have, after all, placed 
the student. The MIT program in biology can safely state on its webpage 
that the “majority [of PhD recipients] . . .  go on to a postdoctoral position 
in an academic setting.”34

The fact that faculty know little about careers outside of academe also 
affects the lack of information that is provided. When graduate students in 
the Yale molecular biophysics and biochemistry program wanted to learn 
about careers outside of academe, it was the students— not the faculty— 
who eventually created a seminar series to hear from alumni working out-
side of academe.35

Yet slightly more than 40 percent of all PhDs in science and engineering 
work in industry today, compared with fewer than 25 percent thirty years 
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ago.36 In some fi elds it is signifi cantly higher. More than half of all PhDs in 
chemistry and engineering have worked in industry for a number of years. 
The percentage in physics and astronomy who are working in industry has 
grown by 50 percent in recent years. The percentage of those in math and 
computer science working in industry has tripled, and today stands at about 
one- third of all those with degrees in the two fi elds. The percent of life scien-
tists working in industry has also grown dramatically. Despite this growth, 
fewer than 30 percent of those with a degree in the life sciences work in 
industry.37

Students, of course, get much of their information from other students, 
rather than from faculty. This may be one reason that liberal arts colleges 
have a relative edge in sending students to graduate school.38 Undergradu-
ates at the Swarthmores and Carltons of the United States do not have the 
“opportunity” to interact with graduate students and postdocs in the lab. 
They do not learn of their travails— suffi ciently real to have spawned the 
comic strip Piled Higher and Deeper (PHD) that centers on the life (or lack 
thereof) of a “group of overworked, underpaid, procrastinating graduate 
students and their terrifying advisers.”39 Neither are the faculty at liberal 
arts colleges likely to spend long hours applying for research grants. In-
stead, the students are in an environment that stresses learning rather than 
“producing” science.40

The number of individuals receiving PhDs also depends on underlying 
demographics and college graduation patterns. For example, the large in-
crease in the number of women receiving PhDs is due in large part to the 
increase in the number of women graduating from college, not to a change 
in the propensity of those going to college to get a PhD.41 The same is 
true for underrepresented minorities. Indeed, the most effective way to 
 increase the supply of underrepresented minorities receiving PhDs is to in-
crease the number receiving bachelor’s degrees. This is not a trivial observa-
tion: a policy maker would achieve larger increases by building the base of 
students eligible to go to graduate school than by investing, as many insti-
tutions do, in changing the propensity of those who graduate to go to 
graduate school.

By way of summary, the supply of individuals receiving PhDs is respon-
sive to relative salaries, the availability of fi nancial support, and underlying 
demographics. But preferences also matter. Rewards are intrinsic as well as 
extrinsic. The probability of enjoying these intrinsic rewards, however, 
depends upon the availability of research positions. It is also clear that it is 
often diffi cult for students to get good information from graduate programs 
concerning career outcomes of recent graduates.
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Shortages?

Predictions of shortages of scientists and engineers occur with some fre-
quency, despite evidence to the contrary. Such pronouncements have a 
long history, dating back to at least the late 1950s. Although predictions 
during the 1950s  were perhaps on target, especially given the large sums 
that the government invested in R&D after the launch of Sputnik, predic-
tions of shortages since have often strayed considerably from the underly-
ing reality.42

Several predictions deserve special mention. First, in 1989, the National 
Science Foundation predicted “looming shortfalls” of scientists and engi-
neers in the next two de cades.43 The same year, William Bowen and Julie 
Sosa published a book entitled Prospects for Faculty in the Arts and Sci-
ences: A Study of Factors Affecting Demand and Supply, 1987– 2012. The 
authors predicted faculty shortages in the ensuing period, basing their 
prediction on the assumption that an aging faculty, hired when higher edu-
cation was expanding in the late 1950s and early 1960s, would be retiring 
at the same time that the baby boomers’ children  were headed to college.

By 1992, it was abundantly clear that the shortage had failed to materi-
alize. The  House Committee on Science, Space, and Technology’s Subcom-
mittee on Investigations and Oversight conducted a formal investigation, 
leading to considerable embarrassment at NSF. The next director of NSF 
apologized to Congress, acknowledging that “there was really no basis to 
predict a shortage.”44 Moreover, by 1992 the economic, legal, and po liti cal 
climate facing higher education had changed substantially. Universities 
faced bud get problems as a result of economic recession. The elimination of 
mandatory retirement meant that faculty retired at a much slower rate than 
predicted. There was po liti cal pressure to downsize the federal bud get. 
Mergers and acquisitions led to a dampening in demand from industry. 
And the demise of the Cold War led to cuts or plateaus in federal funding, 
especially federal funding for defense.

But getting egg on their face did not stop the forecast pundits. In June 
2003, the National Science Board, the governing body of the NSF, released 
a draft task- force report for public comment that spoke of the “unfolding 
crisis” in science and engineering, stating, “Current trends of supply and 
demand for [science and engineering] skills in the workplace indicate prob-
lems that may seriously threaten our long- term prosperity, national secu-
rity, and quality of life.”45

Predictions of shortages are not limited to the United States. A 2003 Eu-
ro pe an Commission Communication, “Investing in Research: An Action 



The Market for Scientists and Engineers p 165

Plan for Eu rope,” for example, concluded that “Increased investment in 
research will raise the demand for researchers: about 1.2 million addi-
tional research personnel, including 700,000 additional researchers, are 
deemed necessary to attain the objectives, on top of the expected replace-
ment of the aging workforce in research.”46

Several issues arise when it comes to predicting shortages. First, to the 
extent that the shortage is real, the prediction of a shortage may lead to an 
under response on the part of students, given evidence that students have 
rational expectations and base their decisions partly on the expectation 
that others will respond, thereby putting downward pressure on wages.47 
Second, the models underpinning the projections are subject to substantial 
error, in part because po liti cal events that have a profound effect on scien-
tifi c labor markets— such as the fall of the Berlin Wall, the doubling of the 
NIH bud get, and the events of 9/11— are extremely diffi cult to predict.48

Third, shortages are often predicted by groups who have a vested interest 
in attracting more students to graduate school and into careers in science 
and engineering. To quote Michael Teitelbaum, “On the issue [of shortages] 
where one stands depends upon where one sits.”49 Most of the assertions 
come from four groups: universities and professional associations, govern-
ment agencies, fi rms that hire scientists and engineers, and immigration 
lawyers. All have a considerable amount to gain by an increase in supply: 
universities, for example, in terms of students (and lab workers); compa-
nies in terms of the lower wages associated with an increase in supply.50

Blue ribbon commissions charged with addressing scientifi c labor mar-
ket concerns have not disappeared.51 However, their strategy changed in 
the fi rst de cade of this century. Although the message is still one of “we 
need more,” the term shortage is not used. Instead, the underlying theme 
of these reports is that the United States is losing its dominance in science 
and engineering, in large part because the science and engineering enter-
prise has been expanding in Eu rope and Asia. A prime example is the Ris-
ing above the Gathering Storm report, released by the National Academy 
of Sciences in 2006,52 which expressed deep concern that “scientifi c and 
technology building blocks critical to our economic leadership are eroding 
at a time when many other nations are gathering strength.”53 Areas of spe-
cial concern included the number of individuals majoring in science, engi-
neering, and math in college and pursuing graduate degrees. The message: 
without more scientists and engineers, the United States will lose its domi-
nance in science and engineering.

A strength of Rising above the Gathering Storm was that it did not put 
all of its emphasis on supply- side initiatives— as is often the case— but in-
stead also stressed mea sures that would enhance the demand for innovation 
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and, by extension, the demand for S&E workers.54 The importance of this 
should not be minimized. Initiatives that lead to an increase in the number 
of scientists and engineers without suffi cient growth in demand (from in-
dustry, government and academe), can create a newly trained workforce 
with high hopes and poor job prospects— a perfect recipe for discouraging 
the next generation from entering careers in science and engineering.

The Market for Postdoctoral Training

Regardless of where one sits, there is almost unanimous agreement that 
there is not a shortage of postdoctoral fellows. Although it is diffi cult to 
get a precise handle on the exact number of postdocs working at U.S. uni-
versities, it is clear that it exceeds 36,000 and that it has grown consider-
ably over time.55 Problems with counting occur in part because postdocs 
work for individual faculty members, and this makes it more diffi cult to 
collect data. It is also diffi cult to determine who exactly is a postdoc be-
cause it is not uncommon for individuals who are essentially postdocs to 
be called by another title, such as research scientist. Thus all estimates 
must be taken with a grain of salt.

With this in mind, turn to Figure 7.4, which shows the number of post-
docs by fi eld working in the United States in academic graduate departments 
over the period 1980 to 2008.56 The fi gure documents the considerable 
growth that has occurred since 1980 in the number of postdocs as well as 
changes that have occurred in the composition of the postdoc pool by fi eld. 
In terms of size, the academic postdoc pool has almost tripled during the 
period, going from just over 13,000 to over 36,000.

Growth has been stimulated in part by the increased availability of re-
search funds for hiring postdocs. It has also been stimulated by the cost 
advantage, discussed in Chapter 4, that can arise from staffi ng labs with 
postdocs rather than graduate students. The cost advantage is particularly 
relevant at private institutions, where tuition for graduate students can 
exceed $30,000 and is paid for in part from the principal investigator’s 
grant.57

Almost 60 percent of academic postdocs work in the life sciences. The 
increase in the number of postdocs in the life sciences was especially no-
table during the period that the NIH bud get doubled. But the number of 
postdocs in engineering has increased at a far greater clip over time, as has 
the number in the geosciences.

Postdocs are also increasingly likely to be temporary residents. In 1980, 
about four in ten postdocs  were temporary residents; by 2008, almost six 
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out of ten  were temporary residents. Again, the dramatic increase came 
during the period of the NIH doubling. Many of the postdocs who are 
temporary residents received their PhD training outside the United States. 
Indeed, the best estimate is that almost fi ve out of ten academic postdocs 
in the United States earned a doctorate in another country and that four 
out of fi ve postdocs with temporary visas earned their doctorate outside 
the United States.58

The response of noncitizens to employment opportunities arising from 
the NIH doubling is one reason why scientifi c labor markets respond more 
quickly to changes in demand than they did in the past. Twenty- fi ve years 
ago, when the United States was producing the majority of PhDs, an in-
crease in demand could only be met (or be primarily met) by growing the 
supply in the United States.59 This takes time. But the expansion of PhD 
programs in other countries has created a supply of PhDs who are ready 
and willing to come to the United States to work, assuming they can get a 
visa. The postdoc market has proven particularly responsive to changes in 
demand. It not only provides an opportunity to come to the United States, 
with a starting salary of approximately $37,500, but there is also the dis-
tinct possibility that, once  here, the trainee can stay.

0

5,000

10,000

15,000

20,000

25,000

30,000

35,000

40,000

2008200420011998199519921989198619831980

Math and computer sciences
Geosciences
Engineering

Life sciencesLife sciences

Physical sciencesPhysical sciences

Figure 7.4. Number of science and engineering postdocs by fi eld, 1980– 2008. 
Source: National Science Foundation (2011d). Multidisciplinary studies was 
introduced as a subfi eld in 2007; the forty- nine recipients in 2007 and the seventy 
in 2008 receiving multidisciplinary degrees are distributed across the fi ve fi elds 
affected by the change. Degrees in neurosciences, which was introduced as a 
subfi eld in 2007, are counted in the life sciences for 2007 and 2008.



The Market for Scientists and Engineers p 168

Individuals on postdoctoral appointments are generally selected by the 
person in whose lab they will work. In the case of academe, where the vast 
majority of postdocs are located, this means that the principal investigator 
selects the postdoc. Although established investigators can choose among 
applicants who contact them, beginning investigators, who have yet to 
 establish a reputation, must rely on the Internet and on advertisements 
posted in science journals to fi ll their postdoc positions.60

Financial support for the postdoc position is provided either through 
the principal investigator’s grant (or start-up funds) or through a fellow-
ship that the postdoc has received. Postdocs supported on fellowships 
have more in de pen dence than those supported by a faculty member be-
cause they come with funds and project in hand (or have a project in mind 
and get a fellowship soon after arriving) and in theory could go to another 
lab. They are also in the minority and are more likely to work with high- 
profi le, established investigators.61 Most of the postdocs in Susan Lindquist’s 
laboratory at the Whitehead Institute, for example, come with their own 
funding.62 Ninety percent of those in Roberto Kolter’s lab at the Harvard 
Medical School have their own funding.

Postdoc stipends range anywhere from the high $30,000s to the low 
$50,000s, depending on the department, fi eld, and years of se niority of the 
postdoc. As noted in Chapter 4, the NIH provides guidelines for those sup-
ported on NIH grants. In 2010, the suggested minimum was $37,740.63 
Some institutions pay considerably more. The starting pay at the White-
head Institute, which was voted the “best place for postdocs to work” in 
2009 by readers of The Scientist, was $47,000.64 The Institute also pro-
vides health, dental, and retirement benefi ts to postdocs, something many 
programs do not do.65

The probability that an individual takes a postdoc position depends 
partly on the job market for recent PhDs. To quote the American Institute 
of Physics, “The proportion of new PhDs accepting postdoctoral positions 
has been a better job market indicator than the unemployment rate for 
physics PhDs, which is traditionally low and does not fl uctuate a great 
deal.”66 Only 12 percent of newly minted engineers had defi nite plans to 
take a postdoc position in 2001 at the peak of the high- tech market; 54 per-
cent had a defi nite job offer. The remaining 34 percent had no defi nite plans 
at the time of graduation. Five years later, when the market for engineers 
had cooled down considerably, it was a different story: 18 percent had defi -
nite plans to take a postdoc upon receiving their degree, only 42 percent 
had defi nite job plans, and 40 percent had yet to make defi nite plans.

More generally, the proportion of new PhDs with defi nite plans to take 
a postdoc increases when the size of the graduating class increases, consis-
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tent with the idea that job market prospects are depressed due to an in-
crease in supply. The proportion taking postdoc positions is also inversely 
related to the availability of jobs in academe, as proxied by the percentage 
change in “fund revenue” for private and public academic institutions.67

The postdoc position is often described as a holding tank, where indi-
viduals sit until the market improves. One in eight respondents in a national 
survey reported that they had taken their most recent postdoc position 
because other jobs  were not available. Those who report “bad jobs” as the 
reason for having taken the most recent postdoc position hold the position 
for a signifi cantly longer period of time than those who do not report “bad 
jobs” as the reason.68

Although it is diffi cult to prove, it is assumed that the ones most likely to 
wait it out as a postdoc are those who most aspire to an academic position 
and have diffi culty fi nding one. It is not uncommon for individuals to remain 
in a series of postdoc positions for fi ve, six, or even seven years. Some stay 
even longer. Julia Pinsonneault, for example, was a postdoc for eleven years 
before fi nally taking a research scientist position at Ohio State.69 Postdoc 
work allows one to build up a curriculum vitae and hedge one’s options.70 
It also puts food on the table, although a salary in the $50,000’s is a far cry 
from what one could have gotten if one had entered a different career.71

Postdoc working conditions and job prospects for an in de pen dent re-
search career have been suffi ciently bleak in recent years to lead postdocs 
to form the National Postdoctoral Association in 2003.72 One outcome has 
been a gentleman’s agreement among many research universities that the 
postdoc position would last for no more than fi ve years.

On some campuses, including Stanford, Yale, Johns Hopkins, the Univer-
sity of Illinois, and the University of Chicago, postdocs are either  unionized 
or have formed a local association. Issues often include the availability of 
fringe benefi ts, university privileges (such as use of the library!), and job 
prospects. The largest successful or ga niz ing campaign to date took place 
in 2008, when the California Public Employment Relations Board offi -
cially recognized the PRO/UAW (the Postdoctoral Researchers Or ga nize/
International  Union, United Automobile, Aerospace and Agricultural Im-
plement Workers of America) as representing postdocs on the ten- campus 
California system.73 The fi rst fi ve- year contract was signed in August 2010. 
It gave postdocs a slight raise and committed to raise rates to conform 
with the NIH guidelines. Postdocs agreed to a no- strike provision in the 
contract.74 It is noteworthy that in a world in which only about one in seven 
full- time workers in the United States are represented by a  union, that after 
only ten years of or ga niz ing effort, the California agreement brings the 
number of postdocs represented by a  union to more than one in 10.75
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The Academic Market

The academic market is a buyer’s market, and has been for a number of 
years— given the strong preference of many new PhDs and postdocs to 
take a job at a university. For example, 59 percent of physicists who re-
ceived their PhDs in 2005 and 2006 had the long- term employment goal 
of working at a university or college.76 A recent survey of postdoctoral 
fellows found that 72.7 percent of those looking for a job  were “very in-
terested” in working at a research university.77 A survey of postdocs at the 
University of Texas Medical Center found that 79 percent want a job in 
academe after the postdoc is over.78 An earlier survey of U.S. doctoral stu-
dents in the fi elds of chemistry, electrical engineering, computer science, 
microbiology, and physics found that 55 percent of the respondents as-
pired to a career in academe, either doing research or teaching.79 Whether 
the percentage is 55 or 79, one must conclude that there is considerable 
disparity between the aspirations of young scientists and engineers and the 
reality that, depending upon fi eld, at most 25 percent will get a permanent 
position in academe.

Several factors explain the softness of the academic market— especially 
that for tenure- track positions— in the United States. First, the pool of 
trained individuals available for positions has grown dramatically over 
time, as can be seen from Figure 7.1. Moreover, it is not just U.S. PhD pro-
duction that has grown dramatically; the pool of individuals trained out-
side the country who come to the United States to take a postdoctorate 
position and want to stay has grown dramatically as well.

Second, salaries of tenure- track faculty are considerably higher than 
those of non- tenure- track faculty. This leads universities to substitute other, 
cheaper labor for tenure- track faculty. Undergraduate classes are staffed 
increasingly by part- time faculty or by faculty holding non- tenure- track posi-
tions, which come with higher teaching loads and little opportunity for do-
ing research. By 2001, more that 35 percent of the full- time faculty at 
public research universities and over 40 percent at private research univer-
sities held non- tenure- track positions.80

Third, public institutions have experienced a decline in the proportion of 
funding coming from the state, as states faced increasing demands for 
funds for prisons and health care.81 From 1970 to 2005, state support, ad-
justed for infl ation and enrollment, fell by 11 percent.82 A number of state 
institutions currently receive less than 10 percent of their bud get from the 
state, including the University of Washington (4 percent of its $2.9 billion 
bud get), Pennsylvania State University (9.4 percent of its $3.4 billion 
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bud get),83 and the University of Michigan (6.3 percent of its $5.1 billion 
bud get).84 These problems  were exacerbated with the fi nancial crisis of 
2008, when most states faced substantial declines in tax revenues.

Fourth, the high cost of start- up packages makes universities very selec-
tive in hiring. It is better to hire one highly productive scientist than two 
whose combined productivity may be slightly higher but for whom the 
combined costs are much higher.

The situation is somewhat different at medical schools, where tenure 
has become decoupled from the guarantee of a salary (or as one medical 
administrator put it, it is out of fashion to link tenure to salary). To be more 
specifi c, only 62 of the 119 medical schools that offer tenure to basic science 
faculty equate tenure with a specifi ed fi nancial guarantee; at only eight 
schools is the guarantee equal to “total institutional support.” At the other 
54, some type of limit is put on the guarantee. At 42 of the 119 institutions, 
tenure comes with absolutely “no fi nancial guarantee.”85

Similarities and Differences between the United States 
and Other Countries

It is not only in the United States that the academic market for scientists 
and engineers has been soft in recent years. The academic job prospects of 
young Italian PhDs have also been bleak for a number of years. The age of 
faculty refl ects these problems. In 2003, the average age was 45 for faculty 
in research positions (Ricercatore Universitario— equivalent to the rank of 
assistant professor in the United States), 51 years for those in associate- 
professor positions (Professore Associato), and 58 years for those in full- 
professor positions (Professore Ordinario).86 The Italian academic market 
is also subject to “stop and go.” For example, a “no new permanent posi-
tion” policy was in place from 2002 to the end of 2004 and again from 
2008 to mid- 2009.87

The academic labor market has also been soft in Germany. The number 
of professors at German universities peaked in 1993 at about 23,000 and 
has, with few exceptions, declined steadily since then.88 In 2004, for ex-
ample, the total stood at just slightly over 21,000. The decline is not due to 
a decrease in the number of students. During the same period, the number 
of high school graduates increased signifi cantly while the ratio of univer-
sity professors per 100 high school graduates went from 11.26 to 9.43.89 
Moreover, the decline has come at the same time that the number of indi-
viduals who have earned a Habilitation, a requirement for obtaining an 
appointment as a professor at most German universities, has grown consid-
erably.90 The result has been a dramatic increase in the number of applicants 
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for job openings. One estimate, for example, is that the ratio of new appli-
cations to job openings  rose from roughly 1.5 to 2.5 over a recent fourteen- 
year period.91

A similar situation exists in South Korea, where universities, particularly 
private universities, under pressure to reduce expenditures on teaching 
personnel, are increasingly relying on part- time instructors. In 2006, for 
example, the number of full- time instructors in four- year colleges and uni-
versities was approximately 43,000, while the number of part- time instruc-
tors was more than 50,000.92

But there are other respects in which the U.S. academic situation differs 
considerably from that of other countries. One dimension relates to ten-
ure, another to the degree to which universities are staffed by their own 
graduates, a third to how salary is determined, and a fourth to the pro cess 
of selection.

The U.S. university system is characterized by a tenure system, which 
usually determines within a period of seven years whether the individual 
has a permanent job or is forced to seek employment elsewhere.93 Those 
without tenure can be treated as second- class citizens. Mathematicians at 
Harvard are said to wait to learn the names of ju nior colleagues until after 
they have been promoted. (The practice is reminiscent of the medieval one 
of parents only naming their children after they survive infancy.) By way of 
contrast, in many other countries, job security comes at the moment of hire 
into an entry position.94 This is true in France, where the entry position 
Maître de Conférence is accompanied with job security. It is also true in 
Italy and until quite recently in Belgium. In Norway, job security, if not 
instant, is assured within several months of hiring.

Academic systems also differ in terms of the amount of inbreeding prac-
ticed. While the hiring of one’s own PhDs is relatively rare in the United 
States, the practice is common in Eu rope. By way of example, over 59 per-
cent of university professors in Spain work at the university where they 
received their doctoral training.95 The percentage would be higher if the 
Spanish university system had not expanded, creating new universities with-
out a history of PhD programs. Inbreeding is widespread in Italy, France, 
and Belgium as well. It is less common in the United Kingdom. In Germany, 
by law, promotion requires institutional mobility.

The way in which academic salaries are determined also varies consider-
ably across countries. In the United States, it is the norm for faculty of the 
same rank to earn widely different salaries both within institutions and 
across institutions, as the data summarized in Chapter 3 demonstrate. Mo-
bility, or the threat of mobility, plays a key role in determining salary. In-
deed, one of the primary ways by which faculty receive salary increases in 
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the United States is to court an offer from another university, and thereby 
receive a counter offer from their own university.

Many stay after receiving a counter offer, but some leave. In recent years, 
for example, when private institutions had more resources than public uni-
versities, a number of highly productive faculty moved from state- supported 
institutions to the “privates.” During the past ten years, the University of 
Wisconsin lost a number of faculty to private universities. Although it is 
still too early to know how the fi nancial crisis will affect hiring, one sus-
pects that it will be the public universities that are hit the hardest. The 
University of California system, for example, implemented in July 2009 a 
furlough policy that effectively cut salaries by 10 percent.96 The response, 
as a faculty member from Berkeley recently said, is that “phones are ring-
ing.” Other states, including Florida, Arizona, and Georgia, have also fur-
loughed faculty.

In many other countries, faculty are civil servants; they receive a salary 
based on years in ser vice and rank. This is true, for example, in Belgium, 
France, and Italy.97 In such a system, the threat of movement has virtually 
no effect on salary at one’s employing institution. The only way to earn 
substantially more is to leave the country (going, for example, to the United 
Kingdom or the United States) or to supplement one’s salary with an ad-
ditional position or by consulting.

Finally, the way in which faculty are selected is idiosyncratic to a country. 
In the United States, academic departments have considerable autonomy 
in making hires. The department negotiates for a position with the dean, 
forms a search committee, and interviews candidates for the position. Can-
didates usually are drawn from departments having equal or higher status. 
The decision regarding whom to recommend to the dean is made by the 
department. After the offer is formally made, salary negotiations begin in 
earnest.

In other countries, the recruitment and hiring pro cess can involve na-
tional committees. Undoubtedly the most complex is that of Italy, where 
the selection pro cess is dominated by a committee selected by the discipline, 
rather than by the university or department. To be a bit more specifi c, as-
suming there to be no government ban on new hires, the university launches 
a call for applications (concorso). The university then establishes a selec-
tion committee, all of whose members belong to the discipline in which the 
position is being offered; only one of the members is selected by the uni-
versity. In a practice reminiscent of guilds, all other members are elected by 
the discipline at the national level. The committee is then charged with se-
lecting the best possible candidate, based primarily on publication record. 
In principle, if the university is unhappy with the selection, it can refuse to 
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hire the candidate and launch a new search. In practice, there is consider-
able behind- the- scenes maneuvering to steer the pro cess toward selecting a 
candidate suitable for the university. The pro cess is used not only for ini-
tial hires but also for promotions. Thus, an Italian “assistant professor” can 
only be promoted at his institution if and when a concorso is launched for 
an “associate” position in the department. This means that Italian faculty 
spend considerable energy lobbying for the creation of new positions.98

The French recruitment system is also centralized and discipline cen-
tered. The pro cess begins with the central government issuing a list of va-
cancies, by discipline and institution, for the ranks of Maître de Conférence 
and Professor.99 Only qualifi ed candidates can apply: applicants must fi rst 
obtain a certifi cate from the Conseil National des Universités— whose 
members are either elected or designated by the Ministry of Education. 
Once obtained, the qualifi cation is valid for four years. Applications are 
then examined at the university level by a disciplinary committee, elected 
every four years and made up of faculty members as well as members in-
vited from other institutions and disciplines.100 Hiring decisions are made 
at the university level.101

In theory, both the French and the Italian systems should discourage 
“inbreeding,” since selection is made by a national committee. In practice, 
however, considerable inbreeding exists in both countries because lower-
tiered universities have strong incentives to lobby for home- grown faculty 
who will be supportive of their institution. Having neither a carrot nor a 
stick in terms of control over salary or teaching load, the university, if it 
 were to hire the “best” candidate, could fi nd itself stuck with a prominent 
researcher who spends as little time as possible at the university.102

Cohort Effects

A distinguishing characteristic of the market for scientists and engineers is 
the presence of cohort effects. Careers of scientists and engineers are af-
fected by events occurring at the time their cohort graduates.103 To put it 
succinctly, there can be a right time for getting a PhD and a not- so- right 
time. Careers can be affected for years to come. Some scientists graduate 
when jobs are plentiful; they have a choice among jobs and have little dif-
fi culty obtaining funding for their research. Their careers fl ourish. Many 
scientists who are now at the end of their career or have recently retired 
graduated when university jobs  were readily available and success rates on 
grants exceeded 40 percent. They  were able to take a chance on risky re-
search. They had options; their careers blossomed. Likewise, in the 1990s, 



The Market for Scientists and Engineers p 175

computer scientists  were “hot.” It was a seller’s market, just as was the 
market for those working in the fi eld of bioinformatics in the late 1990s 
and early 2000s.104

Others graduate when jobs are considerably less plentiful. They move 
from postdoc to postdoc position, or non- tenure track to non- tenure track 
position, hoping to eventually land a tenure- track position and become a 
principal investigator. They often settle for a job as a staff scientist, work-
ing either for an exceptionally talented (and lucky) member of their cohort 
or for a member of a cohort who graduated when jobs  were plentiful. 
Such was the experience of individuals who graduated in 1969, after fed-
eral funding for scientifi c research was severely curtailed (see Chapter 6). 
Such was the experience of mathematicians in the early 1990s— especially 
those trained in areas closely related to the expertise of recently hired So-
viet émigré mathematicians.105 Such was the experience of biomedical PhDs 
in recent years. And such will be the experience of PhDs who graduated 
during the recent fi nancial crisis, given that, according to one survey, 43 
percent of colleges and universities imposed partial faculty- hiring freezes 
and 5 percent completely stopped hiring altogether.106 The ecol ogy post-
doc who entered the PhD market in the fall of 2008 with fi fteen papers in 
top- tier journals and $400,000 in grant funding and did not get a “single 
sniff” in response to her initial job applications is emblematic: Cohort 
matters!107

Cohort matters because a scientist’s productivity is related to where he 
or she works and the conditions of employment. Location in a prestigious 
department or research institute as an in de pen dent researcher fosters pro-
ductivity.108 Although the relationship between location and research pro-
ductivity is due in part to selective hiring, there is much to suggest that 
or gan i za tion al context has its own effect. Place matters. And matters and 
matters. A study of economists, for example, found that holding innate 
ability constant, placement at a higher-ranked institution leads to higher 
productivity for years to come. Initial placement depends in part on the 
state of the job market when one graduates. The study concluded that 
“initial career placement matters a great deal in determining the careers of 
economists.”109 If initial career placement matters for economists, it cer-
tainly matters for scientists, whose research is considerably more depen-
dent on access to equipment and materials.110

Several factors— explored earlier in Chapter 2— explain why location is 
important. First, and as already suggested, top research institutions provide 
better resources for research. Their start- up packages are “richer,” and their 
lab space is larger. Second, scientists working at top research institutions 
have lively colleagues to interact with and excellent graduate students to 
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staff their labs. They also have lower teaching loads. Third, although it is 
diffi cult to mea sure, reputation matters. A proposal from the California 
Institute of Technology, other things equal, is likely to get a more favorable 
rating than a proposal from the Illinois Institute of Technology. This, in 
turn, can jump- start the pro cess of cumulative advantage, or what Robert 
Merton so aptly named the Matthew Effect: “the accruing of greater incre-
ments of recognition for par tic u lar scientifi c contributions to scientists of 
considerable repute and the withholding of such recognition from scien-
tists who have not yet made their mark.”111

Case Study

In 1996 the National Research Council formed a committee to study trends 
in early careers of life scientists. The committee was initially co- chaired by 
Shirley Tilghman, who at the time was a professor of ge ne tics at Prince ton 
University and later became president of Prince ton University, and Henry 
Riecken, who was the Boyer Professor Emeritus of Behavioral Sciences at 
the School of Medicine of the University of Pennsylvania. The impetus for 
the study was that the number of PhDs in the life sciences had grown sub-
stantially in recent years but the job market opportunities for young life 
scientists had not kept pace. Increasingly, young life scientists had found 
themselves in a holding pattern, waiting for a permanent position.112

There  were a number of disturbing trends. Time to degree had increased, 
the percentage of life scientists holding postdoc positions had grown, and 
the duration of the postdoc position had also increased. Moreover, the like-
lihood that a young life scientist would hold a tenure- track position, espe-
cially at a research university, had declined. Furthermore, young faculty 
 were experiencing increasing diffi culty getting NIH grants funded and  were 
getting funded for the fi rst time at later and later ages.

To be a bit more specifi c, during the ten- year period of 1985 to 1995, 
the number of PhDs awarded in the biomedical sciences in the United 
States had increased by almost 40 percent, and stood at 6,000 by 1995.113 
Median time to degree, which was just over seven years in 1995, had in-
creased to eight years. Sixty percent of all new PhDs took a postdoc posi-
tion, up from around 55 percent a de cade earlier. Over 30 percent of PhDs 
who had been out of graduate school for three to four years held a post-
doc position, up from 25 percent a de cade earlier. And the percentage who 
held a postdoc position for fi ve to six years had grown by approximately 
50 percent.114

Obtaining a tenure- track position had become increasingly unlikely. In 
1985, the odds  were about one in three that someone who had received 
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her PhD fi ve to six years before (1979– 1980) held a tenure- track position 
at a PhD- granting institution. By 1995, the odds  were approximately one 
in fi ve that a recent PhD held a tenure- track position. It was not just the 
odds that had declined; the actual number of young faculty holding tenure- 
track positions at PhD- granting institutions had declined. The big growth 
was in “other” positions, a category that included postdocs, staff scientists, 
and other non- tenure- track positions as well as those who  were working 
part time.

After documenting and studying these trends, the committee made fi ve 
recommendations: (1) restraint in the growth of the number of graduate 
students in the life sciences, (2) dissemination of accurate information on 
career prospects of young life scientists, (3) improvement of the educa-
tional experience of graduate students, (4) enhancement of opportunities 
for in de pen dence of postdoctoral fellows, and (5) alternative careers for 
individuals in the life sciences. The committee’s intent regarding recommen-
dation fi ve was to convey the conviction that “the PhD degree [should] re-
main a research- intensive degree, with the current primary purpose of 
training future in de pen dent scientists.”115 In other words, the committee 
did not endorse the idea of training PhDs in the life sciences who would 
then pursue alternative careers.

The committee expanded on the third recommendation in the text of the 
report, encouraging federal agencies to place greater emphasis on training 
grants and individual fellowships for supporting predoctoral training— as 
opposed to indirectly supporting training through the funding of graduate 
research assistantships on research projects. Their rationale was that it is 
pedagogically superior to support students on training grants because the 
quality of the training is peer reviewed when the training grant is up for 
renewal, while the quality of training provided to research assistants is not 
considered in the review of research projects. In addition, training grants 
minimize potential confl icts of interest that can arise between the trainer 
and the trainee since the graduate student is not “indentured” to a faculty 
member. Despite the apparent advantages of training grants, the number of 
students supported on training grants had remained fairly constant for a 
number of years, while the number supported on research assistantships 
had grown dramatically.116 The training- grant recommendation was suffi -
ciently controversial to lead Henry Riecken to resign as co- chair and write 
an “alternative opinion” in which he expressed the view that “the recom-
mendation is unsupported, outside the study charge, and inconsistent with 
the committee’s overall study fi ndings.”117

It will come as little surprise that the life science community did not 
rush to embrace the recommendations. Graduate programs continued to 
grow, little effort was made to disseminate information on career outcomes, 
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and there was virtually no reallocation of funds between training grants 
and research assistantships. Primarily at the initiative of the Alfred P. Sloan 
Foundation, a number of professional master’s programs  were started in 
the life sciences in the late 1990s. The hope was that such programs could 
prepare individuals for nonresearch positions in industry.118

Then, in 1998, the NIH bud get began its fi ve- year doubling. Many 
hoped that it would provide salvation for the young. This was not to be 
the case, although conditions initially improved marginally. The probabil-
ity that a PhD trained in the biomedical sciences and who had been out of 
graduate school fi ve to six years held a tenure- track position, which had 
declined from around 19 percent in 1995 to 9.9 percent in 2001, re-
bounded to 15.0 percent by 2003. By 2006, the latest year for which there 
is reliable data, the fi gure stood at 12.0 percent.119 The percentage of indi-
viduals remaining in a postdoc position for six- plus years, which had de-
clined between 1995 and 2001, increased slightly. There was considerable 
growth in non- tenure- track positions, especially at medical schools, al-
though the percentage of early career scientists holding these positions had 
declined by 2006. There was virtually no change at all in the percentage of 
recently trained PhDs working in industry. So much for the idea that a 
growing biotech sector is providing jobs for an increasingly large percent-
age of the newly trained workforce.

In short, the pickup in academic jobs was relatively modest for the 
young, and the indications are that it rapidly petered out. There  were some 
other disquieting trends. Approximately one out of ten recent PhDs was 
either working part time, unemployed or out of the labor force.120 The age 
at which new faculty with PhDs  were hired at medical schools increased 
by two years between 1992 and 2004, reaching 39.121 The young had a 
hard time competing for funding. The number of awards to fi rst- time in-
vestigators, which had initially increased, declined.122 The “spread” be-
tween the success rate on grant applications from established investigators 
and that for new investigators grew. In 1996, the difference was about 2.6 
percentage points. By 2003, it was over 6 percentage points.123 Career 
trajectories of young life scientists  were suffi ciently bleak to prompt the 
journal Nature to run an editorial titled “Indentured Labour,” which ar-
gued that “too many graduate schools may be preparing too many stu-
dents, so that too few young scientists have a real prospect of making a 
career in academic science.”124

Once again, and in response to problems the young faced getting posi-
tions and funding for research, a National Research Council committee 
was established, chaired this time by the Nobel laureate and then president 
of the Howard Hughes Medical Institute, Thomas Cech. The committee 
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issued its report in 2005, Bridges to In de pen dence. Its key recommenda-
tion was that the NIH establish a new grants program, informally known 
as a “Kangaroo” grant, in which individuals in a postdoc position receive 
research funding that can be taken with them when (and if) they get a fac-
ulty position. A key objective was to provide incentives for universities to 
hire young investigators.125

The postgraduation experiences of the class that entered the molecular 
biophysics and biochemistry program at Yale University in 1991 exem-
plify the situation.126 Only one of the initial thirty had received tenure by 
the fall of 2008. She had been a postdoc in Susan Lindquist’s lab and was 
an associate professor at Brown. Another held a tenure- track position but 
had not yet received tenure. Four others held research positions at univer-
sities; one had an adjunct teaching position at a university. Only the ten-
ured professor had received NIH funding, despite the stated mission of the 
Yale program “to prepare students for careers as in de pen dent investigators 
in molecular and structural biology.”

The low numbers in academe do not prove that it was the academic 
market or problems with the NIH that led eleven to follow careers in in-
dustry or four to follow alternative careers, such as becoming a patent 
lawyer, entering the information technology industry, or starting a home- 
care business for se niors. Other factors entered into their decision. Several 
had doubts by the time they graduated that an academic career was right 
for them. For some, becoming an academic was never an option. For ex-
ample, according to Deborah Kinch, associate director for regulatory af-
fairs at Biogen in 2008, “I never bought into the concept of being a profes-
sor . . .  Being a grad student is the last bastion of indentured servitude, and 
being a faculty member is pretty much the same thing, at least until you 
get tenure. Earning the same low salary and foraging for every grant— that 
was the last thing I wanted to do.”127

Others from the Yale class sought careers that  were more compatible 
with marriage. Several made a special effort to investigate careers in indus-
try and found them to be particularly appealing. They are not alone in seek-
ing a nonfaculty path. Several indicators suggest that graduate students 
today are less interested in obtaining research and teaching positions than 
they  were in the past.128 Clearly, stressful experiences as graduate students 
and postdocs and the paucity of tenure- track jobs contribute to this view.

One could discount the Yale study on the basis that a number of those 
who left science— or did not take up positions in academe— had shown 
signs of straying from the traditional path in graduate school. The evidence 
that problems exist is perhaps even more striking when one studies the 
over 400 National Institute of General Medical Sciences NIH Kirschstein 
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National Research Ser vice Award (NRSA) postdoctoral fellows awarded 
during 1992– 1994. Kirschstein fellows are supposedly the very best, se-
lected for their research promise. This par tic u lar group of Kirschstein fel-
lows also had the good fortune of launching their careers when the NIH 
bud get was doubling.129

What happened to their careers? By 2010, slightly more than a quarter 
of the former Kirchstein fellows had tenure at a university; 30 percent 
 were working in industry. What about the others? A handful (about 6 per-
cent)  were working at a college; 4 percent  were research group leaders at 
institutes. Another 20 percent  were working as a researcher in someone 
 else’s lab and a startling 14 percent could either not be located after exten-
sive Google searches or had not published a paper since 1999. This was 
not exactly what one would expect from “the best” who came of profes-
sional age during the doubling of the NIH bud get. If times  were tough for 
them, times will be much tougher for those who have graduated since or 
will graduate in the near future.

Policy Issues

In many fi elds of science, such as chemistry, physics, and math, the market 
has been soft in recent years— not just the academic market but in certain 
fi elds the market in industry as well. Job prospects have been particularly 
dismal in the biomedical sciences. But still students continue to enroll in 
PhD programs. Many are foreign born, but some are U.S. born. Why? 
Why, given such bleak job prospects, do people continue to come to grad-
uate school?

It is undoubtedly a combination of things. Dangle stipends that cover 
tuition and the prospect of a research career in front of students who fi nd 
puzzle solving rewarding and who have been a star in their undergraduate 
pond, and it is not surprising that they come, discounting the all- too- muted 
signals that all is not well in the research community. Overconfi dence likely 
also enters in: they perceive themselves to be considerably above average— 
others may not make it, but they will.

Active recruitment on the part of faculty also plays a major role. Faculty 
need students (and postdocs) to staff their labs. Faculty can be persuasive: 
they stress the positives such as stipends and the opportunity to do path-
breaking research— downplaying or failing to mention the negatives, such 
as the low probability of having an in de pen dent research career.

From the point of view of the faculty member and the university, the 
system works. Graduate students and postdocs constitute perhaps as much 
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as 50 percent of the workforce in the biomedical sciences.130 They bring 
fresh points of view; they are temporary. To quote a 2011 National Re-
search Council report tasked with evaluating training programs at the 
NIH, the “body of graduate students and postdoctoral fellows [supported 
by NIH training grants] provides the dynamism, the creativity and the 
sheer numbers that drive the biomedical research endeavor.”131 Although 
it notes problems that trainees encounter in fi nding jobs, the report goes 
on to describe the system as “incredibly successful in pushing the boundar-
ies of scientifi c discovery.”132

Faculty members rationalize the system that provides them a workforce 
by arguing that the system is “fair”— that students know the outcomes but 
continue to come in spite of this. Faculty also point out that alternative 
careers exist— that being a research scientist is not for everyone. Some in-
stitutions, such as the University of California– San Francisco, actively sup-
port ways for students to explore alternative careers. But at what cost? The 
same NRC report went so far as to recommend that “one highly needed 
and valuable outcome is for biomedical and behavioral sciences trainees to 
teach in middle school and high school science.” Turn them into teachers! 
That’s a socially acceptable way to deal with the excesses that the current 
system creates.133

This raises serious effi ciency concerns to economists. Yes, there is an ap-
parent shortage of math and science teachers in the United States. But 
surely there is a more effi cient way to increase the supply than by trans-
forming people who have invested seven years of training in graduate 
school and another three to four as a postdoc into teachers.

It raises the more general question of whether the U.S. model that cou-
ples research to training is effi cient. Is it a good use of resources? Or would 
the United States get more from its resources if it  were to loosen the link 
between research and training, and conduct at least some research in a 
non- training environment. We return to these issues in the fi nal chapter of 
the book.

Conclusion

The market for scientists and engineers differs in many respects from that 
of other markets. The gestation period is extremely long, the cost of get-
ting the degree is exceptionally high, and the job prospects at the time of 
graduation are diffi cult to predict. Moreover, aspirants often lack reliable 
information concerning the job outcomes of recent graduates. Somehow, 
in this era of information technology and social networking, the young 
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still make career decisions, especially with regard to science and engineer-
ing careers, in the dark. This undoubtedly is due in part to their “love” of 
the subject. Love, after all, is blind. But it is also because faculty do not 
readily provide information. Either they don’t know, or, if they know, they 
do not want to tell.

The global nature of the market for scientists and engineers is another 
way in which this market differs from many other markets. We turn to a 
discussion of this in Chapter 8.



c h a p t e r  e i g h t

The Foreign Born

Fully a third of the faculty in electrical engineering at the 
Georgia Institute of Technology received their undergraduate degree 

outside the United States. A third of Stanford’s physics department re-
ceived their doctorate training abroad. Forty- four percent of the PhDs 
awarded by U.S. institutions in science and engineering (S&E) are to for-
eign students on temporary visas. The percentage awarded to foreign stu-
dents is approximately 48 percent when students with green cards are in-
cluded. The presence of the foreign born is even higher among postdocs, 
almost 60 percent of whom are temporary residents.1 In terms of country 
of origin, 7.5 percent of S&E PhDs working in the United States in 2003 
 were born in the People’s Republic of China.2 Although some Chinese work 
outside academe, a substantial number are at universities, as faculty, staff 
scientists, or postdocs.

Clearly the foreign born play a large and, as we will see, growing role 
in U.S. S&E. Their presence at universities is especially noteworthy: as 
faculty they teach classes and conduct research, as graduate students they 
take classes and work with faculty on research projects, as postdocs they 
staff research labs. In a book about academic science, it is absolutely cru-
cial to examine their presence and role in some detail. That is what this 
chapter sets out to do. It begins with a description of the presence of the 
foreign born at U.S. universities and continues with a discussion of whether 
the foreign born crowd out U.S. citizens from graduate school slots and 
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faculty positions; that is, whether the foreign born take positions away 
from U.S. citizens. The chapter closes with a discussion of the contribu-
tions that the foreign born make to U.S. science and whether a case can be 
made that the foreign born are disproportionately productive.

The Presence of the Foreign Born

A crash course on visa classifi cations is in order before proceeding. The 
term temporary resident refers to anyone who has been granted entry to 
the United States for a limited time on a temporary visa. Most foreign- 
born graduate students are in the United States under such a provision. 
The criteria for granting a student visa place considerable weight on the 
student’s ability to support herself fi nancially while studying in the United 
States.3 Most foreign- born postdoctoral fellows working in the United 
States are also in the country as temporary residents.4 By way of contrast, 
permanent residents— those with green cards— are just what the title im-
plies: they can remain permanently in the United States. Students and 
postdocs in the United States who are permanent residents usually got 
their residency status because someone in their family (a spouse or parent) 
obtained permanent residency status, but there are exceptions. For exam-
ple, in 1982 and in response to events at Tienanmen Square, Congress en-
acted the Chinese Student Protection Act, which bestowed permanent resi-
dency status on Chinese students in the United States at the time.5 A 
sizeable number of the foreign born eventually become naturalized citi-
zens. In 2003, for example, approximately 15 percent of the S&E doctor-
ates in tenure- track positions in the United States had become citizens 
through the pro cess of naturalization.6

The visa mea sure used to study the presence of foreign scientists and 
engineers in the United States depends upon the question at hand; it also 
depends upon the richness of available data. Temporary residency is the 
mea sure to use if one wants to know the number of scientists and engi-
neers who lack the right to permanently stay in the United States. If one 
wants to know the number who are foreign born, then it is appropriate to 
include permanent residents in the count as well as naturalized citizens, if 
the information is available.7

Faculty

A quick look at almost any department’s webpage provides convincing 
evidence of the large role that the foreign born play on the faculty of S&E 
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departments in the United States. For example, almost 25 percent of the 
chemistry faculty at research- intensive universities in the United States re-
ceived their undergraduate education outside the United States. The most 
likely source country is China, followed by the United Kingdom, Canada, 
and India.8 Their background is somewhat similar to that of foreign elec-
trical engineers at Georgia Tech: among the forty- two electrical engineers 
who went to undergraduate school outside the United States, half come 
from three countries: India (nine), China (seven), and Taiwan (fi ve).9

A 2007 study of ninety- fi ve U.S. universities identifi ed 6,199 individuals 
from mainland China on the faculty. The University of Michigan– Ann 
Arbor headed the list with 139 Chinese faculty (2.6 percent); the Univer-
sity of Pittsburgh was next with 133 (3.1 percent), and the University of 
Missouri– Kansas City followed with 131 (7.0 percent). When institutions 
are ranked in terms of the proportion rather than the number of Chinese, 
Stevens Institute heads the list with 27 percent. Georgia Tech is a distant 
second, with 7.6 percent, and Cornell University is fi fth with 6.2 percent.10 
Although not all of the Chinese faculty members identifi ed are in S&E 
departments, the vast majority are.

The widespread presence of foreign faculty at U.S. universities has a 
considerable impact on some countries. Israel is a prime example. For ev-
ery 100 physicists on the faculty of a department of physics in Israel, there 
are ten Israeli physicists on the faculty of a top- forty U.S. department; 
there are twelve Israeli chemists in top- forty U.S. departments for every 
100 Israeli chemists at Israeli universities, and thirty- three Israeli com-
puter scientists for every 100 Israeli computer scientists at Israeli universi-
ties.11 Recently, there has also been an exodus of Rus sian physicists and 
mathematicians to U.S. universities, although it is diffi cult to get a specifi c 
count. The impact of migration on many other countries does not result so 
much from a loss of trained scientists who come to the United States to 
work but rather, as we will see, from the inability to attract students who 
train in the United States back to their home country after graduation.

Changes in U.S. visa policy in recent years undoubtedly have facilitated 
the hiring of foreign faculty. Universities used to compete with fi rms for 
the limited number of available H-1B visas, but since October 2001, and 
as a result of the American Competitiveness in the Twenty- First Century 
Act, the cap on H-1B visas is no longer applicable to universities, govern-
ment research labs, and certain nonprofi ts.12 Many faculty and postdocs 
now initially take a position at a university on an H-1B visa.

As pervasive as the foreign born are on U.S. faculties, it is tricky to get 
an accurate count across departments and over time. The most comprehen-
sive data are for faculty who receive their doctoral training in the United 
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States. When the analysis is restricted to this group, one readily sees that 
the proportion of foreign born (defi ned by visa status at the time the PhD 
was received) almost doubled between 1979 and 2006 (see Table 8.1), go-
ing from just under 12 percent in 1979 to about 22 percent in 2006, the 
latest date for which data are available.13 The fi eld with the highest pro-
portion of foreign- born faculty is engineering, with over one- third, closely 
followed by math/computer science. Chemistry and earth/environmental 
sciences are the least foreign- intensive fi elds.

These data, however, fail to include the not insignifi cant number of fac-
ulty who come to the United States with PhD in hand. For example, one- 
third of all faculty hires in physics in 2005 received their PhDs outside the 
United States; 21 percent of basic- science faculty at U.S. medical schools 
received their MD or PhD equivalent degrees outside the United States.14 
Ten percent of the chemistry faculty at research universities received their 
PhDs abroad.15

There is one database that includes faculty who received their PhD 
training abroad. The proportion of the foreign born is, of course, higher 
when they are included in the analysis. To wit: based on these data, 35 
percent of all faculty at four- year colleges, universities, and medical schools 
in 2003  were foreign born.16 But the percentage is larger not only because 
it includes those who received their PhD abroad but also because it uses a 

Table 8.1. Percentage of foreign- born faculty at U.S. universities and colleges 
by fi eld and year

1979 1997 2006

Engineering 17.5 28.4 34.9
Life sciences 10.0 12.1 15.5
    Biological sciences 8.9 10.5 15.2
Earth/environmental 10.3 12.4 14.7
Physical sciences 10.7 17.8 18.1
    Chemistry 9.5 11.6 14.6
    Math/computer science 10.4 24.5 31.4
    Physics and astronomy 12.4 17.7 23.3

All fi elds 11.7 16.3 21.8

Source: Survey of Doctorate Recipients, National Science Foundation (2011b). The use 
of NSF data does not imply NSF endorsement of the research methods or conclusions 
contained in this book.

Notes: The sample is restricted to those who worked full time and received their PhD in 
the United States. Those holding postdoc positions are excluded. “Foreign born” refers to 
permanent and temporary residents and those who indicated that they had applied for 
citizenship at the time the doctorate was received.
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more inclusive mea sure of the foreign born, classifying faculty as foreign if 
they  were born outside the country rather than by their citizenship status 
at the time the degree was awarded, as does Table 8.1. The conclusion: 
although it is diffi cult to pin down the exact proportion of faculty who 
 were not citizens when they got their PhD, the widespread presence of the 
foreign born on faculty at U.S. universities and medical colleges is indis-
putable. At a very minimum, and based on a back of the envelope calcula-
tion, at least 26.5 percent of faculty in S&E  were not citizens at the time 
they received their PhD degree— whether the degree was received in the 
United States or outside the United States.17

Graduate Students

There have been ups and downs in the number of U.S. students getting 
PhDs in S&E over the past 40 years (see Chapter 7). But since 1970 the 
pattern for the foreign born has been one of consistent growth over time, 
except for a decline in the late- 1990s that is partially accounted for by an 
increase in the number of individuals who chose not to declare their citi-
zenship status, and the decline in temporary residents receiving PhDs in 
2008, which refl ects visa restrictions after 9/11.18 This is readily seen from 
Figure 8.1, which charts foreign- born PhD recipients from 1966 to 2008 
by visa status. The considerable dip in the number of temporary residents 
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in the early 1990s is due to the passage of the Chinese Student Protection 
Act in 1992, and is refl ected in the large increase in permanent- resident 
degree recipients during this period.19

Figure 8.1 tells a remarkable story. In the late 1960s to the early 1970s, 
only one in fi ve PhD recipients was foreign. By 2008 almost one in two 
was foreign. The proportion going to the foreign born grew most dramati-
cally in the late 1980s and early 1990s.

Tightened visa restrictions associated with the U.S. response to the 9/11 
attack created considerable concern that the fl ow of graduate students 
coming to the United States would decline. And initially such policies did 
take a toll, as can be seen in the slight decline in the percentage of PhDs be-
ing awarded to temporary residents in 2008. However, in recent years the 
number of fi rst- time, full- time graduate students on temporary visas has 
rebounded to pre- 2001 levels, allaying the concern. In the biomedical sci-
ences, there was never a drop, refl ecting the large pool of funds available 
for the support of graduate students in the biomedical sciences (discussed 
in Chapters 6 and 7) and the hot nature of the fi eld.20

Fields vary considerably in terms of how foreign they are. Engineering 
has the longest tradition of attracting foreign- born students. Since the late 
1970s, the number of engineering PhD degrees going to foreigners has 
exceeded the number going to U.S. citizens; in 2008, the percentage stood 
at 61.5 percent. Math and computer science programs are also heavily 
populated by students from abroad; slightly over 57 percent of the degrees 
in the fi eld went to foreign students in 2008; in the physical sciences, 44.4 
percent  were awarded to foreign students in 2008. The fi eld least popu-
lated by the foreign born is the life sciences, but even in this fi eld by 2008 
fully one- third of the PhD recipients are foreign born.21

U.S. PhD programs have become increasingly international because of 
trends both within and outside the United States. As discussed in Chapter 7, 
low salaries of PhDs relative to those in other occupations, the long time 
to degree, and stagnant pay for faculty have all contributed to making a 
PhD relatively less attractive than other degrees to Americans, especially 
American men. At the same time, the demand from foreign- born students 
expanded as a result of the enormous growth in bachelor- degree holders in 
countries such as China, South Korea, and India as well as changes in gov-
ernment policies in the students’ home countries and in the United States 
that made it easier to attend U.S. graduate schools. Another key factor is 
that faculty with research funding need students to staff their laboratories, 
and the foreign- born provide a ready source. The stipend associated with 
a graduate research assistantship may not be a princely sum, but it has a 
relatively higher value to the foreign born than it has to U.S. citizens. 
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 Foreign students may also be less selective than U.S. students in choosing 
programs.

The data bear this out. Foreign students are considerably more likely to 
be a research assistant than are citizen- students (49 percent versus 21 per-
cent). The difference refl ects the larger range of alternatives and resources 
available to citizens, including employer support for attendance at gradu-
ate school. It also refl ects that citizens are more likely to be supported on 
fellowships than are foreigners (22 percent versus 13 percent) and on 
grants/stipends (15 percent versus 6 percent).22

Almost half of the noncitizens receiving a PhD in the United States come 
from just three countries: China, India, and South Korea.23 Tsinghua Uni-
versity in Beijing sent more students to graduate school in the United States 
than any other institution in the world. Peking University, which is just 
down the road from Tsinghua in Beijing, holds second place. Seoul Na-
tional University takes fourth place. Third place belongs to the University 
of California– Berkeley and fi fth place belongs to Cornell University.24

China has not always held the dominant position.25 In the 1970s, the 
largest number of foreign PhD recipients came from India (13.3 percent) 
and Taiwan (13.2 percent).26 The next largest number came from the United 
Kingdom (4.5 percent) and South Korea (4.1 percent). There  were also a 
number of Ira ni an students studying in the United States. Indeed, 3.0 per-
cent of all PhDs awarded in the 1970s went to Ira ni ans, but the number 
coming to study in the United States declined precipitously after the fall of 
the Shah in 1979.27

Po liti cal events and the availability of assistantships and fellowships are 
not the only factors affecting enrollment patterns. The number of South 
Korean students coming to study in the United States has depended in part 
on the availability of faculty jobs at South Korean universities for U.S.- 
trained scientists and engineers. Although historically South Korea out-
sourced the graduate training of future faculty to the United States, the job 
prospects for new PhDs at South Korean universities had diminished con-
siderably by the late 1980s. As a result, more graduate students opted to 
stay in South Korea for their PhD training so as not to lose contact with 
faculty who could help them obtain a faculty position.28 Changes in cur-
rency value also affect the likelihood that students will study in the United 
States. The depreciation of the bhat, for example, during the East Asian 
fi nancial crisis was accompanied by a decline in the number of students 
from Thailand studying in the United States.

Po liti cal events play a large role in determining whether students come 
to the United States to study, as is abundantly clear from events in China in 
the past 30 years and, more recently, events in Rus sia. The establishment 
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of diplomatic relations between China and the United States in 1979 and 
the lifting of restrictions on Chinese students’ studying abroad, fi rst par-
tially in 1981 and then totally in 1984, opened up the possibility for Chi-
nese students to study in the United States. Not only did the opportunity 
become available, but just as importantly, the demand for studying in the 
United States was there because of the large number of Chinese under-
graduates who  were able to go to college after the Cultural Revolution 
ended in 1976. As a result, in a very short time in the mid- 1980s, the num-
ber of Chinese students at U.S. universities  rose dramatically.29 The num-
ber has continued to increase during the last twenty- fi ve years; in 2007, 
the last year for which data are available, the United States awarded 4,629 
PhDs in S&E to students from China.30

When Chinese students fi rst started coming to the United States in large 
numbers, they headed disproportionately to lower-tier graduate programs. 
Indeed, more than 50 percent of Chinese degree recipients who entered 
PhD programs between 1981 and 1984 in chemistry, physics, and the life 
sciences got their PhDs from programs rated outside the top- fi fty.31 But 
this has changed considerably over time, suggesting both an increase in 
quality of students as well as an increase in the number of options that 
Chinese students have for studying in other countries. For example, 22 
 percent of Chinese students who recently received a PhD in physics and 
entered a U.S. PhD program between 1995 and 1999 graduated from a 
top- fi fteen program; 30 percent of those getting a degree in engineering 
went to a top- fi fteen program; and 29 percent of those getting degrees in 
chemistry went to a top- fi fteen program in chemistry. Chinese students still 
appear to have diffi culty getting into top programs in biochemistry. Only 
12 percent of Chinese students entering graduate school in biochemistry 
between 1995 and 1999 succeeded in graduating from a top- fi fteen pro-
gram.32 Similar quality patterns can be seen for international students from 
India, South Korea, and Taiwan.33

Foreign students have a tendency to enroll in PhD programs attended by 
other students from the same country.34 Georgia Tech, for example, is such 
a common destination school for Turkish students that they jokingly refer 
to it as “Georgia Turk.” A study of Chinese, Indian, South Korean, and Turk-
ish students found that, regardless of the quality of the program, students 
are drawn to programs having other students from the same nationality. 
There is, however, a tipping point. After some critical mass, the probability 
declines.35 There is also some evidence that students are attracted to institu-
tions having faculty of the same ethnicity. The same study found evidence 
that Chinese students and Korean students are more likely to attend insti-
tutions with heavier concentrations of Korean and Chinese faculty. This is 
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consistent with recent work that shows that Chinese students who receive 
a PhD from a U.S. university disproportionately have a dissertation chair 
who is Chinese.36

A clever piece of detective work established that foreign students are 
also more likely to work for faculty of the same ethnicity than to work for 
native- born faculty. The study paired labs in eighty- two departments of 
engineering, chemistry, physics, and biology directed by a foreign faculty 
member with labs in the same department directed by a “native” principal 
investigator (PI).37 The mean paired difference in staffi ng patterns tells the 
story: the difference for Chinese students in a laboratory directed by a Chi-
nese PI versus a laboratory directed by a native U.S. faculty member is 37.8 
percent, for Korean students 29.0 percent, for Indian students 27.1 percent, 
and for Turkish students (small sample) 36.3 percent. The fi ndings are 
consistent with the fact that it is the PI who makes staffi ng decisions, given 
that most research assistantships are paid for out of grants the principal 
investigator has obtained. Not surprisingly, some of these laboratories con-
duct the day- to- day business of the laboratory in the language of the prin-
cipal investigator. There is a quality twist as well: affi nity effects are more 
common in bottom- ranked departments than in top- ranked departments.

The majority of foreign students who come to the United States to earn a 
PhD stay. For example, in 2007 fully two- thirds of those who earned their 
degrees two years earlier  were in the United States; 62 percent who received 
their degree fi ve years earlier  were in the United States, and 60 percent who 
received their PhD 10 years earlier  were in the United States.38 Stay rates 
have increased over time. The two- year stay rate, calculated in 1989, was 
40 percent; the fi ve- year stay rate was 43 percent. The ten- year rate was 
only 44 percent when it was fi rst calculated in 1997.39 Some foreigners 
leave and then return. In 2007, for example, 9 percent of the graduates who 
 were in the United States fi ve years after getting their degree appear not to 
have been in the United States for one or more of the intervening years.40

Whether a new PhD stays depends in part on U.S. policies and the overall 
economic environment. The cohort that graduated in the years 2001– 2003, 
during the recession and when visa restrictions  were particularly arduous, 
had lower stay rates than the cohort who preceded them or the cohort who 
followed them.

Country of origin is an excellent predictor of whether a newly minted PhD 
will stay. Over 90 percent of Chinese PhD recipients on temporary visas 
are in the United States fi ve years later; 81 percent of Indian PhD recipi-
ents are  here. But only 42 percent of PhD recipients from South Korea and 
Taiwan— both large source countries— are in the United States fi ve years 
later. It is partly an issue of selection, partly one of economics. Chinese and 
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Indian students who come to the United States often come with an eye to 
staying. The high salaries in the United States relative to their home coun-
tries make staying especially appealing. If he  were to return, a Chinese 
faculty member would earn at best 50 percent of what he would earn in 
the United States. Moreover, he may have access to better resources for 
research in the United States. Koreans and Taiwanese, on the other hand, 
often come for a PhD with the explicit idea of returning to a job in their 
native country.41 Salaries are also higher in South Korea and Taiwan, on 
average, than they are in China or India. Other countries whose citizens 
have relatively low stay rates are Mexico (32 percent) and Chile (22 per-
cent). The stay rate is only 7 percent for students from Thailand as well as 
for students from Saudi Arabia. These low stay rates refl ect in part the 
terms of national fellowships that supported their study abroad.

Stay rates are also related to fi eld of study. Computer scientists and elec-
trical engineers are the most likely to stay. Indeed, almost three out of four 
trained in the two fi elds are working in the United States fi ve years after 
graduation. Over two- thirds of foreign students who received a degree in 
the life sciences are  here fi ve years later. By way of contrast, only 46 per-
cent of the individuals who receive their degree in agricultural sciences are 
in the United States fi ve years after graduation. These patterns no doubt 
relate to the strength of demand in the United States as well as commit-
ments that students have made to funding agencies to return home. They 
may also be related to country of origin. For example, Indians have a high 
probability of staying in the United States. They also are extremely likely 
to receive degrees in computer science and in electrical engineering.

There is also some evidence that graduates of top programs are less 
likely to stay than graduates from lower-tier programs. This undoubtedly 
refl ects the wider set of opportunities the former have outside the United 
States. But it also relates to the fact that Chinese students have historically 
received their degrees from lower-tier programs, as have many Indian stu-
dents.42 Both nationalities have exceptionally high stay rates.

Postdoctoral Fellows

For more than twenty years, the number of temporary- resident postdoctoral 
fellows working in academic graduate departments in the United States 
has surpassed the number of citizen and permanent- resident fellows work-
ing at U.S. universities (Figure 8.2).43 The gap widened considerably during 
the late 1990s and early in this century, and then, after a post- 9/11 dip, 
stabilized. It has narrowed slightly in the last two years. In 2008, the last 
year for which data are available, 58.5 percent of postdocs at U.S. univer-
sities  were temporary residents.
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While many foreign- born postdocs earn their PhD in the United States 
prior to applying for a postdoctoral position, a considerable number come 
to the United States with PhD in hand to take a postdoctoral position. A 
National Science Foundation (NSF) researcher extremely familiar with the 
data estimates that almost fi ve out of ten postdocs working in academe in 
the United States earned their doctorate outside the United States and that 
four out of fi ve postdocs with temporary visas earned their doctorate out-
side the United States.44

The vast majority of postdoctoral appointments are in the life sciences, 
and the largest increase in the absolute number of postdoctoral positions 
held by temporary residents in recent years has been in the life sciences.45 
By 2008, approximately 56 percent of postdocs working in the life sci-
ences  were temporary residents. But the percentage of foreign postdocs is 
even higher in other fi elds. In engineering, for example, nearly two out of 
three postdocs are foreign; the proportion is almost the same in the physi-
cal sciences.

Little is known about the country of origin of postdocs, because the NSF 
data on postdocs are collected from departments, not from the individuals. 
But a (nonrandom) survey of postdocs in 2004 found that the largest num-
ber of foreign postdocs came from China, followed next by India.46

At least three factors explain the large presence of foreign- born post-
docs in the United States. First, and especially during the doubling of the 
NIH bud get, funds have been readily available to support postdocs. Most 
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of this funding— in contrast to funding available through traineeships— 
does not have visa restrictions attached to it. The opportunity to work in 
the United States with support at the level of $35,000 to $40,000 can be an 
appealing prospect for students who received their PhDs outside the United 
States. Second, the foreign born who receive their PhDs in the United States 
are more likely, other things equal, to take a postdoc position than are the 
native born. This undoubtedly refl ects visa restrictions, which make it far 
easier to extend one’s stay in the United States for purposes of training than 
for purposes of taking a job. It also refl ects the ready supply of postdoc-
toral positions available in the United States. Third, the foreign born who 
receive PhDs in the United States remain in postdoc positions longer than 
the native born.47 This, too, undoubtedly relates to relative opportunities 
and visa restrictions.48

Crowd Out?

Given the large and growing presence of foreign- born scientists and engi-
neers in the United States, a natural question, particularly among U.S. citi-
zens, is whether foreigners take slots away from natives in graduate school, 
depress salaries, and displace citizens from positions in academe. Answer-
ing such questions is tricky, largely because the counterfactual is diffi cult 
to establish. The debate can also be highly charged, especially in diffi cult 
economic times. In 1995, for example, the American Mathematical Society 
noted, “Immigrants won 40 percent of the 720 mathematics jobs available 
last year (1995) . . .  and helped boost the unemployment rate into double 
digits among newly minted math Ph.D.s.”49

Crowd out could occur for one group and not for another. For example, 
the foreign born could crowd citizen students out of doctoral programs 
but not out of faculty positions, or vice versa. Thus, it is important to look 
at the data for graduate students separately from that for university 
appointments.

The most straightforward way to study the question of crowd- out in 
graduate school is to see if the number of citizen- PhD degrees that are 
awarded declines at the same time that the number of foreign- born PhDs 
increases. When displacement is defi ned in such a manner, there is no evi-
dence that citizens have been displaced by foreigners in S&E PhD pro-
grams.50 The results are similar for men and women. (There is, however, 
evidence of crowd- out in nonscience fi elds.)

Why? First, there is evidence that graduate schools give preferential 
treatment to native applicants over foreign applicants.51 Furthermore, 
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many PhD programs— especially lower ranked programs— have a fl exible 
defi nition of capacity, expanding when demand increases. And it is to just 
such programs that the foreign born have overwhelmingly gone.52 More-
over, the dramatic increase in the foreign born studying in the United 
States started at a time when the number of PhD programs was expanding. 
During part of this period, there was also an increase in federal funds for 
research. In addition, the large infl ux of Chinese students in the early 
1980s came when, because of the Cold War, there was considerable federal 
support for research in the physical sciences. As a physicist at a research 
university recounted, Chinese students met the need for research assis-
tants, and their program expanded accordingly.53

This, of course, does not answer the question of whether the increased 
presence of the foreign born in S&E affects the career decisions of citizens. 
 Here, the evidence points to a relationship, but the path is indirect: the in-
creased presence of the foreign born in the U.S. S&E fi eld depresses wages 
in S&E occupations. Earnings in S&E have fallen relative to other fi elds 
(Chapter 3 and 7). Money matters: future cohorts of U.S. students respond, 
and are less likely to enter these fi elds.

According to one estimate, a 10 percent increase in the supply of foreign 
doctoral scientists and engineers decreases earnings of scientists and engi-
neers by about 3 to 4 percent.54 It is postdocs who feel the biggest bite: the 
same research concludes that “about half of this adverse wage effect can be 
attributed to the increased prevalence of low- pay postdoctoral appointments 
in fi elds where immigration has softened labor market conditions.”55

The scenario that has unfolded has a special dynamic: an increase in the 
number of foreign- born PhDs lowers wages, especially wages in postdoc 
positions. Indeed, in many fi elds a postdoc receives no more than the start-
ing salary of those with a bachelor’s degree. The resulting salaries are not 
that appealing to citizens, but they can be extremely attractive to many of 
the foreign born, especially since a postdoc position in the United States 
increases the odds of staying in the United States. The dynamic has been 
fueled further by increased funding for research in the biomedical fi elds. 
The ready supply of the foreign born allows faculty to staff their laborato-
ries with cheap postdocs.

What about positions in academe? What is the evidence with regard to 
displacement there? One way to address this question is to engage in a 
thought experiment, comparing the actual growth in employment of a spe-
cifi c group (citizen or noncitizen) in a specifi c sector of the economy with 
growth predicted using the counterfactual of what would have happened 
to employment of U.S.- citizen/noncitizen S&E doctorates in different sectors 
if their employment had grown at the overall growth rate for all doctorates 
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combined, regardless of citizenship status. It is a mouthful, but there is re-
ally no easier way of saying it!56

Based on this type of analysis, one can conclude that some displacement 
has occurred in academe, but it is fairly minimal and concentrated primar-
ily in postdoc positions. For example, across all fi elds, the displacement of 
citizens from academe can primarily be attributed to their displacement 
from postdoctoral appointments, not from faculty positions. Indeed, there 
is minimal evidence of displacement from faculty positions (− 1.7 percent) 
for all fi elds taken together. But displacement is approximately three times 
this magnitude for citizens in postdoc positions. The analysis also suggests 
that citizens in the life sciences have actually fared better than noncitizens 
with regard to faculty appointments (+5.3 percent). This is not the case, 
however, in engineering nor in the physical sciences. For these fi elds, the 
displacement of citizens from academe is largely accounted for by their 
displacement from faculty positions and not from postdoctoral positions. 
But the effect is relatively modest: − 6.1 percent for engineering, and − 7.5 
percent for the physical sciences.

The story is rather similar when one differentiates between permanent 
and temporary faculty appointments. For all fi elds taken together as well as 
for each subfi eld, the displacement from academe observed for citizens can 
be attributed primarily to displacement from temporary positions. There is 
scant evidence of displacement from permanent academic appointments 
(− 0.6 percent). In the life sciences, citizens have fared relatively better than 
noncitizens in terms of holding permanent faculty appointments (+1.6 
percent). There is, however, evidence that citizens have been displaced by 
noncitizens in permanent faculty positions in the fi elds of engineering and 
the physical sciences, but the substitution of noncitizens for citizens is less 
than 5 percent in each instance.57

What we do not know from this type of analysis is whether displaced 
citizens  were, on balance, pushed out of academe by the heavy infl ow of 
foreign talent or pulled out by better job opportunities elsewhere in the 
economy. The fi nding that displacement, to the extent it occurs, is primar-
ily focused in postdoc and other temporary appointments is highly sugges-
tive of pull. Specifi cally, citizens may have left these less desirable positions 
because they  were attracted to better opportunities in the for- profi t sector. 
Moreover, consistent with the pull interpretation is the fact that the only 
evidence of displacement from permanent positions is in the fi elds of engi-
neering and the physical sciences— fi elds that experienced considerable 
growth outside academe during the period of analysis.
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Publishing

The sample of papers published in Science discussed in Chapter 4 provides 
a lens for examining the degree to which the foreign born contribute to 
academic research, as mea sured by publication. But it is an imperfect lens 
because citizenship status can only be inferred from the name of the au-
thor.58 This means that the methodology overstates the number of nonciti-
zens from countries such as China and India which already have a substan-
tial fi rst- and second- generation presence in the United States. At the same 
time, the method understates the number of noncitizens from certain other 
countries by counting those with Eu ro pe an and En glish names as citizens, 
despite the fact that a number of scientists from Eu rope and the United 
Kingdom train and work in the United States. Elsewhere I have shown 
that, because these biases come close to cancelling each other out, one can 
get a fairly reasonable overall count of the citizenship status of authors by 
keying on ethnicity of name, classifying authors with En glish and Eu ro-
pe an last names as citizens and all others as foreign.59

Based on this methodology, 63.6 percent of the U.S. authors of the Sci-
ence articles are citizens, and 34.4 percent are noncitizens.60 Approximately 
one in six of the authors at U.S. institutions are Chinese. In light of the 
earlier discussion, it is not surprising that citizenship patterns vary by posi-
tion. Fifty- nine percent of the postdoc authors are noncitizens, 40 percent 
of the staff scientists are noncitizens, and 39 percent of the graduate stu-
dent authors are noncitizens. Only 21.8 percent of the faculty authors are 
noncitizens. When one limits the analysis to the fi rst- author position— the 
author who generally does the heavy lifting— the percentage foreign is par-
ticularly striking: 44.3 percent.

The data suggest that the foreign born play a substantial role in aca-
demic research. This is not surprising, given their strong presence. But is 
there reason to argue that the foreign born disproportionately contribute 
to U.S. S&E, and if so, what is the evidence?

With regard to the fi rst question, there are several reasons to argue that 
the foreign born may be more productive than their native counterparts. 
Some of these reasons apply specifi cally to graduate students and postdocs, 
but others do not. First, given the sacrifi ces immigration requires, immigrant 
scientists are likely to be highly motivated. Second, and depending upon the 
immigration laws in effect at the time of entry, a permit to work in the United 
States can require an employer declaration that the scientist is especially tal-
ented. Third, foreign- born scientists and engineers who come to the United 
States to pursue a PhD are typically among the most able of their cohort. 
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Often they have passed through several screens: they have been educated at 
the best institutions in their country (such as the Indian Institutes of Technol-
ogy, Tsinghua University in China, and the University of Cambridge in the 
United Kingdom), withstood intense competition for a limited number of 
slots, and competed with applicants from other countries, including those 
from the United States, before being selected for training in the United States. 
The case for exceptional quality is particularly strong for students from de-
veloped countries who choose to study in the United States over numerous 
alternative options for excellent graduate training.

The quality issue is also relative. The foreign born may have an edge if 
the quality of U.S. graduate students is declining. And there is evidence that 
this is the case: a study sponsored by the Sloan Foundation found that the 
number of top U.S.- citizen graduate record examination (GRE) test- takers 
going on to graduate school in an S&E fi eld had declined during the peri-
ods 1987– 1988 and 1997– 1998.61

So go the arguments. What does the evidence show? Unfortunately, the 
evidence is sparse. One recent study examines chemists who received their 
PhDs in the United States during the period 1999– 2008. Compared with 
others in their cohort, chemists with Chinese names  were the fi rst author 
for a signifi cantly larger number of papers than non- Chinese. There is one 
exception: U.S. citizens supported on NSF fellowships are generally more 
productive. The research also fi nds that Chinese students are even more pro-
ductive when they are trained by a Chinese faculty member. There are at 
least two plausible explanations for this: Chinese advisors attract and/or 
select particularly talented students, or the cost of communicating between 
student and advisor may be lower when both are Chinese.62

The results are consistent with the idea that the foreign born contribute 
disproportionately to research. But, except for the NSF fellows, the data 
do not permit one to distinguish between Chinese and U.S.- born authors. 
Rather, the research only establishes that the Chinese are more productive 
than their classmates, regardless of where the classmates (or where the 
Chinese)  were born.

A study that did determine the country of birth of all authors found 
strong support for the hypothesis that the foreign born contribute dispro-
portionately to exceptional contributions in research.63 But the study is 
now quite dated, using data from the 1980s and early 1990s. Nevertheless, 
given the paucity of work in the area, I report it  here.

The study used three bibliometric indicators of exceptional research in 
S&E to test the hypothesis that the foreign born contribute disproportion-
ately to scientifi c research conducted in the United States: authors of cita-
tion classics, authors of “hot papers,” and authors who  were among the top 
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250 most cited during the period of 1981 to 1990.64 The study compared 
the percentage of foreign- born authors with the percentage of foreign- born 
scientists in the United States to determine if the proportion of foreign- born 
scientists making exceptional contributions was signifi cantly different from 
the underlying benchmark population. The study found strong support 
for the hypothesis that the foreign born contributed disproportionately. In 
the physical sciences, the foreign born contributed disproportionately com-
pared with the underlying benchmark for all three bibliometric mea sures. 
In the life sciences, the foreign born contributed disproportionately for two 
of the three mea sures.65

Policy Issues

Considerable concern has been expressed in recent years over the large 
number of claims in the form of debt that China holds against the United 
States. The instability that would be created if China  were to liquidate part 
of this debt is widely discussed. A similar concern has been expressed that 
the foreign born might go home, leaving the United States short of a key 
input into the production of knowledge, one of the few things in which the 
United States has a comparative advantage these days.

The concern is real. As noted in Chapter 6, China is investing a consider-
able amount on research institutes and universities. And China managed to 
escape most of the fi nancial woes that accompanied the 2008 meltdown. In 
terms of size, its economy is now second only to that of the United States; 
in terms of growth, it ranks at or near the top.

There is no doubt that China is aggressively seeking talented individuals to 
bring home. But to date the number returning has been relatively small. For 
example, only three of the 297 Chinese chemists holding a faculty position 
in the United States any time between 1993 and 2007 in a department that 
granted a PhD degree  were found to have returned to China by 2009. (The 
comparable fi gure for India— out of 219— was one.)66 As of 2007, the forty- 
fi ve select universities, known in China as the “985,” had a total of sixty- 
seven biology faculty trained in the United States.67 This does not include 
U.S.- trained scientists working at research institutes or those who take visit-
ing positions.68 Nonetheless, one must conclude, at this point in time, that 
the number of the U.S. trained who have returned to China is low.

Another issue is whether foreign- born scientists and engineers will con-
tinue to come to the United States. There are three major career points at 
which the foreign born enter the U.S. system: as graduate students, as post-
doctoral fellows, and as established scientists. By far, the largest entry point 
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is graduate school. Will the foreign born continue to study in the United 
States? In the past, the foreign born have had limited alternative opportu-
nities that provide fi nancial support for graduate studies and employment 
at a relatively favorable salary after completion of graduate school. This 
has been particularly the case for students coming from less developed 
countries.

But the alternatives open to the foreign born are changing. Programs 
outside the United States are becoming increasingly competitive. The num-
ber of S&E PhD degrees awarded in Eu rope has exceeded the number 
awarded in the United States since the late 1980s. The number awarded in 
Asian countries surpassed the number awarded in the United States by the 
late 1990s. China is of special interest, given the large number of Chinese 
students who study in the United States. The number of PhD degrees that 
China is awarding went from virtually zero in 1985 to over 12,000 in 
2003, the last year for which there is good data.69

To date, competition for Chinese students has not dampened the num-
ber of Chinese students studying in the United States, and the supply of 
Chinese students is likely to persist, at least in the near future, because of 
the tremendous growth in the number of bachelor’s degrees awarded in 
China and the sheer magnitudes involved. It is estimated, for example, that 
in 2002 (the latest year for which data are available) there  were 884,000 
bachelor’s degrees awarded in China in S&E compared with 475,000 in 
the United States. Moreover, the size of the potential supply is staggering: 
the number of 18 to 23 year olds in China is projected to be 118,562,000 
in 2015— four times the number of 18 to 23 year olds in the United 
States.70 Still, one must be concerned that, in the longer run, U.S. programs 
are at risk of becoming less attractive to foreign- born students, especially 
if fi nancial support for university research does not increase signifi cantly 
in the future.

Postdoctoral appointments are another path by which the foreign born 
enter the U.S. science and engineering enterprise: almost fi ve out of ten 
postdocs come to the United States with a PhD in hand.  Here, U.S. support 
has slackened, as federal funds for university research have remained rela-
tively fl at, in real terms, in recent years. In the last two years, there was a 
slight decline in the number of postdocs working on temporary visas in the 
United States. And while the American Recovery and Reinvestment Act 
(ARRA) provided considerable funds for postdoctoral positions, prelimi-
nary research suggests that few additional postdocs came to the United 
States as a result of ARRA— perhaps because of the requirement that funds 
be spent quickly and because of delays associated with getting a visa.

Universities in the United States have also benefi ted by hiring estab-
lished foreign scientists into faculty positions. Their entry has often been 
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facilitated by exogenous shocks. In the 1930s, the United States benefi ted 
from the dismissal of Jews from German universities. More recently, the 
United States has benefi ted from eased emigration policies that resulted 
from the collapse of the Soviet  Union. Forecasting exogenous events is out-
side the scope of this book. Suffi ce it to say that it is not only shocks that 
brought these individuals to the United States. Resources played a role in 
their choosing the United States. And whether they continue to come de-
pends in part upon whether the United States continues to fund scientifi c 
research at a competitive level.

There are several policy choices that the United States faces when it 
comes to the supply of scientists and engineers. First, there are ways that 
the United States could make coming to and staying in the United States 
more attractive to foreign scientists. One is to ease restrictions on certain 
fellowships and traineeships that are reserved exclusively for citizens and 
permanent residents. Another is to make it easier to stay in the United 
States after training is completed. The Obama administration is on record 
promoting such a strategy. In his 2011 State of the  Union address, Presi-
dent Obama spoke of those who come from abroad to study, saying, “It 
makes no sense” that “as soon as they obtain advanced degrees, we send 
them back home to compete against us.” He continued, “let’s stop expel-
ling talented, responsible young people who can staff our research labs, 
start new businesses, and further enrich this nation.”71

The United States must also remember in setting policy that, when it 
comes to the supply of the foreign born, it is not (as President Obama’s 
remarks suggest) a zero- sum game: not all is lost if they leave. Many con-
tinue to work on research with U.S. colleagues. A recent study found a 
strong and signifi cant relationship between the fraction of U.S.- trained 
PhDs working in a top- twelve research country and the relative contribu-
tion by foreign authors in these countries to articles having at least one fac-
ulty author from a top U.S. university.72 Some come back and forth to the 
United States. Moreover, in a broader sense, those who leave continue to 
contribute to innovation in the United States, as knowledge, once published, 
fl ows across international boundaries and, as embodied in patents, gives rise 
to new products and pro cesses that affect productivity worldwide.

The United States could also implement policies to make careers in S&E 
more attractive to citizens by increasing fi nancial support for graduate 
study and making a concerted effort to shorten the amount of time it takes 
to train. The discussion of Chapter 7 suggests that supply would be re-
sponsive to such actions. But it would require considerable resources and 
a will to change. The United States exhibited such will in the 1950s with 
the passage of the National Defense Education Act (NDEA), and students 
responded.73
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A recent report recommends that the United States initiate a somewhat 
similar program whereby students pursuing a graduate degree in an area 
of “national need” would receive an annual stipend of $30,000 plus up to 
$50,000 more a year to cover tuition and other costs for up to fi ve years. It 
remains to be seen whether the recommendation, which would provide 
support for 25,000 students and cost an estimated $2 billion in its fi rst year 
and $10 billion when it reaches steady state in 2016 with 125,000 students, 
could possibly win congressional support.74 Furthermore, it is unclear 
whether the market could absorb such a large increase in supply if the for-
eign born continue to come and stay. Perhaps not surprisingly, the report 
was sponsored by two groups, the Council of Graduate Schools and the 
Educational Testing Ser vice, both of which have a stake in growing the num-
ber of graduate students. To return to a statement made in Chapter 7 
 regarding the U.S. need for scientists and engineers, “where one stands de-
pends upon where one sits.”75

Conclusion

The United States imports much of its academic talent. Some foreigners 
come for training and remain in the United States; others come already 
trained. Those who come for training play an important role in staffi ng labs 
while they are graduate students or postdocs. The rate at which the United 
States imports talent has increased over time, although it took a dip in the 
late 1990s, which was partly related to the East Asian economic crisis, and 
another dip early this century when visa restrictions  were tightened after 
9/11.

The foreign- born scientifi c workforce is highly productive. Indeed, there 
is some evidence that it contributes disproportionately to research. It is also 
younger on average than the population of U.S.- citizen scientists. Thus, in 
the future, the foreign born are poised to assume increased leadership roles 
in U.S. science.



c h a p t e r  n i n e

The Relationship of Science 
to Economic Growth

It is estimated that per capita income, as mea sured by gross domestic 
product (GDP), grew by approximately 8 percent during the fi fteenth 

century, 2 percent during the sixteenth century, about 15 percent during 
the seventeenth century, and 20 percent during the eigh teenth century.1 
Not until the Industrial Revolution, which commenced toward the end of 
the eigh teenth century, did a period of signifi cant economic growth occur. 
In a short span of time, the steam engine was introduced, textile mills  were 
mechanized and traveling by rail became a possibility. Despite its accom-
plishments, the industrial revolution did little to substantially alter daily 
life for most people, except in terms of what they wore and the ability to 
travel. Growth might have leveled off there,2 but it did not.

Beginning in the mid- nineteenth century, the world— especially the West-
ern world— enjoyed a period of sustained economic growth that persisted 
for much of the twentieth century. World economies, mea sured in per cap-
ita terms, grew by 250 percent in the nineteenth century. This was dwarfed 
by the 850 percent growth in per capita GDP in the twentieth century. 
Much of this growth— at least in the West— occurred during the fi rst 70 
years of the twentieth century.3 After 1970, and until 1995, annual growth 
rates in the West declined, hovering around 2 percent per annum. Not an 
abysmal rate, but at 2 percent the standard of living only doubles every 36 
years.4 Then, in the mid- 1990s, the United States, Canada, and several Eu-
ro pe an countries experienced a burst of growth. From 1995 to 2000, per 
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capita income grew at an annual rate of approximately 3 percent.5 Many 
attributed the new growth to advances in information technology and its 
widespread adoption in a number of sectors in the economy.6

Clearly a number of factors contributed to the tremendous economic 
growth that began in the late eigh teenth century. The Catholic Church, for 
example, had lost its monopoly in the West; the Protestant ethic had 
emerged. A changing po liti cal climate brought securer property rights, the 
freedom to engage in business, and the ability to sell goods at unregulated 
prices.7 These, and other factors, undoubtedly played a large role. But many 
economists argue that the most important factor contributing to growth 
was that people learned to use science to advance technology. To quote 
Simon Kuznets, the father of national income accounts and the 1971 No-
bel Prize winner in economics “for his empirically founded interpretation 
of economic growth,” the West entered the “the scientifi c epoch.”8 People 
not only learned to use science to advance technology, they learned to use 
technology to advance science. In the terms of the economic historian Joel 
Mokyr, propositional knowledge (science) informed prescriptive knowl-
edge (technology), and prescriptive knowledge informed propositional 
knowledge. The result: people learned how to invent in a systematic way.

Prior to the industrial revolution, a good deal of prescriptive knowledge 
was available. Examples abound: how to preserve meat, how to build a 
cannon, how to make glass, what to take (digitalis) to treat edema. But this 
knowledge was built on trial and error, not on an epistemological base. 
Some scientifi c knowledge existed as well. For example, Galileo confi rmed 
the existence of the Copernican system, that the earth revolved around the 
sun. Newton described the laws of gravity and, together with Leibniz, de-
veloped the calculus. Considerable advances in science  were made in the 
seventeenth and eigh teenth centuries. But before the nineteenth century, 
prescriptive knowledge rarely built on scientifi c knowledge, although pre-
scriptive knowledge did at times lead to advances in propositional knowl-
edge. Galileo, after all, had a telescope. The breakthrough of the industrial 
revolution was that science and technology began to reinforce each other. 
“The mutual co- evolution of practical and theoretical knowledge set off 
an unpre ce dented wave of technological advance.”9

An unpre ce dented period of economic growth—“more radical and spec-
tacular in its technical and conceptual advances than perhaps any era in 
human history”— ensued.10 In a relatively short period of time, advances in 
metallurgy, chemistry, electricity, and transportation occurred that changed 
the world. And much of it was accomplished by scientists and technicians 
building off each other’s work. Successes in German chemistry (synthetic 
dyes, for example) built off research at German universities. Advances in 
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the production of steel drew on a scientifi c base. Electricity could not have 
been tamed had it not been for the intertwining efforts of scientists and 
engineers.

The Importance of Growth

Economic growth is important to society. The case for growth, according to 
the economist Paul Romer, trumps all others: “For a nation the choices that 
determine whether income doubles with every generation, or instead with 
every other generation, dwarf all other policy concerns.”11 Growth offers 
a solution to problems such as debt, population explosion, and the means 
of supporting an aging population. The U.S. federal bud get defi cit disap-
peared in the late 1990s, not only because of an increase in taxes but be-
cause of a signifi cant increase in economic growth.

Differential growth rates put countries on different trajectories. In 1960, 
the Japa nese standard of living, as mea sured by per capita income, was ap-
proximately one- third of that in the United States. The standard of living in 
India was approximately one- fi fteenth of that in the United States. During 
the period 1960 to 1985, per capita income in Japan grew at an annual rate 
of 5.8 percent; that in India grew at 1.5 percent. (Per capita income, by 
contrast, grew in the United States at 2.1 percent.)12 As a result, the stan-
dard of living doubled in Japan almost every twelve years and increased by 
a factor of four during the twenty- fi ve- year period. India, by way of con-
trast, was on a growth path that would take almost forty- eight years to 
double and, in the pro cess, widen the income gap between itself and more 
developed economies. The tables have turned in recent years: the Japa nese 
economy has grown on average at but 0.7 percent a year while India has 
averaged 5.5 percent. And China, which was hardly in the game in 1960, 
has been growing at more than 9.0 percent a year, a rate that led China to 
surpass Japan as the second largest economy in the world in 2010.13

The Role of the Public Sector

Much of the research that contributes to economic growth is performed in 
the public sector. This is not by accident; rather, it is by design. The reason: 
economic growth is fueled by upstream research— research that is years 
away from leading to new products and pro cesses. Moreover, basic research 
has the potential of having multiple uses, contributing to a large number 
of areas. Theoretical work in physics is a case in point. It has contributed 
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to multiple inventions including integrated circuits, lasers, nuclear power, 
and magnetic resonance imaging. Because of the multiuse nature of most 
basic research as well as the long time lags between discovery and applica-
tion, it is unlikely that any one company or industry would support a suffi -
cient amount of basic research to advance innovation. The economic incen-
tives are not there. The fi ndings would spill over, and other fi rms (including 
competitors) could use the knowledge to their advantage without paying 
for it. Knowledge, by its very nature, is not depleted with use. Spillovers 
are great for growth, but they are not a viable economic model to induce 
market- based institutions to invest considerable amounts in upstream 
research— hence the need to support research in the public sector.14

There are other reasons, in addition to a long time horizon and strong 
spillovers, for research to be performed in the public sector. First, basic 
 research is risky. Results simply may not be forthcoming— at least in the 
foreseeable future. Physicists have been searching for years for the elusive 
Holy Grail— a quantum theory of gravity.15 The lumpy nature of some re-
search is another reason for public support. A tenth of an accelerator will 
not get you a tenth of a result. It is all or nothing. But the cost is so great 
(approximately $8 billion for the latest accelerator) that no one company, 
or in this case no one country, can rationalize supporting the effort.

As noted in earlier chapters, some research that occurs at universities and 
research institutes is of a dual nature in the sense that it focuses on a basic 
understanding of the laws of nature but in areas that can lead to practical 
applications. Research on acquired immunodefi ciency syndrome (AIDS) 
and cancer are two specifi c examples. Research that has a dual goal is of-
ten referred to as falling in Pasteur’s Quadrant, a name that appropriately 
recognizes Louis Pasteur’s research on bacteriology, which set the standard 
in this regard.16 His work not only helped the wine and beer industry solve 
the problem of spoilage. It also led to a fundamental understanding of the 
role that bacteria play in disease and provided a strong impetus for the 
investment in public water and sewer systems in the late nineteenth cen-
tury— an investment that did more than anything  else in human history to 
increase life expectancy.17

In many countries (and states), public institutions have also been given 
the job of providing the know- how for solving practical problems. Much of 
this occurs in engineering schools, which have a long history in both the 
United States and Eu rope. Although some of this research is of a basic na-
ture, much is application oriented and solves problems of interest to local 
citizens. The Georgia Institute of Technology initially had a strong textile 
program, and the Colorado School of Mines, as the name implies, had a 
focus on mining, as did the École des Mines in France. Purdue University’s 
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hands- on engineering program arguably contributed to the university’s 
athletic teams being called the Boilermakers.18 The connection between 
research focus and local needs has become more attenuated in the United 
States since World War II.19

Research universities also contribute to economic growth by training 
students to work in industry. This is not an inconsequential contribution. 
Knowledge may be generated in the public sector, but— as the discussion 
above suggests— it rarely has instant economic value. A considerable 
amount of research and development (R&D) is involved in creating new 
products and pro cesses. Universities supply industry with the workforce to 
do this.

Public Research and New Products and Pro cesses

Examples of how research in public institutions has led to new products 
and pro cesses abound: hybrid corn, which did much to increase the food 
supply, was fi rst produced by a faculty member at (what is now) Michigan 
State University.20 The World Wide Web, which has transformed the way 
we share and use knowledge, was invented by a scientist working at CERN. 
Lasers, which have had a profound impact on the fi elds of communication, 
entertainment, and surgery as well as defense, owe an intellectual debt to 
work done by Gordon Gould, a graduate student at Columbia University 
in the late 1950s (although much of the concept work was developed by 
physicists at Bell Labs working in conjunction with a faculty member from 
Columbia University who was consulting at Bell Labs at the time).21 Bar 
codes can trace their origin to Rutgers University, where a curious gradu-
ate student overheard the president of a local food chain ask a dean to re-
search a system that could automatically read product information during 
checkout.22 The phenomenon of superconductivity, fi rst discovered in 
1911 at the University of Leiden, could potentially lead to the transmission 
of electricity at zero re sis tance and hence at no loss of effi ciency.23

Nowhere is the contribution of public research more clear- cut than in 
the areas of pharmaceuticals. Three- quarters of the most important thera-
peutic drugs introduced between 1965 and 1992 had their origins in pub-
lic sector research.24 A more recent study fi nds that 31 percent of the 118 
scientifi cally novel drugs approved by the FDA between 1997 and 2007 
 were developed fi rst in a university. The estimate is a lower bound of the 
importance of university research to the development of new drugs because 
it mea sures contribution in terms of patents, not in terms of the origin of 
the fundamental research.25 Yet, as we will see, fi rms acquire knowledge 
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through a variety of paths, including reading articles written by university 
researchers.

Almost all of the drugs coming out of biotechnology companies origi-
nated at universities.26 Some of these, such as synthetic insulin, have had a 
substantial impact on public health.27 Virtually all important vaccines in-
troduced in the past 25 years have come from research conducted in the 
public sector.28

Drugs make a difference. At least one- third of the reduction in mortality 
associated with cardiovascular disease is due to the development of non- 
acute cardiac medications that treat such conditions as hypertension and 
elevated levels of cholesterol.29 The number of years of increased life expec-
tancy is a non- trivial 1.7. Earlier in the century, penicillin and sulfa drugs 
contributed substantially to increased life expectancy.

More generally, the average new drug increases the life expectancy of 
people born the year it was approved by approximately six days. This may 
sound minimal— but spread it across 4 million new births a year, and it 
adds up: 63.7 thousand years of life for the birth cohort. When the effects 
are spread across other cohorts, the estimate is 1.2 million life years. And 
the cost? Somewhere between $416 and $832 per life year.30

Increased life expectancy comes not only from new medications, proce-
dures, and devices but also from research that induces changes in the be-
havior of individuals. Much of this research is conducted in the public sec-
tor. Antismoking campaigns, as well as smoking bans in public places, have 
contributed considerably to improved health outcomes. One estimate is 
that behavioral factors have contributed to about a third of the life expec-
tancy gains that have come about as a result of a decrease in mortality 
from cardiovascular disease.31

Universities and Economic Growth

It has become pop u lar in recent years to stress the role of universities in 
contributing to economic growth. University presidents routinely conjure 
up the economic contributions of universities in their quest for funds; lo-
cal communities lobby for “research” universities in the belief that a re-
search university will lead to economic growth. College administrators 
publish accounts of the wonders that research universities have bestowed 
on the populace.32 Universities commission studies that tout their contri-
butions. The Massachusetts Institute of Technology, for example, pro-
vided the support for BankBoston’s 1997 report MIT: The Impact of 
Innovation.
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This view, of course, is not incorrect, but it is simplistic. As we noted 
earlier, much of the research of universities and public research institutions 
cannot instantly be transformed into new products and pro cesses. It takes 
time. Lasers, when discovered in the late 1950s,  were described as “a solu-
tion looking for a problem.”33 It took more than twenty years for them to 
become embedded in new products and pro cesses. Hybrid corn was fi rst 
produced in the late nineteenth century. It was not introduced commer-
cially until the 1930s.34 The science behind much of biotechnology is based 
on research fi ndings dating from the 1950s. There are, of course, excep-
tions. The World Wide Web had an enormous impact almost from its in-
ception; Google (with its Stanford origins) transformed the way in which 
we fi nd information— and did so within fi ve years of being founded.

It also requires considerable investment and know- how to translate ba-
sic research into new products and pro cesses.35 Universities and public re-
search institutes are not or ga nized or governed to excel in bringing new 
products and pro cesses to market. Firms are. “In the realm of innovation 
a public research or ga ni za tion will never be more than a second rank 
institution.”36

An exclusive focus on products and pro cesses developed from university 
research also understates the role that university research plays in economic 
development. Basic research rarely produces direct economic benefi ts or 
tangible products. Instead it provides intermediate inputs that are “indis-
pensable in the further research leading eventually to commercial innova-
tions.”37 An exclusive focus on products and pro cesses coming from uni-
versities also fails to recognize that subsequent research builds on failures 
as well as successes. Universities contribute to both streams of knowledge.

It is also important to note that just because the research was done at a 
public institution it does not follow that new products and pro cesses would 
not have arisen had it not been for research conducted in the public sec-
tor— or research conducted at the par tic u lar public institution. Multiples, 
as noted in Chapter 2, occur in science. And their absence does not mean 
that a multiple was not in the making at the time the discovery was made. 
Looking for multiples, as noted there, is a classic case of censored data: 
those in the scientifi c hunt, so to speak, quit searching once others have 
made the discovery.

A focus on products and pro cesses also ignores the important feedback 
that goes from industry to universities. University faculty get research ideas 
by interacting with individuals in industry. Barcodes are but one such ex-
ample. University researchers also acquire new tools and instruments from 
industry. New academic disciplines and departments have grown out of 
the needs of industry for research and training. Electrical engineering and 
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chemical engineering are just two cases in point.38 Industry has also been 
known to press academe to create new programs and departments. Mo-
lecular biology is one such example.39

The remainder of this chapter examines how public research contributes 
to economic growth and describes the ways in which knowledge is trans-
mitted from the public sector to the private sector and vice versa. In the 
pro cess, several themes are further developed. First, while there is a strong 
link between research and economic outcomes, the lags are often quite 
long— sometimes in the neighborhood of twenty to thirty years. It is pure 
folly to think that the benefi ts will be reaped in the wink of an eye. Second, 
public research is not manna from heaven. Firms must invest considerable 
resources to bring new products and pro cesses to market. Third, universi-
ties get a considerable amount in return: new ideas, funds for research, 
jobs for their students, and access to new equipment.40 Fourth, the interac-
tion between industry and universities is not new. Numerous examples can 
be found in the nineteenth and early twentieth centuries. But in recent 
years, the connection between industry and universities has intensifi ed.

The Link between Public Research
 and Economic Growth

It is one thing to argue that public research contributes to economic growth. 
It is quite another to establish the extent to which scientifi c knowledge 
spills over from the public to the private sector and to mea sure the lags that 
are involved in the spillover pro cess. Although the ratio of empirical evi-
dence to theory is relatively low, there is a body of work that demonstrates 
a relationship. One line of inquiry examines the relationship between pub-
lished knowledge and economic growth. Another surveys fi rms regarding 
the role that public knowledge plays in innovation. A third examines how 
the innovative activity of fi rms relates to the research activities of universi-
ties and links mea sures of innovation (such as patent counts) to university 
research. A fourth looks at whether fi rms with links to public research in-
stitutions perform better.41

Relationship between Published Knowledge 
and Growth

A clever piece of research by the economist James Adams uses the published 
knowledge line of inquiry to examine the relationship between research in 
science and engineering to multifactor productivity growth in manufactur-
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ing industries between 1953 and 1980.42 The study is ambitious; it mea-
sures the stock of knowledge available in nine fi elds (such as chemistry) at 
a par tic u lar date by counting publications in the fi eld over a substantial 
period of time, usually beginning before 1930. Publication counts are dis-
counted to capture obsolescence— an article published thirty years earlier 
contributes less to the stock of useful knowledge than an article pub-
lished ten years earlier. “Knowledge stocks” are calculated for each in-
dustry by weighting the knowledge stock mea sure in a discipline by the 
number of scientists employed in that fi eld in each industry studied (pub-
lications in chemistry get more weight in industries employing more chem-
ists; publications in physics get more weight in industries employing more 
physicists).

The goal is to see if there is a relationship between the stocks of knowl-
edge and productivity growth in eigh teen manufacturing industries over a 
period of twenty- eight years. Not surprisingly, there is: the stock of knowl-
edge directly relevant to the industry accounts for 50 percent of growth in 
total factor productivity. But recent discoveries take many years to have an 
impact on productivity. The lags are on the order of twenty years. This is 
less true for research in the applied fi elds of engineering and computer sci-
ence than in fi elds such as chemistry and physics.43

Long before public sector research has a mea sur able effect on economic 
outcomes, scientists and engineers working in industry have become aware 
of the research. The evidence: industrial researchers cite articles written by 
university faculty within two to four years of the research being published.44 
The lag is longest in computer science (4.12 years) and shortest in physics 
(2.06 years).

The amount of time it takes for university research to become embodied 
in a new invention for which a fi rm receives patent protection is consider-
ably longer, on the magnitude of 8.3 years. The evidence comes from an 
examination of citations in patent applications to scientifi c papers pub-
lished by University of California faculty.45

Such citations are not uncommon and provide another piece of evidence 
that a link exists between university research and innovation. In 2002, the 
last year for which the National Science Foundation collected data on pat-
ent citations, the average U.S. patent cited 1.44 science and engineering 
articles; when nonarticle material, such as reports, notes, and conference 
proceedings are included, the average patent cited 2.10 pieces of scientifi c 
literature. Perhaps more important, the trend over time has been one of 
increase, suggesting that the link between industry and academe has been 
increasing. By way of example, only ten years earlier the average patent 
cited only 0.44 articles and 0.72 pieces of scientifi c literature.46
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Evidence from Surveys

Asking directors of R&D labs the extent to which they rely on research 
produced in the university sector provides another way to examine the de-
gree to which industry builds on university research. Several studies have 
been conducted in recent years that do precisely this. Although the studies 
initially focused exclusively on the United States, in the mid- 1990s Eu ro-
pe an researchers developed a survey instrument, the Community Innova-
tion Survey (CIS), to study, among other things, links between fi rms and 
public sector research.

The Carnegie Mellon University survey was administered to directors of 
R&D laboratories in the United States in 1994 with the goal of determin-
ing the extent to which public research is utilized by fi rms in their R&D 
activities.47 For purposes of the survey, public research was defi ned to be 
research conducted at universities and in government labs. Respondents 
 were asked to indicate whether information from a specifi c source either 
suggested new R&D projects or contributed to the completion of existing 
projects over the prior three years. A number of sources  were included in the 
list in addition to public research, such as con sul tants, competitors, in de pen-
dent suppliers, customers, and own operations.

The survey found that public research is absolutely critical to R&D in 
a small number of industries. Pharmaceuticals head the list. In other 
manufacturing industries, public research is less critical but nevertheless 
plays an important role.48 The general perception that public research 
provides the ideas for new products is not proved wrong, but the survey 
found that public research is even more likely to contribute to the com-
pletion of a project than to suggest a new project. Public research has 
more of an impact on large fi rms than on small fi rms, with one excep-
tion: start-ups (which are small) consistently report benefi ting from pub-
lic research.

Fields vary widely in terms of the importance industry ascribes to public 
research. Material science heads the list, followed by computer science, 
chemistry, and mechanical engineering. Biology is at the bottom in terms 
of importance across all manufacturing industries, although it plays an 
important role in the drug industry.

A smaller survey of fi rms in seven manufacturing industries took a lon-
ger view, asking fi rms to report the proportion of new products and pro-
cesses that could not have been developed (without substantial delay) 
in the absence of academic research carried out within fi fteen years of when 
the innovation was fi rst introduced. The fi ndings suggest that 11 percent of 
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new products and 9 percent of new pro cesses introduced in these indus-
tries could not have been developed in the absence of recent academic 
research.49

The relationship between fi rms and faculty is reciprocal. Interactions 
with fi rms enhance the productivity of faculty. A related study by the same 
economist asked fi rms to identify fi ve academic researchers whose work 
contributed most importantly to new products and pro cesses introduced 
in the 1980s. It followed up by surveying the university faculty identifi ed 
by the fi rm as playing a key role.50 The study found that academic research-
ers with ties to fi rms report that their academic research problems fre-
quently or predominately are developed out of their industrial consulting, 
and that this consulting also infl uences the nature of the work they propose 
for government- funded research. To quote an MIT faculty member, “It is 
useful to talk to industry people with real problems because they often re-
veal interesting research questions.”51

The four Community Innovation Surveys administered in Eu rope gener-
ally fi nd a smaller role for public research than do the U.S. surveys. But 
there is a reason for this: surveys in the United States have generally been 
directed at manufacturing fi rms with internal R&D facilities, but the CIS 
sample includes many fi rms that have absolutely no record of innovation 
and no internal R&D facilities. In these instances, there is virtually nothing 
for public research to contribute to!52

Relationship of Innovative Activity 
to University Research

Another way to study the relationship between public research and inno-
vative activity is to look at the degree to which innovative activity relates 
to the research expenditures of universities, which, as noted in Chapter 6, 
are considerable. This approach ignores the lags between university re-
search and new products and pro cesses, focusing instead on the extent to 
which spillovers exist between public research and private research and 
the degree to which they are geo graph i cally bounded; that is, to what extent 
does research performed at the University of Pennsylvania affect innovative 
activity in the greater Philadelphia area?

The rationale for expecting a relationship is based on the logic that one 
way that fi rms fi nd out about new knowledge is through informal net-
works or by formal consulting or employment arrangements with faculty 
and students from local universities. Because some of this knowledge is of 
a tacit nature— especially in areas such as biotechnology, where techniques 
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play a large role—face- to- face communication is quite important. It is not 
so much that knowledge is “in the air.” It is more that the opportunities for 
acquiring the new knowledge are greater the closer one is to the source.

This line of inquiry was fi rst initiated by Adam Jaffe in 1989, when he 
studied the relationship between patent counts and university research 
expenditures at the state level.53 His fi ndings suggest a strong relationship, 
particularly in the areas of drugs, medical technology, electronics, optics, 
and nuclear technology.

Jaffe’s article sparked a new line of inquiry in economics, and a large 
number of studies followed in quick succession. Each had a slightly differ-
ent angle, such as a different mea sure of innovation or a different defi nition 
of geo graph i cal proximity (standard metropolitan statistical areas versus 
state).54 Almost without exception, the research has found a relationship 
between the mea sure of innovation and university research performed in 
close proximity.55

The geographic proximity story is given credence by case studies that 
show that certain universities— most importantly MIT and Stanford— have 
had a signifi cant economic impact on their community. Much of the impact 
comes as a result of new fi rms that have spun off from the university— 
created either by students or by faculty. Stanford University estimates that 
in the past several de cades over 4,668 companies have been founded by 
4,232 members of the Stanford University community, including Yahoo, 
Google, Hewlett- Packard, Sun Microsystems, Cisco Systems, and Varian 
Medical Systems.56 Most but not all of the fi rms are in the Stanford area. 
Stanford fi rms have had a particularly large impact in Silicon Valley, ac-
counting for 54 percent of gross revenue generated by the 150 largest 
fi rms in Silicon Valley in 2008. While the “Silicon Valley 150” collectively 
lost $7.1 billion in 2008, the Stanford fi rms reported $19 billion in net 
income.57

The BankBoston study, which was completed in 1997, concluded that 
MIT graduates and faculty had founded approximately 4,000 companies; 
the companies employed 1,100,000 people in 1994. Massachusetts was 
not the top state benefi tting from MIT- spawned job creation— rather, Cali-
fornia was. But Massachusetts came in second, laying claim to approxi-
mately 125,000 jobs in MIT- related companies. Most of the fi rms are rela-
tively new, having been founded in the past fi fty years— many considerably 
more recently than that. But there are a few oldies, including Arthur D. 
Little, Inc. (1886), Stone and Webster (1889), Campbell Soup (1900), and 
Gillette (1901).58 Of course, studies by universities that feature their suc-
cesses must be taken with a grain of salt, but there is suffi cient detail in 
these to make a reasonable case that the two universities have contributed 
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substantially to new businesses, especially those in close geographic prox-
imity to the university.

Firm Per for mance and Links to Public Research

There is also a line of research that shows that fi rms with links to research-
ers at public research institutions perform better than those without such 
links. For example, biotechnology fi rms that coauthor with a “star” uni-
versity researcher in biotechnology perform better than fi rms that do not, 
whether per for mance is mea sured by products in development, products 
on the market, or employment.59 Pharmaceutical fi rms that coauthor with 
university researchers have a higher research per for mance, mea sured in 
terms of “important patents.”60 Indeed, doing research with university fac-
ulty increases a fi rm’s research productivity by as much as 30 percent. Even 
fi rm value is related to “connectedness.” The market- to- book value of fi rms 
that cite published research in patent applications is greater than that of 
fi rms that do not.61

Mechanisms by Which Knowledge Is 
Transmitted from the Public to the Private Sector 

and Used by the Firm

The Paths of Transmission

Public research contributes to corporate R&D and subsequently to eco-
nomic growth. This is beyond dispute. But how do fi rms learn about re-
search that has been performed in the public sector?

It turns out that the priority system (see Chapter 2), which requires fac-
ulty to share their research in order to make the research theirs, is a power-
ful transmission mechanism: survey data show that the primary mecha-
nism by which knowledge is transmitted from the public to the private 
sector is through the printed word. Firms learn about new research by 
reading articles and reports written by faculty. The second most important 
mechanism for transmitting knowledge is informal exchange, followed by 
public meetings or conferences and consulting. Firms place considerably 
less importance on the hiring of new graduates, joint and cooperative ven-
tures, and patents as a way of learning about new knowledge arising in the 
public sector.

To be a bit more specifi c, the Carnegie Mellon survey, discussed previ-
ously, asked fi rms to report the importance to a recently completed “ma-
jor” R&D project of each of ten possible channels of information on 
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 research performed in the public sector. Publications and reports  were the 
dominant channel: 41 percent of the respondents rated them as at least 
moderately important. Informal information exchange, public meetings 
or conferences, and consulting had aggregate scores in the 31 percent to 
36 percent range. Recently hired graduate students, joint and cooperative 
ventures, and patents had aggregate scores in the 17 to 21 percent range. 
Licenses and personal exchanges are the least important means by which 
the fi rms accessed public knowledge— having scores of less than 10 
percent.62

A considerable amount of importance has been attributed to the large 
and growing number of patents that universities have received in recent 
years. And the number is impressive, nearly tripling in a ten- year period 
between 1989 and 1999, going from 1,245 to 3,698 per year.63 Since then, 
the university patent frenzy has slowed a bit; in recent years, universities 
have been awarded on average approximately 3,300 patents a year. The 
low importance fi rms ascribe to licenses and patents in the Carnegie Mel-
lon survey may refl ect the fact that the survey was fi elded when universi-
ties  were patenting at a considerably lower rate than they are today. It may 
also refl ect the fact that most university patents end up earning minimal 
licensing revenue for universities, suggesting that the vast majority are of 
limited economic value to the fi rm; only a handful produce substantial 
royalties.

The most direct way that university knowledge is transmitted to the 
private sector is through the formation of new companies by faculty and 
students based on research done in the university. The Carnegie Mellon 
survey did not ask directly about this mechanism of knowledge transfer, 
perhaps because of the almost tautological nature of the link and the rela-
tively small number of start- up fi rms. However, because the number of 
start- ups from universities has generally been growing, one would expect 
the importance of this mechanism to have increased in recent years. By way 
of example, in 2004 the average number of new companies started by fac-
ulty and students at universities and medical schools was 2.2 per institu-
tion; in 2007 the average had increased to 2.9.64

What about geography? Do fi rms get their knowledge from universities 
in close geographic proximity? Or is the location of the source of knowl-
edge inconsequential? The fi ndings that patent counts and other mea sures 
of innovative activity are positively related to the research expenditures of 
universities in close geographic proximity to the fi rm suggest that local 
knowledge plays an important role. Face- to- face interaction, which is fa-
cilitated by proximity, is particularly important for the transmission of 
tacit knowledge. Knowledge arising in close geographic proximity may 
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also be more readily transmitted informally. As noted earlier, informal in-
formation exchange is one of the mechanisms fi rms use for learning about 
university research.

But when it comes to hiring con sul tants or directly seeking expertise, the 
importance of geography depends in part upon the kind of expertise a fi rm 
is seeking. If the fi rm seeks expertise in basic research, distance is less rel-
evant. Instead, fi rms seek the best research available regardless of location. 
But if the expertise the fi rm seeks is of an applied, problem- solving nature, 
the fi rm is more likely to use local talent.65

To elaborate a bit more on the role of geography, research shows that 
industrial laboratories that have a relationship with one or more of the top 
private research universities are located on average about 900 miles from 
the “source” university; those labs whose relationships are exclusively 
with lower- tier universities are located about 400 miles from the source.66 
The fact that top universities exert infl uence over a greater distance than 
most other universities does not preclude their having a large local infl u-
ence as well: “A top university like MIT has greater infl uence at every dis-
tance” compared with lower ranked universities.67 But local universities 
play an important role: fi rms spend about 50 percent more learning about 
academic research that is within 200 miles of the laboratory than they do 
learning about academic research that is farther away.68

The Role of the Firm

It is sometimes pop u lar to portray the pro cess by which knowledge moves 
from the public to the private sector as a waterfall, with public knowl-
edge spilling over and being turned into new products and pro cesses 
without cost by industry. This is not the case. There is considerable work 
on the receiving end. Before the knowledge can be transformed into new 
products and pro cesses, it must fi rst be “absorbed.” This is not straight-
forward. Rather, it requires active researchers who stay abreast of scien-
tifi c developments and are capable of understanding the research fi ndings 
of others.69

The importance to industry of employing active researchers capable of 
absorbing new knowledge is one reason that scientists and engineers in 
industry publish papers in scientifi c journals. Absorptive capacity is nur-
tured by industrial scientists who are actively engaged in research, some of 
which is published. Sixty- two percent of PhD research scientists work-
ing in R&D in industry in 2004 reported that they had published one or 
more articles in the past fi ve years.70 The comparable fi gure in academe for 
those engaged in research is 92 percent. The contribution of industry 
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R&D scientists to the scientifi c literature is, however, considerably smaller 
than that of academics: during a fi ve- year period, PhD scientists working 
on industrial research reported publishing 3.5 papers; those in academe, 
by contrast, published 12.0. At the macro- level, the number of articles pub-
lished by scientists and engineers working in industry is relatively small. 
Collectively, industry contributed about 6.8 percent of the articles (frac-
tional counts) published in the United States in 2008.71

In certain industries, such as pharmaceuticals, absorptive capacity is not 
enough. For the fi rm to fully benefi t from public research, researchers 
working in the fi rm must be actively involved with researchers working in 
academe. “Connectedness” is important. Successful fi rms not only read the 
literature; their scientists actively work with colleagues in academe on re-
search projects. And they publish with them as well. Slightly more than 50 
percent of articles that have at least one author from industry also have an 
author from academe.72 Firms that do so perform better, especially in phar-
maceuticals, as the evidence presented above implies.73

Training

The lag between university research and innovation may be indirect and 
long in terms of knowledge spillovers, but when it comes to the training of 
people to work in industry, the link is direct and almost immediate in 
terms of economic benefi ts. And the impact is substantial. Approximately 
225,000 scientists and engineers with doctoral training work in industry 
in the United States, many in R&D labs.74

Just how likely is it for PhDs to work in industry? How much does 
working in industry vary by fi eld? What do PhDs in industry do? Do they 
stay in close proximity to where they  were trained? That is, do Purdue 
engineers remain in Indiana, Stanford computer scientists in California, 
and MIT biochemists in Massachusetts?

Close to 40 percent of all PhDs trained in science and engineering work 
in industry in the United States.75 Not surprisingly, the pervasiveness of 
industrial employment varies considerably by fi eld, depending in part 
upon how applied the fi eld is. For example, in 2006, approximately 55 
percent of PhD engineers  were working in industry; the proportion of PhD 
chemists working in industry was approximately the same. The percentage 
of computer and information scientists working in industry was somewhat 
lower (46 percent), and in physics and astronomy it was still lower (37 
percent). Life scientists and mathematicians  were the least likely to be 
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working in industry: in both cases, only one out of four  were employed in 
industry in 2006.76

Three fi elds— mathematics, computer and information sciences, and bi-
ological sciences— have witnessed a dramatic increase in the percentage of 
PhDs working in industry in recent years. There is likely an element of 
push as well as an element of pull  here. Push arises in the sense that in re-
cent years the academic job market has been overcrowded, especially in 
the biological sciences. Thus, despite the preferences of many new PhDs to 
work in academe (see the discussion in Chapter 7), they have been forced 
to look elsewhere for jobs. Pull arises in the sense that many jobs in indus-
try are not unappealing to individuals with a preference for doing re-
search: the researcher need not seek funding in order to do research, and, 
although jobs in industry provide for less in de pen dence than those in aca-
deme, researchers in industry report being reasonably satisfi ed with the 
amount of in de pen dence they enjoy. Moreover, as noted in Chapter 5, they 
often have access to better, more up- to- date equipment than researchers in 
academe. Nor does it hurt that jobs in industry pay signifi cantly more than 
jobs in academe.77

A sense of the changing industrial employment patterns for PhDs can be 
obtained from Figure 9.1, which shows for selected time periods the percent-
age of PhDs who graduated fi ve to six years earlier working in industry. 
(The 2006 number, for example, reports the percentage of those who re-
ceived their PhD in 2000 or 2001 working in industry in 2006.) I choose 
fi ve to six years after the degree to allow the new PhDs suffi cient time to 
have settled into a more or less permanent position.

The fi gure shows that employment patterns for recently trained PhDs in 
industry vary considerably over time. Moreover, the overall trend is not 
always upward. This is especially the case in chemistry, where the proba-
bility that a recently trained PhD is working in industry was slightly lower 
in 2006 than it was in 1973. In the intervening years, the market for chem-
ists experienced some ups and downs. There have been fl uctuations in the 
market in industry for recently trained engineers as well: the market in the 
1980s was particularly unwelcoming; by contrast, the market was consid-
erably stronger in the 1990s. But overall, the percentage of recently trained 
engineering PhDs working in industry has grown by almost a third over the 
thirty- three- year interval.

The percentage of recently trained PhDs working in industry in the bio-
logical sciences has also increased substantially, although not in the last few 
years. The increase is partly due to the growth in pharmaceutical R&D ex-
penditures during much of the period, as well as to the growth of  employment 
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opportunities in biotechnology fi rms. The overall trend of employment in 
industry for physicists has also been one of increase; but there have also 
been some bleak periods for young physicists. The job situation in indus-
try was especially diffi cult soon after the dot- com bubble burst. When 
the 2008 data become available (in 2011), it is likely that the downturn 
in the market for physicists and chemists in industry will persist and that 
the market for recently trained PhDs in the biological sciences and in engi-
neering will have deteriorated as well.

PhDs working in industry contribute to economic growth in a variety of 
ways. The most obvious means is through their work in R&D. But many 
innovative activities reside in functions not typically regarded as drivers of 
innovation and growth. Some of these functions have only developed in 
recent years. One such example is the assignment of scientifi c personnel to 
evaluate and seek R&D opportunities through mergers and acquisi-
tions— a practice that has become particularly common in the pharmaceu-
tical industry in recent years. Another example is the involvement of tech-
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nically trained personnel in marketing and distribution. Inventories are 
controlled by sophisticated algorithms; computer scientists and mathema-
ticians develop elaborate platforms for Internet marketing. A third exam-
ple is the evolution of what is sometimes referred to as “ser vice science,” 
which relies on scientists and engineers to improve per for mance in the 
ser vice sector. Examples include innovations in the way that passengers 
check in for fl ights, that truck routes are programmed to save drivers time 
and gas, and that networked sensors and analytic software are used to 
 diagnose engine problems.78

New PhDs who go to work in industry have the potential of contribut-
ing in all these ways, but their placement is also an important means by 
which knowledge is transmitted from academe to industry. To quote the 
physicist J. Robert Oppenheimer, “The best way to send information is to 
wrap it up in a person.”79 This is particularly the case for tacit knowledge, 
which can only be transmitted by face- to- face interaction. Neither the 
technique of gene splicing nor the creation of transgenic mice could be 
learned by reading the literature; it required hands- on participation. Ac-
cording to Bruce Alberts, former president of the National Academy of 
Sciences, former chair of the Department of Biochemistry and Biophysics 
at the University of California– San Francisco, and current editor- in- chief 
of Science, “the real agents of technology transfer from university labora-
tories”  were the students from UCSF who took jobs in the local biotech 
industry.80

This may seem at odds with the Carnegie Mellon survey results, which 
found recently hired graduates to show up in the second cluster of mecha-
nisms by which knowledge is transmitted from the public sector to the pri-
vate sector— behind the cluster that includes printed articles and reports, 
informal information exchange, public meetings and conferences, and the 
use of con sul tants. But in reality it is less at odds than it appears for at 
least two reasons. First, recently hired PhDs contribute indirectly through 
networking to several pathways of knowledge transfer listed in the fi rst 
cluster, such as informal information exchange, public meetings or confer-
ences, and consulting. Second, the survey did not ask the method by which 
fi rms acquire tacit knowledge.

Firm Placements of New PhDs

Each year new PhDs are asked to fi ll out a survey administered by the Na-
tional Science Foundation at or near the time they graduate.81 The re-
sponse rate is impressive— in the 92 percent plus range— perhaps because 
some students think it is a requirement for graduation. No matter why, the 
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data provide an excellent snapshot of career plans of the new PhDs. Rele-
vant to the current discussion is a set of survey questions regarding whether 
the respondent has defi nite plans upon graduating, and, if so, what those 
plans entail. For those going to work in industry, respondents are also 
asked to provide the name and location of the fi rm.

The fi rm placement data have been coded and analyzed for the four- 
year period of 1997 to 2000.82 Even though the period is limited and the 
research is now a bit dated, a considerable amount can be learned about 
the placements of new PhDs in industry from this coding exercise. But be-
fore describing the main fi ndings, it is important to recognize that the data 
have two limitations. First, they only describe outcomes for those with defi -
nite plans at the time of graduation; about a third more planned to work in 
industry but did not have defi nite plans at the time they fi lled out the sur-
vey. Second, the data also undercount placements of PhDs who eventually 
work in industry but initially took a postdoctoral position upon graduat-
ing. This is particularly the case in the biomedical sciences, where the per-
centage of new PhDs who take a postdoctoral training position upon 
graduation exceeds 50 percent; yet approximately one in three of these 
postdocs eventually end up working in industry.83

With these shortcomings in mind, we can learn four very useful things 
from the data for the 21,667 new PhDs in science and engineering who 
had defi nite plans to take a job in industry. First, a handful of U.S. univer-
sities train the lion’s share of the new PhDs going to industry. The list is 
not random but rather includes some of the world’s leading research uni-
versities. At the top is Stanford University, followed by the University of 
Illinois– Urbana/Champaign, the University of California– Berkeley, the 
University of Texas– Austin, Purdue University, the Massachusetts Institute 
of Technology, the University of Minnesota– Twin Cities, the University of 
Michigan, the Georgia Institute of Technology, and the University of Wis-
consin. Combined, these ten train 40 percent of PhDs with defi nite plans 
to work in industry after graduation. It is worth noting that half of the 
top- ten training institutions are located in the Midwest.84 Eight of the ten 
are public institutions.

Second, a surprisingly large percentage do not plan to work at an 
R&D-intensive fi rm, as mea sured by whether the fi rm is on the list of the 
top 200 R&D fi rms in the United States. Indeed, only 38 percent of the 
new talent has plans to work with an R&D-intensive fi rm.85 The fi nding is 
consistent with the idea that much innovative activity in today’s world is 
not restricted to the development of new products and pro cesses in manu-
facturing but rather to innovations in other sectors of the economy. The 
fi nding also suggests that R&D expenditure data understate the amount 
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of innovative activity taking place in the economy. To be a bit more spe-
cifi c, the top 200 R&D fi rms conduct 70 percent of all R&D in the United 
States, yet they hire less than 40 percent of new PhDs.86

Third, destinations are fairly concentrated; almost 60 percent of the 
newly minted PhDs going to work in industry plan to work in one of 
twenty U.S. cities. Heading the list is San Jose, California, which employed 
almost twice as many new scientists and engineers as Boston, the city in 
second place, or New York, the city in third place. California is a particu-
larly pop u lar destination: fi ve of the top 20 cities are in California.87 The 
Midwest, by contrast, is not a particularly pop u lar destination: only three 
Midwestern cities are on the top- twenty list: Chicago, Minneapolis, and 
Detroit (recall that the data  were collected before the recent woes of 
 Detroit’s auto manufacturers).

Fourth, certain states, many located in the Midwest, hemorrhage PhDs 
headed to work in industry: Iowa retains only 13.6 percent of those it 
trains who go to work in industry, Indiana retains only 11.8 percent, and 
Wisconsin only 17.7 percent. By way of contrast, the average state retains 
37.1 percent, while California retains almost seven out of ten.

Policy Issues

The importance of publicly funded research to economic growth raises a 
number of policy issues, some of which have been discussed in previous 
chapters. For example, there is the question, raised in Chapter 6, of whether 
the country is investing enough in public R&D and whether the resources 
that are being invested are being deployed effi ciently.

With regard to the fi rst question, a case can be made, as was done in 
Chapter 6, that the United States (as well as other countries) underinvests 
in public R&D. With regard to the question of mix, there is the concern 
that the heavy emphasis on research related to health may jeopardize the 
future by failing to invest suffi ciently in other areas that contribute to eco-
nomic growth. The imbalance may even affect outcomes in the medical 
sciences. Magnetic resonance imaging and the laser, after all— two of the 
most important breakthroughs that have led to better health outcomes 
 today— had their origins in physics.

There is also the question of whether universities and faculty act in ways 
that impede the diffusion of knowledge from the public to the private sec-
tor. Some of these issues  were discussed in Chapter 3. By way of example, 
universities have executed exclusive licenses with fi rms that can deter the 
diffusion of knowledge. DuPont’s licensing of Harvard’s patent on the 
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OncoMouse and the aggressive terms that DuPont required of users are a 
case in point. Scientists have been known to withhold material from col-
leagues whom they perceive as competitors. Industrial sponsorship of 
public research can encourage secrecy and delay publication. There is the 
additional concern that universities have become overly aggressive in deal-
ing with industry— structuring agreements that discourage industry from 
licensing the innovations or sponsoring university research. They fail to 
realize, according to Tyler Thompson, of the Dow Chemical Company, 
“that they are not the only game in town.”88

There is also concern that public institutions— and their leaders— have 
become overly reliant on the growth story to promote their institutions. In 
doing so, they risk future fi nancing and support. The public increasingly 
wants results now, not twenty to thirty years down the road. But the 
growth story they are promised takes time.

Finally, there is the concern that something has gone wrong with the re-
search system, especially when it comes to pharmaceuticals. It is no wonder 
that the issue has been raised: only twenty- one new molecular entities  were 
approved by the U.S. Food and Drug Administration in 2010— compared 
to fi fty- three in 1996.89 A recent study concludes that the “evidence sug-
gests NIH R&D funding has little, if any impact on the number of drugs in 
Phase III clinical trials.” The same study found a positive and signifi cant 
relationship between funding levels and the number of drugs in phase I 
clinical trials.90

Francis Collins, the current director of the National Institutes of Health 
(NIH), is suffi ciently worried about the slowed pace of new drugs coming 
from the pharmaceutical sector that he has pressed to create a $1 billion 
drug development unit within the NIH. If all goes as planned, the unit 
should open in October 2011. Collins, who led the NIH’s participation in 
the Human Genome Project, sees the problem as lying with industry. He 
has publicly stated that he is tired of waiting for the “pharmaceutical in-
dustry to follow through” with discoveries that “look as though they have 
therapeutic implications.”91

But others point out that at least part of the blame belongs with aca-
deme, noting that for “big” things to happen, scientists must quit working 
with their own group and begin working in interdisciplinary teams— 
that’s where the gold lies. But the incentive system has not encouraged 
this. Rather, the grant culture, until recently, has encouraged scientists to 
specialize and create a niche. Their funding depends upon it, and their 
reputation also depends on it. One can get lost— or go unnoticed— in 
a large group. Nobel prizes are not, after all, awarded to groups. Neither 
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are Kyoto Prizes or the Lemelson- MIT Prize. They are handed out one by 
one (or at most three at a time).

The slowed pace of drug discovery may also relate to the fact that bio-
medical researchers increasingly lack training in human biology and dis-
eases. As a result, research results that look promising in the early stages 
often fail because the research focuses on but a small piece of the puzzle. 
An approach that looks promising on one level proves to be untenable 
within the larger system. Once again it is a case of misplaced incentives. 
NIH, which holds the monopoly on training grants in the United States, 
has not supported training in human biology and diseases.92

Conclusion

Much of the research that contributes to economic growth is performed in 
the public sector. This is not, as argued earlier, by accident; rather, it is by 
design. The multiuse nature of most basic research and the long time lags 
between discovery and application discourage any one company or indus-
try from engaging in suffi cient basic research to advance innovation. Instead, 
much of basic research and a considerable amount of applied research oc-
cur in universities and research institutes. The knowledge resulting from 
this research spills over to the private sector, contributing to the develop-
ment of new products and pro cesses as well as to helping industry com-
plete projects currently in development. It is not, however, a one- way 
street. Knowledge, techniques, and instruments developed in industry con-
tribute to research conducted in the public sector.93

Research universities also contribute to economic growth by training the 
scientists and engineers who work in industry. This is not an inconsequen-
tial contribution. Approximately 40 percent of all scientists and engineers 
trained in the United States work in industry today. In this respect, the uni-
versity model of research has an edge on the institute model because the 
latter focuses exclusively on research while the former does both. There is 
considerable evidence that the strong connection that the training mission 
provides between academe and industry contributes to the development of 
new research ideas in both sectors.

 Were we to end the story  here, however, we would miss a great deal of 
what furthers economic growth. First, industry invests a substantial amount 
in R&D with considerable results.94 Moreover, knowledge not only spills 
over from the public sector to the private sector. It also spills over within 
the private sector. It does so in a variety of ways: through informal gatherings 
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(such as those that occurred at the Wagon Wheel— a pop u lar watering 
hole in Silicon Valley in the 1960s, where semiconductor engineers ex-
changed technical ideas and information),95 through employees changing 
jobs and taking knowledge developed in the fi rm with them,96 and through 
the reverse engineering of new products and pro cesses developed else-
where. Some of the knowledge is transmitted through patents. Jack Kilby, 
the co- inventor of the integrated circuit, for example, tried to read every 
patent issued by the U.S. government. “You read everything— that’s part of 
the job. You accumulate all this trivia, and you hope that someday maybe 
a millionth of it will be useful.”97

The evidence— some of which is examined through the lens of geogra-
phy— is fairly convincing: innovative activity of fi rms relates to R&D ex-
penditures of other fi rms in close geographic and technological proximity, 
suggesting that fi rms appropriate the R&D of other fi rms.98 The patents 
that fi rms cite in patent applications are in closer geographic proximity to 
the citing patent than they are to a sample of “control” patents that have the 
same temporal and technological distribution but are not linked through 
citation.99 The market- to- book value of fi rms is related to the number of 
times its patents are cited by other fi rms— refl ecting the value other fi rms 
place on knowledge developed in the fi rm.100

The growth story does not, however, end  here. The new growth eco-
nomics argues that knowledge spillovers are not only a source of growth; 
rather, the spillovers are endogenous and lead to increasing returns to 
scale.101 The story goes something like this. In an effort to seek profi ts, fi rms 
engage in R&D. Certain portions of this R&D spill over to other fi rms, 
thereby creating increasing returns to scale and to long- term economic 
growth.102

This chapter has been devoted largely to a discussion of how research 
conducted in the public sector spills over to fi rms and affects economic 
outcomes. Does this spillover pro cess mean that research in the academic 
sector is a component of the new growth economics? The answer de-
pends upon the extent to which scientifi c research in the public sector is 
endogenous— that is, the degree to which it is affected by the actions of 
fi rms. If it is not, spillovers from the public sector to fi rms are important 
determinants of growth, but not as a component of the new growth 
economics.

Three aspects of public research developed in this book lead me to ar-
gue that an endogenous element of public research exists. First, compa-
nies, in an effort to maximize profi ts, support academic research. In 2008, 
this amounted to approximately $3 billion.103 Second, the problems that 
academic scientists address often come from ideas developed through 
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consulting relationships with industry. Third, government supports much 
of the public sector research (see Chapter 6), and the level of government 
support clearly relates to the overall state of the economy. The 2009 
stimulus package was the fi rst time that public funding for science had 
been countercyclical.



c h a p t e r  t e n

Can We Do Better?

I have made the case in the preceding chapters that economics plays 
a role in shaping science as practiced at universities and research insti-

tutes. Incentives and cost matter in science. But economics is also about 
the allocation of scarce resources across competing wants and needs, or to 
use the jargon of the profession, economics is also about whether re-
sources are allocated effi ciently. In this fi nal chapter, I revisit the issue of 
effi ciency. I begin by describing the research landscape that has emerged in 
the public sector in recent years. I then discuss issues of effi ciency and, 
where the evidence is suffi ciently convincing, a possible course of action 
that could make the public research system— particularly that in the United 
States— more effi cient. Where evidence is insuffi cient, I, in the tradition of 
other researchers, encourage further research.

The Current Landscape

In many ways universities in the United States behave as though they are 
high- end shopping malls. They are in the business of building state- of- the 
art facilities and a reputation that attracts good students, good faculty, and 
resources. They turn around and lease the facilities to faculty in the form 
of indirect costs on grants and the buyout of salary. In many instances, 
faculty “pay” for the opportunity of working at the university, receiving 
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no guarantee of income if they fail to bring in a grant. To help faculty es-
tablish their labs— their space in the mall— universities provide faculty 
start- up packages. After three years, faculty are on their own to get the 
funding to stay in business.

Faculty use the space and equipment to create research programs, staffi ng 
them with graduate students and postdocs who contribute to the research 
enterprise through their labor and fresh ideas. The incentives are to get big-
ger and bigger, employing more graduate students and postdocs, which in 
turn result in more publications, more funding, and more degrees awarded.

The shopping mall model carries some risk. Universities have put up 
some of the buildings “on spec,” taking out loans on the assumption that 
the lease will continue to be paid through grants brought in by faculty ten-
ants. Universities are severely threatened when funding for grants pla-
teaus, or does not grow suffi ciently to keep pace with the expansion. They 
face even more serious prospects when bud gets decline in real terms. To 
quote an editorial by Bruce Alberts, the editor of Science, “the current tra-
jectory is unsustainable, threatening to produce a glut of laboratory facili-
ties reminiscent of the real estate bust of 2008 and, worse, a host of ex-
hausted scientists with no means of support.”1

In other respects, universities have found ways to minimize risk. They 
have hired faculty in non- tenure- track positions and have increased the 
proportion of adjuncts they hire. Medical schools have gone a step farther, 
employing people, whether tenured or nontenured, with minimal guaran-
tee of salary. Faculty principal investigators staff their labs with graduate 
students and postdocs— temporary workers for whom the university has 
no long- term obligation.

The system that has evolved discourages faculty from pursuing research 
with uncertain outcomes. Lack of success can mean that one’s next grant 
will not be funded. Proposals that do not look like a sure bet may be hard 
to get funded in the fi rst place. To quote the Nobel laureate Roger Korn-
berg, “If the work that you propose to do isn’t virtually certain of success, 
then it won’t be funded.”2 Risk avoidance is particularly acute for faculty 
on soft money. As Stephen Quake, a Stanford professor of bioengineering, 
says, “The rubric for today’s faculty has gone from publish or perish to 
‘funding or famine.’ ”3

What is ineffi cient about avoiding risk? First, it is pretty clear that if 
everyone is risk averse when it comes to research there is little chance that 
transformative research will occur and that the economy will reap signifi -
cant returns from investments in research and development (R&D). Incre-
mental research yields results, but in order to realize substantial gains 
from research not everyone can be doing incremental research. Second, 
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recall from Chapter 9 that one rationale for government support of re-
search is the notion that research is risky. As laid out by Kenneth Arrow, 
society has a tendency to underinvest in risky research without govern-
ment support.4 So it makes little economic sense for the public research 
sector to use the rubric of risk to garner resources and then create an in-
centive system that discourages risk.

The current university research system in the United States also discour-
ages research that could disprove theories. To quote an offi cial with a dis-
ease foundation, who asked not to be identifi ed, “The way science careers 
are structured, big labs get established based on a theory or a target or a 
mechanism, and the last thing they want to do is disprove it and give up 
what they’re working on. That’s why we have so many targets [in studying 
this disease]. We’d like people to work on moving them from a ‘maybe’ to 
a ‘no,’ but it’s bad for careers to rule things out: that kind of study tends not 
to get published, so doing that  doesn’t advance people’s careers.”5 That 
kind of study can also be more diffi cult to fund. Researchers are rewarded 
for continuing a line of research. Renewals at the National Institutes of 
Health (NIH) are much more likely to be funded than are new grants.

The system can also discourage collaboration, especially across institu-
tions and across disciplines. Incentives may be insuffi cient for encourag-
ing interdisciplinary and interor gan i za tion al research. Questions arise as 
to whether faculty will get their fair share of credit— both monetary (the 
lease has to be paid) and reputational— in collaborative research projects. 
There can only be one fi rst author and one last author, after all. It can be 
hard to stand out from the group when it comes to promotion and tenure 
time. Prizes are not awarded to groups; they are handed out one by one (or 
at most three at a time). There is also the problem that inter- organizational 
research can prove diffi cult to coordinate.6

The university research system also has a tendency to produce more sci-
entists and engineers than can possibly fi nd jobs as in de pen dent research-
ers. In most fi elds, the percentage of recently trained PhDs holding faculty 
positions is half or less than what it was thirty- three years ago; the per-
centage holding postdoc positions and non- tenure- track positions (includ-
ing staff scientists) has more than doubled. In the biological sciences it has 
more than tripled. Industry has often been slow to absorb the “excess.” A 
growing percentage of new PhDs fi nd themselves unemployed, out of the 
labor force, or working part time.

Ineffi ciency arises from the fact that substantial resources have been in-
vested in training these scientists and engineers. The trained have foregone 
other careers— and the salary that they would have earned— along the 
way. The public has invested resources in tuition and stipends. If these 



Can We Do Better? p 231

“investments” then are forced to enter careers that require less training, 
resources have not been effi ciently deployed. Surely there are less expen-
sive ways to train high school science teachers than to turn PhDs who can-
not fi nd a research position into teachers. Yet this is exactly what a recent 
report suggested.7 Many of these PhDs may not even have characteristics 
that make them good teachers. Surely there are better ways to create ven-
ture capitalists with a knowledge of science than for PhDs to become 
venture capitalists— or better ways to create journalists who write about 
science than for PhDs to become journalists. Yet such careers are often 
put forward as appropriate alternatives for new PhDs. There is also the 
question of incidence, the term used by economists to refer to who bears the 
cost. The current system may be “incredibly successful” from the perspective 
of faculty, as a recent report described it, but at whose cost?8 It is the PhD 
students and postdocs who are bearing the cost of the system— and the U.S. 
taxpayer— not the principal investigators.

How can universities continue to “overproduce” (especially in the bio-
medical sciences) year after year? Are potential students blind or ignorant 
to the negative signals being sent? Several factors allow the system to per-
sist. First, there has been a ready supply of funds for graduate school sup-
port. The level of support makes studying for a PhD a particularly attrac-
tive prospect for the foreign born.

Second, money plays a role in who chooses a career in science, but other 
factors play a role as well. A taste for science is important. There are a con-
siderable number of people with a suffi cient taste for science— an interest in 
fi nding things out— who aspire to a research career. As I said in Chapter 7, 
dangle stipends that cover tuition and the prospect of a research career in 
front of students who fi nd puzzle solving rewarding— and who have been 
stars in their undergraduate pond— and it is not surprising that some of 
them keep coming, discounting the all- too- muted signals that all is not well 
in the research community. Overconfi dence also likely enters in: they per-
ceive themselves to be considerably above average.9 Others may not make 
it, but they will.

Third, when it comes to promoting PhD programs, faculty are good 
salesmen. Their lifeblood depends on recruiting new talent to staff their 
labs. The most effective recruits are those who aspire to a research career. 
There is a moral hazard  here: faculty lack the incentive to provide straight-
forward information regarding job outcomes— and they don’t. As David 
Levitt, a professor of physiology, University of Minnesota, puts it: “There’s 
no honesty at all in recruiting PhDs. . . .  There’s not a hint that there’s a 
shortage of jobs.”10 PhD programs do not make placement information 
readily available; in the rare cases when they do provide information, it is 
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about postdoctoral placements— a temporary position in what may turn 
out to be a series of temporary positions throughout one’s career— rather 
than about permanent placements.

There are other ineffi ciencies in the system. Ups and downs in research 
funding— especially funding from the federal government— can play havoc 
with careers. Getting a job— and the resources with which to do research— 
often depends upon the luck of the draw in terms of when one comes of 
age scientifi cally. Such variability in funding means that certain cohorts 
undergo a minimum of seven years of training only to fi nd upon gradua-
tion that the funding spigot has been slowed to a dribble and the prospects 
of getting a research job are substantially lower than they had anticipated 
when they chose to get a PhD. The scars of coming of age during a period 
of tight resources linger throughout the career. Initial placements make a 
difference for years to come. Moreover, variability in funding not only 
causes problems for those who have a degree— it also sends a negative sig-
nal to those thinking of getting a PhD. It can also reap havoc on the 
 research programs of established scientists, who must cut back on their 
research agendas and terminate persons working in their labs.

More generally, stop- and- go funding for research wastes resources. Any-
one who has ever driven a car knows that a sure way to waste gas is to al-
ternate between speeding up and slowing down. Moderate acceleration to 
a constant speed saves gas: one can go further on the same tank. Funding 
is the gas that keeps the research enterprise going. The enterprise could go 
further if the funds  were more prudently and gradually deployed. Instead, 
and at least for the last 50 years, there have been periods of rapid accelera-
tion followed by periods in which the enterprise is left virtually to run on 
fumes. This does not promote the health of the research enterprise.

Possible Solutions

Before discussing possible solutions, two caveats are in order. First, when 
it comes to assessing recommendations, one should be leery of those com-
ing from groups who have a vested interest in keeping the system the way 
it is. Thus, for example, participants in the most recent evaluation of the 
NIH National Research Ser vice Awards (NRSA) program had a vested inter-
est when it declared the system to be “incredibly successful.”11 Committee 
members  were faculty and deans— not students and postdocs who could 
not fi nd jobs.12

Second, one must also recognize that universities and faculty do not re-
spond to recommendations that lack teeth, such as two made by the Tilgh-
man Committee in 1998, concerning (1) restraint in the growth of the 
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number of graduate students in the life sciences and (2) dissemination of 
accurate information on career prospects of young life scientists. It is not 
in the interest of the institution (or the faculty member) to be the only one 
that cuts back or provides up- to- date placement information.

But institutions and faculty do respond to incentives and costs. That’s 
good news: change the rules of what is fundable and what is not fundable, 
what can carry indirect costs and what cannot, and one will get a response. 
But one must do it carefully. The bad news regarding incentives is that if 
one does not get the incentives right, one can get unintended responses that 
considerably diminish the effectiveness of the system.

Here, I make seven suggestions for change that I believe could lead to a 
more effi cient allocation of resources, especially with regard to the per for-
mance of research. Some are directed specifi cally at ways to alter the uni-
versity research environment. Others are directed more broadly at ways to 
more effi ciently use resources for research.

First, require universities to report placement data as part of all research 
grant applications. Do not merely require that they report the information— 
use the outcome data in scoring proposals.

Second, place limits on the amount of faculty time that can be charged 
off grants, thereby dulling the incentive for universities to hire faculty on 
soft money. This may seem radical, but others, including Bruce Alberts, 
have raised the possibility. Indeed, in the above mentioned Science edito-
rial, Alberts suggested that NIH consider requiring “at least half of the 
salary of each principal investigator be paid by his or her institution, phas-
ing in this requirement gradually over the next de cade.”13 This would dis-
courage universities from putting up buildings on spec and fi lling them 
with faculty on soft- money positions. Universities would no longer be able 
to export as much of their risk to their employees. It might encourage re-
searchers to adopt more uncertain lines of research: their livelihood would 
be suffi ciently divorced from their research outcomes. It would also dimin-
ish the demand for graduate students and postdocs to staff labs. But the 
change would have to be made gradually. There are simply too many 
people funded on soft money for the system to change overnight.14

Third, lessen the coupling between research and training. While effective 
training requires a research environment, effective research can be done 
outside a training environment. Yet in the United States, the majority of 
research in the public sector occurs at universities and medical schools. 
Labs are staffed by graduate students and postdocs. Thus research and 
training go hand in hand. And, while the model has much to recommend 
it, there are no incentives to engage in birth control when it is the dominant 
research model. The needs of the researcher come before the job prospects 
of the trainee. 
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One way to lessen the coupling between research and training is to en-
courage the establishment of more research institutes that are decoupled 
from universities or only loosely coupled. Institutes could employ post-
docs, but they would not be in the business of training PhDs. Abstinence, 
after all, is the most effective form of birth control! This is common prac-
tice in certain areas of physics where, because of the scale of the equip-
ment, national labs play a prominent role. Postdocs go to national labs to 
work after receiving their degree, but Argonne, Brookhaven, and Fermilab 
are not PhD mills.15

Research institutes have additional characteristics that make them at-
tractive. They can create administrative structures that encourage interdis-
ciplinary research and collaboration, minimizing the costs of coordina-
tion. They may be able to make more effi cient use of equipment. And, if 
properly funded and endowed, they can discourage the hiring of scientists 
on soft money. They also have the possibility of creating environments in 
which staff scientists can fi nd permanent employment with satisfying ca-
reer outcomes. But buyer beware: institutes can also promote “se nioritis,” 
where research agendas are selected and directed by an aging, and perhaps 
less fl exible, staff who keep young researchers under their thumb.

Fourth, try to determine once and for all the most effective way to sup-
port graduate students and rebalance funds toward means that are more 
effective. Many believe that fellowships and training grants produce better 
outcomes for students than do graduate research assistantships. They de-
couple students from advisors and lead to competition among institutions 
for students.16 But the lack of proper control groups with which to com-
pare outcomes makes the advocacy of one form of support over another 
more faith based than evidence based.

The argument goes something like this: if more money  were put into fel-
lowships, such as the NSF doctoral fellows program, universities would 
have to compete with each other in order to attract fellows.17 The quality 
of the training experience and the outcomes of the department with regard 
to placements arguably should affect their success in doing so. The expecta-
tion is that such a move would enhance the research experience of graduate 
students. To quote Thomas Cech, former president of the Howard Hughes 
Medical Institute and a Nobel laureate in chemistry, “The real power of an 
individual fellowship is that it empowers a young scientist to act in a more 
in de pen dent manner, on something creative and for which they have a 
passion.”18

The argument for putting more funds into training grants and fewer into 
graduate research assistantships is closely aligned with that for fellowships. 
Such a move gives departments the incentive to provide a high- quality 
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training experience, because the quality of the training experience is consid-
ered in the application for renewal of the training award. At least one met-
ric of quality must be placement outcomes.

Fifth, monitor existing science policies and develop new policies with 
the understanding that policies can affect the practice of science and, by 
extension, research outcomes. Policies that level the playing fi eld by mak-
ing resources available to new groups of researchers can lead to an in-
crease in output and potentially an increase in the diversity of approaches. 
The establishment of Biological Resource Centers, for example, led to an 
increase in the number of individuals working with specifi c materials. The 
lifting of onerous restrictions on the use of certain patented mice expanded 
the mouse research community. The adoption of the Internet increased 
productivity among those at lower-tier institutions— and women.19

Sixth, if collaborative research really produces better research (see the 
discussion to follow), change the reward system. Encourage the creation 
of prizes to be awarded to groups of scientists. Status, as the Nobel Peace 
Prize so aptly demonstrates, need not be conferred on one person at a 
time.20

Finally, convince advocacy groups and the Congress to drop the dou-
bling rubric. Instead of asking for a doubling of research funds, set goals: 
for example, spend 0.5 percent of the GDP on federally supported univer-
sity research. (Politicians often give lip ser vice to GDP- benchmarked goals, 
but this is about as far as it goes.) Such a policy is friendly to careers. It 
also eliminates ineffi ciencies caused by stop- and- go funding.

Three Other Effi ciency Questions

Three more general effi ciency questions are far easier to raise than to an-
swer. They are:

1. Is 0.3 to 0.4 percent of gross domestic product (GDP) the right 
amount to spend on university R&D? Should it be more? Less?

2. Is the current allocation of federal funding for R&D, which gives 
two- thirds of the funds to the life sciences and one- third to everything 
 else, the most effi cient?

3. Are grants structured in an effi cient way in terms of size, duration, 
criteria for evaluation, and number of people? A related question, is 
it more effi cient to fund “big” projects, such as the Human Genome 
Project and the Protein Structure Initiative, or are a large number of 
small projects more effi cient?
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These are diffi cult questions. Little research has been done that is suffi -
ciently thorough to warrant defi nitive answers. Some questions, due to 
problems of mea sure ment, may never be answerable. It is diffi cult, for 
example, to mea sure the spillovers— and spillovers are an important part 
of the story.

Amount

With regard to amount, studies have shown fairly impressive long- run re-
turns to investment in public R&D despite the fact that distant outcomes 
carry little weight in estimating rates of return. Yet many of the outcomes 
are years away. But the studies are far from perfect. They often suffer, as 
pointed out in Chapter 6, from comparing the benefi ts from winning out-
comes with the costs of winning outcomes, ignoring in the calculation the 
costs of all the dry holes that  were sunk along the way. They also are prone 
to exclude from the calculation the increased costs associated with people 
living longer, focusing instead on the benefi ts associated with a longer life. 
At times, the benefi ts are estimated by groups who have a vested interest in 
showing substantial returns, such as the 2000 report by Funding First, Ex-
ceptional Returns: The Economic Value of America’s Investment in Medi-
cal Research.21 The or ga ni za tion, which has since been disbanded, lobbied 
for increased resources for medical research in the United States. The lob-
bying void was soon fi lled by United for Medical Research, a co ali tion of 
patient and health advocacy groups, universities and industry that issued 
the 2011 report An Economic Engine: NIH Research, Employment, and 
the Future of the Medical Innovation Sector.

The question regarding amount also concerns the future. But the evi-
dence that can be assembled relates to the past. Thus just because the world 
has reaped tremendous benefi ts from research conducted in physics over 
the past hundred plus years (some physicists are wont to boast that 40 
percent of the economy is due to advances in quantum mechanics) or be-
cause medical research— in a very short span of time— provided an effec-
tive way to prevent pregnant women from transmitting HIV to their chil-
dren, it does not necessarily follow that research will continue to deliver at 
the same rate that it has in the past. It could produce richer outcomes; but 
it also could produce a string of duds.

The answer to the effi ciency question regarding the right amount for the 
United States to spend on research in the public sector is thus diffi cult to 
answer. But one is on safer ground if the question is rephrased to ask 
whether the amount being spent should be increased. We may never know 
the right amount— but given the fairly healthy returns to previous invest-
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ments in public research, the right amount is likely to be greater than 0.3 
to 0.4 percent of the GDP. And surely the economy could afford it. We 
spend almost two times that amount drinking beer each year and more 
than twelve times that amount on defense.22

Allocation

What about mix? Is it effi cient to spend two- thirds of the university R&D 
bud get on research in the life sciences, a third on everything  else? If the 
federal government  were to reallocate the resources that it is spending, 
putting more on the physical sciences and engineering and less on the life 
sciences, the vast majority of which is for biomedical research, would the 
GDP grow at a faster rate? The economics test is to estimate the marginal 
benefi t coming from another dollar spent on the biomedical sciences and 
compare it with the marginal benefi t coming from another dollar spent on 
the physical sciences. If the former is lower, the portfolio would benefi t 
from rebalancing. The fourteen year increase in life expectancy in the past 
seventy years makes a good case that research in the biomedical sciences 
has a high marginal product. But the slowed rate at which new drugs are 
being brought to market makes one wonder whether the marginal produc-
tivity of resources spent in the biomedical sciences is diminishing. The re-
search discussed in Chapter 9 makes a good case that spillovers from the 
physical sciences have made signifi cant contributions to the economy. 
Some of these contributions are even in the area of health— such as the 
laser and magnetic resonance imaging technology. But none of the analy-
sis is suffi ciently precise to calculate whether the portfolio is seriously out 
of balance.

Three observations, however, make one question whether the current 
balance is effi cient. First, the heavy investment that the United States has 
made in the biomedical sciences has created a lobbying behemoth com-
posed of universities and nonprofi t health advocacy groups that constantly 
remind Congress of the importance of funding health- related research. 
There is no comparably well- established lobbying group on the part of 
other disciplines. Thus, the public hears much more about the benefi ts 
from research in the biomedical sciences than it does about the benefi ts 
arising from research in other disciplines.

Second, portfolio theory leads one to think that the current allocation 
might be out of balance. A basic tenet of investing is to rebalance one’s 
portfolio if a change in market valuations results in a change in the com-
position of the portfolio that the investor is holding. Thus, when bond 
prices rise, an investor can, without intent, fi nd that he is overinvested in 



Can We Do Better? p 238

bonds and underinvested in other assets, such as equities. The disciplined 
investor will generally sell bonds and buy more equities, bringing balance 
back to the portfolio. It is not a new principle, just a variant of the old adage 
of not putting all your eggs in one basket. The same logic could be extended 
to the national research bud get, which became more tilted to the biomedical 
sciences as a result of the doubling of the NIH bud get. When it comes to 
R&D, the argument for diversity is not new. Years ago, Kenneth Arrow 
wrote a seminal article on military R&D in which he argued that a goal of 
the government should be to invest in multiple lines of research.23 More 
 recently, Daron Acemoglu, a professor of economics at MIT and the 2006 
winner of the John Bates Clark Medal in Economics, has argued that the 
government needs to promote diversity of the research that is undertaken.24

Finally, the mix of support for research— especially support from the fed-
eral government— affects the life of universities in a number of ways. For 
example, the NIH doubling was accompanied by a large increase in the 
construction of research facilities on campuses for research in the biomedi-
cal arena. This has consequences for facilities in other disciplines which got 
pushed to the back of the queue. It also has consequences for hiring. More-
over, these are long- run consequences, because much of the funding for 
these buildings was raised from the sale of bonds, and universities are not 
reaping the indirect cost they had expected. Other disciplines will end up 
footing part of the bill. One needs to take these types of unintended (but 
predictable) consequences into consideration when thinking about mix.

Grants

Are grants structured in an effi cient way in terms of size, duration, criteria 
for evaluation, and number of people? This is something everyone has an 
opinion about, but again, the evidence is a bit thin. One study, for example, 
shows that researchers supported by the Howard Hughes Medical Institute 
(HHMI), which purports to support “people” rather than “projects,” pro-
duce high- impact papers at a much higher rate than the control group. The 
study also found evidence that the direction of the HHMI investigators’ 
research can change, compared with that of the control group.25 The fi nd-
ing is intuitively pleasing; there are lots of people, including those at the 
Wellcome Trust, who believe that the HHMI model produces better sci-
ence. Not only does it choose people over projects; it also forgives failure 
and provides for a longer period of secure funding. It also requires less 
administrative time on the part of the investigator (although the HHMI 
does not discourage its investigators from seeking other, additional sources 
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of funds). Are the results due to these characteristics of the HHMI funding 
pro cess? Or are the results due to the fact that, in spite of the study’s effort 
to compare apples to apples, the HHMI researchers come from better 
stock— and thus the effect may be due to selection rather than from the 
way they  were funded?

What about size? Is it better for lots of principal investigators to have 
$250,000 in grant money or for a third as many to have $750,000 in funds? 
Ignoring discipline, and there are major discipline differences in cost, an 
analysis done by the National Institute of General Medical Sciences suggests 
that the marginal product of allocating another dollar to an investigator is 
close to zero. Recall from Chapter 6 the fi nding that the amount a faculty 
member received in grants was only loosely correlated with more output.26 
At a more aggregate level, recall that Frederick Sacks found for the period 
during the NIH doubling no “upward jump” in publications in the biomedi-
cal fi elds from U.S. labs relative to publications from labs outside the United 
States.27

What about investing in megaprojects? Is it better to spend $3 billion on 
the Human Genome Project (HGP) or to support 6,000 researchers, each 
to the tune of $500,000? We just don’t know. To the best of my knowledge, 
no one has attempted to do the calculations. Proponents of the HGP argue 
that there have already been substantial benefi ts and the best is yet to come. 
They also point to the advances in technology that the HGP has encour-
aged. Critics argue that the HGP was overhyped and will never live up to 
expectations. In one sense, both may be right. Large projects such as the 
HGP, the experiments that are ongoing at the Large Hadron Collider at 
CERN, and the Protein Structure Initiative do not necessarily provide an-
swers. Rather, they provide inputs for more research down the road. Thus, 
they are especially diffi cult to evaluate.

What about collaboration? Is the heavy focus on collaboration— 
especially collaboration across countries, which the Eu ro pe an  Union 
requires in its Framework initiatives— an effi cient way to allocate re-
sources? Would one get better outcomes if the resources had not been 
structured in such a way? Again, it is hard to know. And, of course, the 
Eu ro pe an  Union has the goal not only of increasing research output but 
also of integrating the Eu ro pe an research community. There is clear evidence, 
summarized in Chapter 4, that papers that are coauthored lead to better 
science. But there is little evidence regarding the marginal product of an 
additional investigator from an additional country. The research that has 
been done suggests that coordination can be problematic across multiple 
research sites.28
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All of these are powerful questions. Remember that resources can only 
be said to be effi ciently allocated if one cannot increase the size of the pro-
verbial pie by reallocating them. It follows that, if resources are not effi -
ciently allocated, one can get more through reallocation. There are those, of 
course, who will be hurt by the reallocation, but the system will benefi t. In 
an era of tight resources, effi ciency concerns are especially important.

Thus, it is particularly important at this juncture to begin to address 
some of these effi ciency questions. Partly by design, and partly by luck, the 
“Science of Science and Innovation Policy” initiative is underway at the 
National Science Foundation (NSF).29 Many of the questions I have raised 
are questions that researchers affi liated with the initiative are trying to an-
swer. The initiative is also investing in data tools and databases that will 
facilitate answering some of these questions. Thus, answers to some of these 
hard questions may be forthcoming, but not tomorrow or next year. And 
some— as noted above— are likely to remain unanswerable.

Encouraging Trends

There are some encouraging trends. A number of research institutes have 
opened in recent years that are only loosely affi liated with a university. The 
Janelia Farm Research Center, opened by the HHMI in Ashburn, Virginia, 
in 2006, is an example of such an institute. It has the goal of employing 
about 250 resident investigators in positions of group leader or fellow. The 
farm also employs a number of postdocs. The newly formed Lieber Insti-
tute for Brain Development in Baltimore is another.30 The Institute for 
Systems Biology that Leroy Hood helped found in Seattle is yet another.

There is also evidence that Washington has become more attuned to 
some of these questions. The Science of Science and Innovation Policy ini-
tiative was set in motion by John Marburger when he served as science 
advisor to President George W. Bush and as director of the Offi ce of Sci-
ence and Technology Policy. Congress and the administration are on record 
supporting more research funding for the NSF, the National Institutes of 
Standards and Technology (NIST), and the Department of Energy (DOE); 
research bud gets of the three agencies have grown relative to those of NIH 
in very recent years.

Last, but certainly not least, Francis Collins, the director of the NIH at 
the time this book was completed, has gone on record that there is a need 
for the NIH to develop better models to guide decisions about the optimum 
size and nature of the U.S. workforce for biomedical research.31 Nine 
months later, Collins followed up by appointing Shirley Tilghman, the cur-
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rent president of Prince ton University and a staunch advocate of the im-
portance of balancing student outcomes with faculty needs, to chair a com-
mittee on workforce issues.32 Collins has also gone on record, stating, 
“A  related issue that needs attention, though it will be controversial, is 
whether institutional incentives in the current system that encourage fac-
ulty to obtain up to 100 percent of their salary from grants are the best 
way to encourage productivity.”33





Appendix

This appendix describes fi ve databases referred to in this book available 
through the National Center for Science and Engineering Statistics of the 
National Science Foundation.

National Survey of College Graduates (NSCG)

This is a longitudinal survey that is updated each de cade. The last up-
date was in 2003. The 2003 survey respondents  were individuals living in 
the U.S. during the reference week of October 1, 2003, holding a bachelor’s 
or higher degree in any fi eld, and under age 76. The survey included a 
sample of individuals drawn from the 2000 Decennial Census long form 
who indicated they had a BA degree or higher. The 2003 survey also in-
cludes cohorts from earlier NSCG surveys. The survey collects informa-
tion on a wide variety of variables, including fi eld of degree, type of de-
gree, highest degree, salary, employment status, sector of employment, 
age, gender, race, citizenship status, country of birth. See National Sci-
ence Foundation, 2011a and  http:// www .nsf .gov/ statistics/ showsrvy .cfm 
?srvy _CatID = 3 & srvy _Seri = 7 .
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Survey of Doctorate Recipients (SDR)

The Survey of Doctorate Recipients is conducted every two years and fol-
lows individuals until age 76. The survey is restricted to those who re-
ceived a research doctorate degree in the United States in a fi eld of science, 
engineering or health and are living in the United States the week of the 
survey. The survey began in 1973. The sampling frame is drawn from the 
SED. The survey collects information on a variety of key variables such as 
sector of employment, primary and secondary work activity, salary, date of 
birth, gender, marital status, and geographic place of employment. National 
Science Foundation 2011b and  http:// www .nsf .gov/ statistics/ srvydoctor 
atework/  .

Survey of Earned Doctorates (SED)

The Survey of Earned Doctorates is administered to all individuals in the 
United States at or near the time of receipt of a research doctoral degree. 
The survey has been administered since 1957. It has a response rate of over 
90 percent. It collects information on key variables such as institution con-
ferring the degree, fi eld of degree, employment plans, birth year, race, gen-
der, country of birth, citizenship, marital status, education of parents, and 
source of support while in graduate school. See National Science Founda-
tion 2011c and  http:// www .nsf .gov/ statistics/ srvydoctor ates/  .

Survey of Graduate Students and Postdoctorates 
in Science and Engineering (GSS)

An annual survey of all academic institutions in the United States award-
ing research- based graduate degrees, conducted by the National Science 
Foundation. It provides information on enrollment data for graduate 
 programs as well as information on the number of postdoctorates. See 
National Science Foundation, 2011d and  http:// www .nsf .gov/ statistics/ 
srvygradpostdoc/  .

Survey of Research and Development Expenditures 
at Universities and Colleges

The annual survey collects information on research and development ex-
penditures by source of funds and by academic fi eld. The survey began 
in  1972. National Science Foundation 2011e and  http:// www .nsf .gov/ 
statistics/ srvyrdexpenditures/  .
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Summary data from these surveys can be obtained through the NSF 
WebCAS PER data system. In the case of the SDR and the SED, individuals 
working at qualifi ed organizations in the United States can apply for the 
organization to have a site license for use of the data. See National Science 
Foundation, 2010c and  https://webcaspar.nsf.gov/ for a description of the 
WebCASPER system.
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1. What Does Economics Have To Do with Science?

 1.  National Science Board 2010, appendix, table 5- 42.
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ing to be eight (personal correspondence, Henry Sauermann).

 5.  See discussion in Chapter 6.
 6.  See discussion in Chapter 5.
 7.  See Britt 2009.
 8.  Or ga ni za tion for Economic Cooperation and Development 2010, Main Sci-
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the seven countries involved committed to contributing specifi c components, 
not a specifi c amount of funds; however, it is a sure bet that ITER will cost 
considerably more than the 5 billion euros originally estimated to build and 
the 5 billion estimated to operate it for 20 years.
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tional Science Foundation 2011b and the Appendix.
 19.  Eu ro pe an University Institute 2010.
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at  http:// www .careers -in -fi nance .com/ ibsal .htm. Bonuses are included in the 
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 21.  The earnings reported are median and are expressed in 2006 dollars. The 
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 22.  For example, see the h- index tracker on Zhong Lin Wang’s webpage at the 
Georgia Institute of Technology,  http:// www .nanoscience .gatech .edu/ zlwang/  .

 23.  “Richter Scale,” 2010, Wikipedia,  http:// en .wikipedia .org/ wiki/ Richter _mag 
nitude _scale .

 24.  Norwegian Academy of Science and Letters 2010.
 25.  A Rand report suggests that “universities recover between 70 and 90 percent 

of the facilities and administrative expenses associated with federal projects” 
(Goldman et al. 2000, xii).

 26.  Economists  were not the fi rst to note the public nature of knowledge. Almost 
200 years ago, Thomas Jefferson wrote, “If nature has made any one thing 
less susceptible than all others of exclusive property, it is the action of the 
thinking power called an idea, which an individual may exclusively possess as 
long as he keeps it to himself; but the moment it is divulged, it forces itself into 
the possession of every one, and the receiver cannot dispossess himself of it. Its 
peculiar character, too, is that no one possesses the less, because every other 



Notes to Pages 6–9 p 249

possesses the  whole of it. He who receives an idea from me, receives instruction 
himself without lessening mine; as he who lights his taper at mine, receives 
light without darkening mine” (Jefferson 1967, vol. 1, 433, sec. 4045).

 27.  In 1848, Mill used the light house as an example of a public good: “no one 
would build light houses from motives of personal interest, unless indemni-
fi ed and rewarded from a compulsory levy by the state” (1921, 975). Coase 
(1974) reviewed the British light house system and showed that during cer-
tain periods light houses  were constructed by the private sector.

 28.  Arrow 1987, 687.
 29.  See the discussion in Chapter 5.
 30.  The government can also encourage private fi rms to engage in research by 

providing research and development tax credits or, in exchange for disclosure, 
awarding monopoly rights in the form of a patent or copyright to the inventor.

 31.  In 1940, the life expectancy of a U.S. male at birth was 60.8 years; today it is 
75.1. In the same seventy- year interval, the life expectancy for women has 
risen from 65.2 to 80.2 years. Data for 2006 come from U.S. Census Bureau 
2011, table 104, Selected Life Table values, available at:  http:// www .census 
.gov/ compendia/ statab/ cats/ births _deaths _marriages _divorces/ life _expec 
tancy .html. The data for 1950 come from Information Please Database 2007.

 32.  Murphy and Topel 2006. The authors use a “willingness to pay” methodology 
to compute the value. Approximately half of the value comes from reduced 
mortality from heart disease.

 33.  For a discussion of computers, see Rosenberg and Nelson 1994.
 34.  The LHC re- creates the conditions of the universe just after the Big Bang in 

order to understand why the matter of the universe is dominated by an un-
known type called dark matter. If the constituents of dark matter are new 
particles, the ATLAS detector at the LHC should be able to discover them 
and elucidate the mystery of dark matter. See Lefevre 2008.

 35.  Public sector research contributed in other ways to the development of the 
global positioning system (GPS). For example, Friedwardt Winterberg, a 
theoretical physicist at the University of Nevada, Reno, in 1956 proposed a 
test of general relativity using accurate atomic clocks placed in orbit in artifi -
cial satellites. Brad Parkinson, a professor of aeronautics and astronautics at 
Stanford, led the military team that developed GPS.

 36.  “Atomic Clock: History,” 2010, Wikipedia,  http:// en .wikipedia .org/ wiki/ 
Atomic _clock #History .

 37.  “Heterosis,” 2010, Wikipedia,  http:// en .wikipedia .org/ wiki/ Heterosis .
 38.  See the discussion in Chapter 9.
 39.  Ellard 2002. In the late 1930s, Isidor Rabi had come across nuclear magnetic 

resonance but considered it to be an artifact of his experiment.
 40.  “The Nobel Prize in Physics 1952: Felix Bloch, E. M. Purcell,”  http:// nobelprize 

.org/ nobel _prizes/ physics/ laureates/ 1952/  .
 41.  See Chapter 9.
 42.  Superconductivity is a phenomenon of exactly zero electrical re sis tance.
 43.  “High Temperature Conductivity,” 2010, Wikipedia,  http:// en .wikipedia .org/ 

wiki/ High -temperature _superconductivity. See also Cho 2008.



 44.  See Kong et al. 2008.
 45.  Two in de pen dent studies reported in 2008 that gene therapy had partially 

restored the sight of four young adults who  were born with severe blindness 
(Kaiser 2008e).

 46.  Clery 2010b.
 47.  Bhattacharjee 2008a.
 48.  Ser vice 2008.
 49.  Couzin- Frankel 2009.
 50.  To quote Rosenberg and Nelson (1994, 323), “Industry is more effective in 

dealing with problems that are located close to the market place.”
 51.  See the discussion in Chapter 6.
 52.  See the discussion in Chapter 9.
 53.  In a natural experiment the treatment is random and not by design. To state 

it differently, the treatment is administered “by nature” and not by the experi-
menter. Natural experiments can be helpful when a well- defi ned subpopula-
tion experiences a change in treatment. By way of example, one can compare 
use of certain research mice by researchers before certain patent restrictions 
 were removed with their use after the restrictions  were removed to see how 
patents affect the use of mice. See Natural Experiments, 2011. Wikipedia 
 http:// en .wikipedia .org/ wiki/ Natural _experiment .

 54.  Hunter, Oswald and Charlton 2009.
 55.  Data are for research 1 institutions. See Winkler et al. 2009.
 56.  Stokes 1997. The distinction between basic and applied research used  here, 

as well as Stokes’ defi nition of Pasteur’s Quadrant, depends on the goals of the 
researcher, rather than the outcomes from the research. However, the distinc-
tion between basic and applied research is often made based on outcomes, not 
motives, and Pasteur’s Quadrant is also loosely used to describe the nature of 
the research outcomes, not the motives, of the researcher. In this book the 
terms are used in both senses, depending upon the context and data source.

2. Puzzles and Priority

 1.  Richard Feynman, in the context of explaining why “I don’t have anything to 
do with the Nobel Prize . . .” (which he won in 1965), wrote, “I don’t see that it 
makes any point that someone in the Swedish Academy decides that this work 
is noble enough to receive a prize— I’ve already got the prize . . .” (1999, 12).

 2.  Kuhn 1962, 36. Kuhn goes on to say that what challenges a scientist “is the 
conviction that, if only he is skillful enough, he will succeed in solving a 
puzzle that no one before has solved or solved so well” (ibid, 38).

 3.  Hagstrom 1965, 65.
 4.  Hull 1988, 306.
 5.  Hull 1988, 305.
 6.  Letter from Joshua Lederberg to Sharon Levin, September 21, 1992.
 7.  Roberts 1993.
 8.  Reid 1985. Kilby was working at Texas Instruments at the time he invented 

the integrated circuit. Robert Noyce, the other inventor of the integrated 
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circuit, was working at Fairchild Semiconductor in California when he in-
vented an integrated circuit several months later. The two are often referred 
to as the “coinventors” of the integrated circuit.

 9.  McKnight 2009.
 10.  Feynman 1985.
 11.  From a psychologist’s point of view, an interest in puzzle solving is what mo-

tivates scientists. The “aha” moment is the reward for solving the puzzle. In 
the discussion, however, I speak of puzzles as a reward— given the common 
practice among scientists to speak of them as such.

 12.  See “Power of Serendipity,” 2007.
 13.  Ainsworth 2008.
 14.  Sauermann, Cohen, and Stephan 2010. The NSF survey asks scientists to re-

port on a 5- point scale the importance of and satisfaction derived from nine 
job attributes: opportunities for advancement, degree of in de pen dence, contri-
bution to society, salary, intellectual challenge, benefi ts, job security, job loca-
tion, and level of responsibility. Sauermann, Cohen, and Stephan examine the 
fi rst fi ve.

 15.  Harré 1979, 3.
 16.  Attributed to Napoleon by Menard 1971, 195.
 17.  In a series of articles and essays begun in the late 1950s, Merton (1957, 

1961, 1968, 1969) argued convincingly that the goal of scientists is to estab-
lish priority of discovery by being fi rst to communicate an advance in knowl-
edge, and that the rewards to priority are the recognition awarded by the sci-
entifi c community for being fi rst. See Dasgupta and David 1994 for a discussion 
of the role of priority.

 18.  Merton 1969, 8. A tension that exists between experimentalists and theorists 
in physics is the “awkward matter of credit.” That is, “Who should get the 
glory when a discovery is made: the theorist who proposed the idea, or the 
experimentalist who found the evidence for it?” (Kolbert 2007, 75).

 19.  See Lehrer 1993. The song, which suggests that Lobachevsky endorsed plagia-
rism, was not, according to Lehrer, “intended as a slur on [Lobachevsky’s] 
character,” and the name was chosen “solely for prosodic reasons” (quoted in 
“Nikolai Lobachevsky,” Wikipedia,  http:// en .wikipedia .org/ wiki/ Nikolai _
Lobachevsky). See further discussion of Lobachevsky in the section on multiples 
to follow.

 20.  Merton argues that “far from being odd or curious or remarkable, the pat-
tern of in de pen dent multiple discoveries in science is in principle the domi-
nant pattern rather than a subsidiary one” (1961, 356).

 21.  Rivest, who wrote up the paper, listed the authors alphabetically. Adleman, a 
number theorist, reportedly objected, stating that he had not done enough 
work to warrant inclusion as an author. But Rivest objected, and Adelman 
reportedly reconsidered, on the condition that he be listed last, out of alpha-
betical order, to refl ect what he saw as his minimal contribution (Robinson 
2003). The RSA algorithm was fi rst presented to the public by Martin Gard-
ner, in an article in Scientifi c American in August 1977. The authors pub-
lished their paper later that year (Rivest, Shamir, and Adleman 1978).
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 22.  The fi ve groups  were led by Ruddle at Yale, Brinster and Palmiter at the uni-
versities of Pennsylvania and Washington, Costantini at Oxford, Mintz at 
Fox Chase, and T. E. Wagner at Clemson University. The fi ve papers, with the 
group leader often holding the last author position— a common practice in 
the biomedical sciences— are as follows: Gordon et al. 1980; Brinster et al. 
1981; Costantini and Lacy 1981; Wagner, E. F., et al. 1981; Wagner, T. E., 
et al. 1981. See Murray 2010.

 23.  The fi eld of computer sciences is an exception. In this fi eld, the preferred way 
of establishing priority is through pre sen ta tions at conferences and subse-
quent publication in conference proceedings.

 24.  Stephan and Levin 1992.
 25.  Applied Physics Express (APEX) advertisement. Science, 2008. The web link 

for this journal  http:// apex .jsap .jp/ about .html says, “Papers for APEX will be 
published online within 2 weeks, in the fastest case, from receipt to online 
publication.”

 26.  Agre 2003.
 27.  See Fox 1994.
 28.  Damadian is clearly not the only individual to have felt that he had been 

wronged in not being included in the prize, but very few scientists go public 
with the complaint. Damadian’s claim had teeth in the sense that he had al-
ready been awarded the 2001 Lemelson- MIT Award for Lifetime achieve-
ment. The award described Damadian as “The man who invented the MR 
scanner.” See Tenenbaum 2003. More than one hundred years ago, another 
scientist “whined” after being omitted from the prize— with some effect. The 
physicist Philipp Lenard “vainly and disingenuously” claimed credit for 
the discovery of X-rays (1901 Nobel Prize in physics) and the discovery of the 
electron (1906 Nobel Prize in physics). In spite of this, he won the 1905 No-
bel Prize in physics for experiments on the photoelectric effect (ibid).

 29.  Each of the three Nobel Prizes in science can be given to at most three 
individuals.

 30.  Science (2008) 322:1765.
 31.  Edelman and Larkin 2009.
 32.  Honorary or guest authorship is distinct from “ghost authorship,” the prac-

tice of not naming as an author an individual who has made a substantial 
contribution to a piece of research.

 33.  Such lists are not without error. The presence of common names, especially 
among the Asian community, means that attribution can be incorrect; thus, 
such rankings must be used with caution and carefully monitored.

 34.  Formally, the h- index is defi ned “as the number of papers with citation num-
ber higher or equal to h.” See Hirsch 2005.

 35.  Hirsch (2005) demonstrated that the h-index has high predictive value for 
such honors as the Nobel Prize and membership in the National Academy of 
Sciences.

 36.  The h- index can readily be computed using several sites. The Thomson Reuters 
Web of Knowlege generates an h-index as part of its citation reports. The 
scHolar Index (Roussel 2011) and Publish or Perish (Harzing 2010) software 
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compute h-indexes based on the Google Scholar database. For other pro-
grams based on Google Scholar, see Whitton 2010. The resulting h- indexes 
are generally larger than those computed using the Web of Knowledge, be-
cause Google Scholar covers a wider set of journals than that covered by the 
Thomson Reuters Web of Knowledge. A number of variations of the h-index 
have been proposed. For example, the g-index can discriminate between two 
authors having the same h- index—when one of them has a blockbuster pub-
lication and the other does not. See Egghe 2006; for a review, see Alonso 
et al. 2009.

 37.  In “Slice of Life,” Science (2008) 320, April 18.
 38.  Recognition is also awarded by attaching a scientist’s name to a building, 

professorship, or lecture series, although this form of recognition usually 
comes after the death of the scientist, while eponymy can occur during the 
scientist’s life. Not all discoveries are named for the scientist who was fi rst to 
make the discovery. Benford’s law, for example, was fi rst discovered by Simon 
Newcomb in 1881. It was rediscovered by Frank Benford in 1938. See “Ben-
ford’s Law,” 2010, Wikipedia,  http:// en .wikipedia .org/ wiki/ Benford’s _law. 
For a discussion, see Stigler 1980.

 39.  Such prizes are distinct from inducement prizes, discussed in Chapter 6, which 
offer a reward for the fi rst individual or team to accomplish a specifi c goal. An 
early example of such a prize is that created by the British government in 
1714 to be awarded to the fi rst person to solve the longitude problem.

 40.  The Jeantet and Koch Prizes are examples of prizes dedicated to supporting 
the winners’ labs, although, in the case of the Jeantet Prize, 100,000 of the 
700,000 CHF are given to the researcher personally. In some instances, 
awards are for a position— such as the $10 million Polaris Award, which was 
created to recruit “world leaders in health science research to Alberta” (an-
nouncement in Science [2008] 322, October 24).

 41.  Zuckerman 1992. Rate of growth computed from National Science Founda-
tion 1977 and National Science Foundation 1996.

 42.  It garnered considerable attention in 2007 when one of the four recipients of 
the medal, Grigory Perelman, honored for his proof of the Poincaré conjec-
ture, refused the prize. The Fields Medal is awarded to up to four mathemati-
cians under the age of 40.

 43.  The Foundation ran a full- page advertisement in 2009, “Congratulations to 
Elizabeth H. Blackburn,” in Science congratulating Elizabeth H. Blackburn, a 
2008 winner of the award, for her Nobel Prize in physiology or medicine in 
2009, with Carol W. Greider and Jack W. Szostak.

 44.  In rare instances scientists are elected to all three academies. For example, in 
2008, Frances Arnold became the fi rst woman and eighth living scientist to 
be elected to all three of the U.S. national academies (Science [2008] 320:857, 
May 16).

 45.  Her reason: her husband and long- term collaborator Neal Copeland was not 
on the list. In her letter to the Academy she wrote, “It is impossible to sepa-
rate my contributions from Neal’s as we did everything together on an equal 
basis . . .  Someday if both of us have a chance to accept this honor together, 
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it would be the highlight of our scientifi c careers” (Bhattacharjee 2008b). 
Although Richard Feynman did not initially decline membership, he later 
resigned from the National Academy of Sciences (Feynman 1999).

 46.  Research fi ndings only become a public good when they are codifi ed in a 
manner that others can understand. The distinction, therefore, is often drawn 
between knowledge, which is the product of research, and information, 
which is the codifi cation of knowledge (Dasgupta and David, 1994, 493).

 47.  Stephan 2004.
 48.  Merton 1988, 620.
 49.  Merton 1988, 620. Partha Dasgupta and Paul David— in a classic case of 

multiples— express the private- public paradox exceedingly well, although a 
year later than Merton’s lecture. “Priority creates a privately- owned asset— a 
form of intellectual property— from the very act of relinquishing exclusive 
possession of the new knowledge” (1987, 531).

 50.  Dasgupta and David 1987, 530 and Dasgupta and David 1994.
 51.  Merton 1957.
 52.  Ziman 1968; Dasgupta and David 1987.
 53.  Small- world networks are characterized by a high degree of clustering and a 

low degree of separation between members of the same network. In the case 
of publishing, clustering mea sures the probability that two of a scientist’s col-
laborators have themselves collaborated. The concept of separation, which 
was made famous in John Gaure’s play Six Degrees of Separation, is a mea-
sure of the number of “hops” one would have to take to move from one node 
in a network to another. See Uzzi, Amaral, and Reed- Tsochas 2007; Newman 
2004.

 54.  Kohn 1986.
 55.  The papers in which he reported his results  were retracted by the journal Sci-

ence in 2006.
 56.  Charges were originally brought in 2006 (Couzin 2006, 1222). See also Of-

fi ce of Research Integrity, U.S. Department of Health and Human Ser vices, 
 http:// ori .hhs .gov/ misconduct/ cases/ Goodwin _Elizabeth .shtml. Goodwin re-
signed soon after the university began its investigation in 2006.

 57.  See Coyne 2010.
 58.  Miller 2010, 1583.
 59.  Agin 2007.
 60.  Lacetera and Zirulia 2009.
 61.  David and Pozzi 2010.
 62.  Eisenberg 1987.
 63.  Increased funding from industry for academic research has also led to a delay 

in the publication of research results or a withholding of results. See the dis-
cussion in Chapter 6.

 64.  DuPont placed two other onerous conditions on use of the mouse: it would 
not allow scientists to follow the traditional practices of sharing mice or breed-
ing extensively from the mice, and it required that scientists fulfi ll annual dis-
closure requirements, reporting annually on their published (and unpublished) 
fi ndings (Murray 2010).
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 65.  A few months earlier, a similar MOU had been signed regarding Cre- lox mice.
 66.  The authors fi nd that citations to OncoMouse articles increased by 21 per-

cent after the MOU. Citations to Cre- lox mice articles increased even more 
(34 percent). The differential effect is likely explained by the fact that the 
Cre- lox MOU came fi rst, and thus the OncoMouse MOU was in all likeli-
hood anticipated— plus the fact that Jackson Laboratory (JAX), the non-
profi t lab that breeds and distributes most mice used for research, had al-
ready made an informal commitment to make the OncoMouse available to 
researchers (Murray et al. 2010).

 67.  Murray and Stern 2007.
 68.  Walsh, Cohen, and Cho 2007.
 69.  Von Hippel 1994.
 70.  Wagner, E. F., et al. 1981.
 71.  Murray 2010, 21.
 72.  Francesco Lissoni (personal correspondence) points out that baseball and 

other team sports do not provide as good an analogy as individual sports, 
such as golf or tennis, for two reasons. First, the reward system in science 
addresses the individual, not the team. Second, in individual sports such as 
golf and tennis, all professionals are ranked according to their past and re-
cent per for mance, very much like scientists are ranked (implicitly) according 
to bibliometric indicators. In team sports, this does not occur.

 73.  The review pro cess at the NIH begins at the study section. Each section 
meets three times a year; more than 175 sections exist, and a proposal is 
generally assigned to only one section. Scientists rarely change study sections 
and often refer to the section that reviews their work as “my section.”

 74.  Strictly speaking, the panel does not make the award but makes recommen-
dations to the NSF program offi cer. The NIH study sections assign a score to 
a proposal; proposals are referred to “council,” there being one council for 
each NIH institute. The “payline” (the cutoff score for funding) is determined 
institute by institute. The question could be raised as to whether there have 
become too many niche contests in science. I address this in Chapter 6.

 75.  Edward Lazear and Sherwin Rosen, the fathers of the tournament model, 
show that under certain conditions tournament models produce an effi cient 
allocation of resources. If science is a tournament model, this would suggest 
that ineffi ciencies are not an issue. But the scientifi c tournament is not like 
other tournaments: tenure makes a difference. Rock stars, opera singers, and 
soccer players do not have tenure; professors do. This means that creative 
scientists, despite their demonstrated creativity, may fi nd it diffi cult to secure 
a lab of their own, especially when the number of tenure- track positions does 
not grow and the number of people seeking such positions does (Lazear and 
Rosen 1981). We will return to this in Chapter 7.

 76.  “The Nobel Prize in Chemistry 2008: Osamu Shimomura, Martin Chalfi e, 
Roger Y. Tsien.” 2011. Nobelprize.org.  http:// nobelprize .org/ nobel _prizes/ 
chemistry/ laureates/ 2008/  .

 77.  Lotka’s law states that if k is the number of scientists who publish one paper, 
then the number publishing n papers is k/n2. In many disciplines this works 
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out to some 5 or 6 percent of the scientists who publish at all producing 
about half of all papers in their discipline (Lotka 1926). Although Lotka’s 
Law has held up well over time and across disciplines, Paul David shows that 
other statistical distributions also provide good fi ts to observed publication 
counts (David 1994).

 78.  de Solla Price 1986; David 1994.
 79.  Weiss and Lillard 1982 fi nd that not only the mean but also the variance of 

publication counts increased during the fi rst 10– 12 years of the career of a 
group of Israeli scientists. Research shows that the distribution of output is 
also characterized by having a fat tail (Veugelers 2011).

 80.  Merton 1968, 58. The title comes from the Bible, the book of Matthew, 
Chapter 13, verse 12: “For whosoever hath, to him shall be given, and he 
shall have more abundance: but whosoever hath not, from him shall be taken 
away even that he hath.” From an economist’s perspective, the Matthew 
 effect expresses the endogenous nature of reputation in science.

 81.  Allison and Stewart 1974. Cole and Cole 1973.
 82.  Allison and Long 1990.
 83.  Allison, Long, and Krauze 1982.
 84.  Stephan and Levin 1992, 30.
 85.  David 1994.
 86.  Frank and Cook 1992, 31.

3. Money

 1.  Wolpert and Richards 1988, 146.
 2.  Rosovsky 1991, 242.
 3.  In 2008– 2009, full professors on average earned $192,600 at Harvard, 

$142,100 at the University of Michigan– Ann Arbor, and $92,500 at Central 
Michigan (American Association of University Professors 2009).

 4.  This is not to say that the gender gap in salaries can be entirely explained by 
mobility. Nor is it to say that discrimination does not play some role in the 
lives of women faculty. There is a vast body of work on gender differences in 
pay, promotion, and productivity among scientists. For pay, see Toutkoushian 
and Conley 2005. For productivity, see Xie and Shauman 2003. For promo-
tion, see Ginther and Kahn 2009.

 5.  The fi gures cover full- time members of the instructional staff excluding those 
in medical schools. The salaries are adjusted to a standard nine- month work 
year (American Association of University Professors 2010).

 6.  Byrne 2008. It is a bit too soon to know how the fi nancial meltdown of 
2008– 2009 will affect the gap, although the gap between privates and publics 
narrowed ever so slightly (going from 31.6 to 31.0 percent) between 2008– 
2009 and 2009– 2010.

 7.  University of North Carolina at Chapel Hill 2010.
 8.  American Association of University Professors 2010.
 9.  The survey has been conducted by the Offi ce of Institutional Research and 

Information Management at Oklahoma State University (OSU) since 1974.
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 10.  The 1974– 1975 salaries come from Bound, Turner, and Walsh 2009.
 11.  Universities need not match the salary offered by industry, however, given 

that a pro cess of selection occurs whereby those who care more about salary 
work in industry, and those who care less about salary and more about in de-
pen dence take positions in academe. See Sauermann and Stephan 2010.

 12.  For example, other things being equal, top economics departments paid lower 
starting salaries to new assistant professors in economics in the late 1970s 
than did lower ranked departments (Ehrenberg, Pieper, and Willis 1998).

 13.  Graves, Lee, and Sexton 1987.
 14.  The statistic, named for Corrado Gini, who devised the mea sure early in the 

twentieth century, provides another example of eponymy (see Chapter 2). 
For more information, see “Gini Coeffi cient,” 2010, Wikipedia,  http:// en .wiki 
pedia .org/ wiki/ Gini _coeffi cient .

 15.  “Income In e qual ity in the United States,” Wikipedia,  http:// en .wikipedia .org/ 
wiki/ Income _inequality _in _the _United _States .

 16.  Diamond 1986.
 17.  Levin and Stephan 1997. The study uses panel data and thus can control for 

individual fi xed effects.
 18.  By contrast, there have been a number of studies looking at the relationship 

of publication to salary in economics and management. See, for example, 
Hamermesh, Johnson, and Weisbrod 1982; Gomez- Mejia 1992; Geisler and 
Oaxaca 2005.

 19.  Toutkoushian and Conley 2005. The estimate quoted is for all sciences. It is 
unpublished and was provided by Toutkoushian.

 20.  Another indication of the relationship that exists between productivity and 
salary comes by examining salary differences among fi elds within institutions. 
One might initially think that differences between fi elds would be the same 
for all institutions. For example, if chemistry professors earn 17 percent more 
than En glish professors at one institution, they would earn 17 percent more at 
another institution. But such is not the case. Research shows that salary dif-
ferentials between fi elds vary across universities. The differences can be ex-
plained in part by how highly rated the department is in terms of quality of 
graduate education, where the rating variable is publication based. For ex-
ample, the premium enjoyed by chemistry professors relative to En glish pro-
fessors is greater the higher the rating of the chemistry department. See Ehren-
berg, McGraw, and Mrdjenovic 2006. Note that the equations also control 
for the ranking of the En glish department.

 21.  See National Institutes of Health 2009a.
 22.  The data are for the 119 medical schools that offer tenure to basic science 

faculty; the data  were collected in 2005 (Bunton and Mallon 2007).
 23.  Mallon and Korn 2004. The numbers in the text are from Bunton and Mal-

lon 2007.
 24.  Lissoni et al. 2010.
 25.  Franzoni, Scellato, and Stephan 2011.
 26.  A number of factors are included in the rankings, but publications consti-

tute the core. The 2008 RAE graded publications into one of four categories. 

Notes to Pages 40–44 p 257



Departments  were then given an overall “quality profi le” based on the grades. 
(See Research Assessment Exercise 2008). Funds for research are distributed 
to departments based on the quality profi le. Australia and New Zealand drew 
on the RAE to put in place major policy reforms for funding academic institu-
tions whereby better performing institutions receive more funding than lower 
performing ones and thus have more resources for competing in the job mar-
ket for scientists. Prior to the reforms, the national bud gets  were largely dis-
tributed on the basis of the number of students and the number of research 
personnel. Norway, Belgium (Flanders), Denmark, and Italy started similar 
policies during the past de cade for allocating a share of the bud get. Other 
countries focus on incentives directed at individuals rather than at institutions 
(Franzoni, Scellato, and Stephan 2010). The RAE will be replaced by the Re-
search Excellence Framework (REF), to be completed in 2014. The REF is 
exploring the allocation of research outputs based on publication address 
rather than location of employment at the time the data  were collected. If ad-
opted, publications will only count toward the assessment if the faculty mem-
ber was actually employed at the university at the time the article was pub-
lished. See Imperial College London, Faculty of Medicine 2008.

 27.  Hicks 2009. Recent reforms in Germany ostensibly  were designed to provide 
for performance- based salary increases for highly productive faculty, although 
they arguably may not succeed in accomplishing this goal. A major compo-
nent of the change from the “C” to the “W” system is the way in which base 
salaries are negotiated for se nior faculty. Under the (old) C system, faculty 
with a competing job offer could negotiate a higher salary at their home in-
stitution. The resulting raise was permanent and included in the base used for 
the computation of pensions. Under the “W” system, the base salary has been 
lowered with the idea that performance- based supplements would be possible. 
But the supplements are in principle for a limited period of time. Only if they 
have been granted for fi ve or more years do they become permanent, although 
the latter is subject to negotiation (Stephan 2008).

 28.  Franzoni, Scellato, and Stephan 2011.
 29.  Mowery et al. 2004, 59.
 30.  Jones worked at the Connecticut Agricultural Experiment Station. Thimann 

and Galinat, 1991.
 31.  For early U.S. university patent data, see fi gure 3.2, “University Patents, 

1925– 80,” in Mowery et al. 2004. For more recent years, see various issues 
of Science and Engineering Indicators. USPTO statistics are from U.S. Patent 
and Trademark Offi ce 2010.

 32.  Data come from the Survey of Doctorate Recipients. See National Science 
Foundation 2011b and Appendix.

 33.  As a result of the act, patentable inventions arising from federal funding are 
considered university property rather than the property of the U.S. govern-
ment. Virtually all universities have adopted a similar standard of own ership 
for patents arising from corporate- sponsored research. In some cases, univer-
sities grant own ership to sponsors who cover all costs of research (Jensen 
and Thursby 2001).
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 34.  The term, developed by Donald Stokes (1997), contrasts such research to 
research that exclusively seeks basic understanding (Bohr’s Quadrant) and 
research that is exclusively use- oriented (Edison’s Quadrant). See discussion 
Chapter 1.

 35.  Mowery and coauthors, who have written one of the defi nitive works on the 
subject, conclude that “Bayh- Dole accelerated the growth of university pat-
enting and resulted in the entry into patenting and licensing by many univer-
sities during the 1980s. But the ‘transformation’ wrought by the 1980 Act 
followed trends that  were well established by the late 1970s” (2004, 36).

 36.  Ibid., 90.
 37.  Bok 1982, 149. Bok’s comments relate to ways in which universities could 

share in revenues stemming from ideas developed in their labs.
 38.  Quoted in Mowery et al. 2004, 45.
 39.  Ibid., 70.
 40.  National Science Board 2000; see Chapter 6 for 1989– 1990 income. Infor-

mation concerning licensing income has been collected periodically since 
1991 by the Association of University Technology Managers (AUTM). The 
survey initially included 98 universities. Over the years it has been augmented 
and now includes 194 universities and research institutes, some of which are 
in Canada.

 41.  Data  were provided by Henry Sauermann, Georgia Institute of Technology, 
Atlanta, and are for 205 universities.

 42.  There are two exceptions in which universities pay faculty a larger percent-
age, rather than a smaller percentage, as the amount of royalties increase.

 43.  There is variation in the rate paid by these institutions. Ten out of seventy- 
eight schools for which the rate is not fi xed give 100 percent of the fi rst 
$10,000 to the inventor; twenty- two universities give more than 50 percent 
of the fi rst $10,000. But there are also some “cheap” schools that give less 
than 35 percent of the fi rst $10,000. Data provided by Henry Sauermann, 
Georgia Institute of Technology, Atlanta.

 44.  Jensen and Thursby’s (2001) survey of the licensing practices of sixty- six 
universities fi nds that the top fi ve inventions licensed by each university ac-
counted for 78 percent of gross license revenue. Scherer reports similar fi nd-
ings for Harvard inventions, and Harhoff et al. have reported similar results 
for German patents (Scherer 1998; Harhoff, Scherer, and Vopel 2005).

 45.  Bera 2009.
 46.  The 5– 4 Diamond v. Chakrabarty decision allowed patents on “anything 

under the sun that is made by man” (Feldman, Colaianni, and Liu 2007). The 
fi rst patent was granted in late 1980, the second in August 1984, and the 
third in April 1988.

 47.  Bera 2009. The inventors’ estimated share is based on Stanford’s current pol-
icy of sharing one- third of all royalty income with the university inventor.

 48.  Butkus 2007a.
 49.  Vilcek was born in Bratislava. He and his wife Marica left Bratislava in 1964 

after being allowed, “probably by mistake,” to visit Austria. He joined the 
faculty of the NYU Medical School in 1965. “NYU gave me a faculty position 
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when I came to this country. I was 31 and had no prior experience anywhere 
outside communist Czech o slo vak i a. It was a courageous thing for NYU to 
do. They took a risk and I think it worked out” (Kelly 2005).

 50.  Florida State University, Offi ce of Research, 2010.
 51.  National Science Board 2010, appendix, table 5- 41.
 52.  Data are from the 1996 Association of Technology Managers (AUTM) survey.
 53.  University of Chicago, Offi ce of Technology and Intellectual Property [2007].
 54.  AUTM 2007 data. The fi gure also excludes the $700 million received by 

Northwestern late in the year.
 55.  Ninety- one percent of the licensing income reported by U.S. institutions re-

sponding to the fi scal year 2004 Association of University Technology Man-
agers survey came from institutions having one or more licenses that yielded 
$1 million or more a year in revenue.

 56.  This is the weighted average for the “fi xed” rate and the marginal rate above 
$1 million.

 57.  There is generally a close correlation between the number of licenses and the 
number of patents, but a patent can be associated with more than one license, 
and universities license nonpatented intellectual property such as software 
and “marked” items (for example, Gatorade, as mentioned in the text).

 58.  Ducor 2000.
 59.  The “blockbuster” inventors represent approximately 0.4 percent of the 

92,000 faculty in S&E doing research (See Appendix Tables 5- 15 and 5- 17, 
National Science Board 2010). Yet approximately 13 percent of faculty re-
ported on the 2003 Survey of Doctorate Recipients that they have been listed 
on a patent application in the past fi ve years. National Science Foundation 
2011b and Appendix. Survey of Doctorate Recipients.

 60.  Lach and Schankerman 2008. The research controls for university character-
istics such as size, academic quality, and research funding. It also uses the 
number of patent counts for an earlier period that falls outside the window 
of analysis to control for endogeneity.

 61.  Sauermann, Cohen, and Stephan 2010.
 62.  Hendrick 2009.
 63.  The nonprofi t or ga ni za tion Principalinvestigators .org also sees things differ-

ently: The subject heading of a July 28, 2010, e-mail was “IP & Patent 
Laws— Sitting on a Gold Mine.” It went on to say “You could be sitting on a 
potential gold mine! It’s right under your nose, in the form of intellectual 
property created by you & your lab. Don’t let your invention representing 
millions in potential revenue sit idle simply because you aren’t aware [of] IP 
& patent protection laws and other key aspects of moving innovation from 
your lab to the market.”

 64.  Jensen and Thursby 2001. It should also be noted that many universities al-
locate a part of the licensing fees to help support the faculty member’s lab or 
department.

 65.  Strictly speaking, one should speak of the expected utility of the sum, not the 
expected value.

 66.  Trainer 2004.
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 67.  Lissoni et al. 2008.
 68.  Czarnitzki, Hussinger, and Schneider 2009.
 69.  Markman, Gianiodis, and Phan 2008; Thursby, Fuller, and Thursby 2009.
 70.  See Waltz 2006.
 71.  Couzin 2008.
 72.  Buckman 2008.
 73.  See Institute for Systems Biology 2010.
 74.  A fact that is listed on Hsu’s curriculum vitae (2010).
 75.  Wilson 2000.
 76.  Ibid. See also “Inktomi Corporation,” 2010, Wikipedia,  http:// en .wikipedia 

.org/ wiki/ Inktomi _Corporation .
 77.  Brewer founded the Federal Search Foundation, a 501- 3(c) or ga ni za tion fo-

cused on improving consumer access to government information in 2000 and 
helped create USA .gov, the offi cial portal of the federal government, which 
was launched in September 2000. See his online biographical sketch, “Prof. 
Eric A. Brewer, Professor of Computer Science, UC Berkeley,” at  http:// www 
.cs .berkeley .edu/ ~brewer/ bio .html .

 78.  Edwards, Murray, and Yu 2006.
 79.  This is clearly an upper bound of the value of the portfolio for several rea-

sons. First, in the initial days of trading, the ability of insiders to trade is re-
stricted. Second, the market for these stocks is thin; the knowledge by the 
market of an insider making a large sale could have a signifi cant negative 
effect. Third, in many instances the scientists must exercise an option before 
a sale can be made. In some instances, the option price is miniscule ($0.001); 
in other instances, it can be more than $10.00. It should also be noted that in 
some instances stock is not held by the scientist but instead is in trust either 
for relatives or for a nonprofi t institution (Stephan and Everhart 1998).

 80.  The company was developing resveratrol, a substance found in grapes and in 
red wine. See “Money Matters” 2008. Glaxo suspended mid- phase 2 trial of 
SRT501 (a formulation of resveratrol) in May 2010 in patients with multiple 
myeloma after a number of patients developed a complication generally as-
sociated with the disease, which is a type of blood cancer. See Hirschler, 2010.

 81.  Kaiser 2008a, 35.
 82.  See Hsu 2010.
 83.  See Levy 2000.
 84.  Wilson 2000.
 85.  Ding, Murray, and Stuart 2009.
 86.  Stephan and Everhart (1998) studied 52 fi rms that made an initial public of-

fering in the early 1990s. They found that 67 percent of the forty- six compa-
nies that had SABs for which the form of compensation could be determined 
had offered stock options to the members.

 87.  One academic director, with a strong equity position in a biotechnology fi rm 
that made an initial public offering, received $68,500 in consulting fees in 
one year; another received around $5,000 (ibid.).

 88.  Litan, Mitchell, and Reedy 2008.
 89.  Goldfarb and Henrekson 2003.
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 90.  Although it is somewhat country specifi c, there are considerably fewer fac-
ulty start- ups in Eu rope. Some attribute this to an incentive system that pe-
nalizes faculty for attempting to commercialize science coming out of their 
research. For example, it has become quite common in the United States to 
grant faculty a leave of absence to start a fi rm, but it is considerably harder to 
get a leave of absence in Eu rope, and faculty risk losing their academic ap-
pointment. See Goldfarb and Henrekson 2003; Gittelman 2006.

 91.  Zucker, Darby, and Armstrong 1999.
 92.  See Frankson 2010.
 93.  Butkus 2007b.
 94.  Mowery et al. 2004.
 95.  Ibid.
 96.  Saxenian 1995.
 97.  Cohen, Nelson, and Walsh 2002.
 98.  Mansfi eld 1995. A study of 210 life science companies in 1994 found that 90 

percent indicated that they used academic con sul tants (Blumenthal et al. 1996).
 99.  Mansfi eld 1995.
 100.  Agrawal and Henderson 2002, 58.
 101.  Markman, Gianiodis, and Phan 2008; Thursby, Fuller, and Thursby 2009.
 102.  Thursby, Fuller, and Thursby 2009 identify approximately 6500 patent- 

inventor pairs at 87 PhD-granting departments at Research I universities. They 
fi nd considerable variation on patent assignments by discipline: patent-inventor 
pairs in engineering are far more likely to be assigned to industry (30.5 percent) 
than in the biological sciences (14.2 percent). The practice in the physical sci-
ences, 28.7 percent, is much closer to that in engineering. It is also interesting to 
note that there is considerable variation across universities: almost 50 percent 
of the Stanford patent-inventor pairs are assigned to industry compared with 17 
percent at Michigan and Prince ton, and 33 percent at Northwestern. The univer-
sity with the lowest percentage assigned to the university was University of Ari-
zona (25 percent); that with the highest was Columbia University (88 percent).

 103.  Mansfi eld 1995.
 104.  Jensen and Thursby (2001) found in a survey of technology transfer offi ces 

that over 75 percent of inventions licensed  were no more than a proof of 
concept: for 48 percent, no prototype was available; for another 29 percent, 
only a laboratory- scale prototype was available at the time of licensing.

 105.  See Figure 6- 1, Chapter 6.
 106.  Heller and Eisenberg 1998.
 107.  Argyres and Liebeskind 1998; Slaughter and Rhoades 2004.
 108.  For the relationship between the number of patents and the number of arti-

cles, see Carayol 2007; Wuchty, Jones, and Uzzi 2007; Stephan et al. 2007. 
For the relationship between the number of articles and the number of pat-
ents, see Franzoni 2009; Azoulay, Ding, and Stuart 2009; Fabrizio and Di 
Minin 2008; Breschi, Lissoni, and Montobbio 2007.

 109.  Another reason for complementarity relates to the fact that instruments and 
materials developed in the course of doing research are sometimes patented.

 110.  Thursby and Thursby 2010a. There is also no evidence that faculty who place 
a higher weight on monetary incentives, as mea sured by an interest in salary, 
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are more likely to engage in applied research (Sauermann, Cohen, and Stephan 
2010).

 111.  A large number of neurological disorders such as Alzeimer’s, Huntington’s, 
and Parkinson’s diseases are thought to be associated with problems “in the 
folding pro cess, the protein misalignments that arise and the strange protein 
structures that subsequently arise” (Thursby and Thursby 2010b).

 112.  Ibid.
 113.  Thursby and Thursby 2006;Thompson 2003. Universities may also have over-

invested in technology- transfer efforts. The goal of developing a strong tech-
nology transfer program is much like the goal of building a strong football 
team. The program is expensive, and only a few universities reap suffi cient re-
wards to even cover the cost of the TTO.

 114.  Krimsky et al. 1996.
 115.  Kaiser and Kintisch 2008.
 116.  Kaiser and Guterman 2008.
 117.  Ross et al. 2008.
 118.  There are, however, instances of “salary inversion,” where young faculty earn 

more than more se nior faculty who have either not been exceptionally pro-
ductive or who are not highly mobile.

 119.  Mansfi eld 1995.

4. The Production of Research: 
People and Patterns of Collaboration

 1.  Giacomini 2011.
 2.  IceCube Project pre sen ta tion made by Francis Halzen, conference at Hitot-

subashi University, March 25, 2010. Also see “IceCube Neutrino Observa-
tory,” 2010, Wikipedia,  http:// en .wikipedia .org/ wiki/ IceCube _Neutrino _Ob-
servatory. The project involved transporting more than 1 million pounds of 
cargo on over fi fty fl ights of a C-130 plane.

 3.  “David Quéré,” 2010, Wikipédia,  http:// fr .wikipedia .org/ wiki/ David _Quéré .
 4.  See Interfaces & Co 2011.
 5.  See Berardelli 2010, and “Roberto Carlos, the Impossible Goal,”  http:// www 

.youtube .com/ watch ?v = ZnXA0PoEE6Y. The fi nal score was 1- 1. Carlos scored 
at minute 22 and a French striker at minute 60.

 6.  Wang 2011.
 7.  Serendipity also plays a role in the production of knowledge. Although seren-

dipity is sometimes referred to as the “happy accident,” this is a misnomer. 
True, Pasteur “discovered” bacteria while trying to solve problems that  were 
confronting the French wine industry. But his discovery, although unexpected, 
was hardly “an accident.” Distinguishing between the unexpected and the “ac-
cidental” is especially diffi cult when research involves exploration of the un-
known. The analogy to discovery makes the point: Columbus did not fi nd 
what he was looking for— but the discovery of the new world was hardly an 
accident. (I thank Nathan Rosenberg for the analogy.)

 8.  Smartness was second, mentioned by 25 percent (Hermanowicz 2006).
 9.  Science (2008) 310:393.
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 10.  Science (2008) 320:431.
 11.  Shapiro’s patent was for a pro cess related to synthetic diamonds (Dimsdale 

2009).
 12.  Coyle 2009.
 13.  Simonton 2004.
 14.  Sauermann, Cohen, and Stephan 2010. The data come from the 2003 Survey 

of Doctorate Recipients. See National Science Foundation 2011b and the 
Appendix.

 15.  Long hours can, of course, also refl ect a lack of administrative skill. A suc-
cessful scientist who has worked in the nonprofi t sector, academe, and indus-
try once commented to me that academic science requires great administra-
tive skills and that academic scientists who work exceptionally long hours 
lack such skills.

 16.  Freeman et al. 2001b.
 17.  Rockwell 2009; Kean 2006. Paul Rabinow and Martin Kenney’s earlier 

work, which estimated that 30 to 40 percent of a faculty member’s time is 
spent on the grant application pro cess, is consistent with the survey’s results. 
Rabinow 1997, 43– 44; Kenney 1986, 18.

 18.  Science (2008) 320:431.
 19.  Harmon (1961) reports that PhD physicists have an average IQ in the neigh-

borhood of 140. Cox, using biographical techniques to estimate the intelli-
gence of eminent scientists, reports IQ guesstimates of 205 for Leibnitz, 185 
for Galileo, and 175 for Kepler. Roe (1953, 155) summarizes Cox’s fi ndings.

 20.  Summers’s remarks, which included the statement that the underrepre sen ta-
tion of women in science could be due to the “different availability of aptitude 
at the high end,” received a considerable amount of attention in the media. 
The comment may have contributed to his stepping down as president of 
Harvard the following year. For a verbatim copy of the remarks, see Summers 
2005.

 21.  Ceci and Williams 2009.
 22.  Induced pluripotent cells are adult stem cells that have the ability to grow 

into a variety of tissues in the same way that embryonic stem cells can. They 
could ultimately lead to the capacity to cure certain diseases using a patient’s 
own cells.

 23.  Wolpert and Richards 1988, 107.
 24.  Another reason is the belief that research experience is one of the best ways 

to encourage undergraduate students to aspire to careers in science and engi-
neering (see Chapter 7). Research productivity can also represent a “distinc-
tion” for scientists in settings other than research universities, distinguishing 
those who do not do research (the large group) from those who do (a small 
group) in these settings. See Fox 2010.

 25.  Stephan and Levin 1992.
 26.  There is literature suggesting that individuals coming from the margin—

“outsiders,” if you will— make greater contributions to science than those 
fi rmly entrenched in the system (Gieryn and Hirsch 1983). The incentives to 
stay current in one’s fi eld may also decrease over the career as one gets closer 
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to retirement and the present value of benefi ts from learning decrease. Other 
reasons for a relationship between age and productivity are explored by 
Stephan and Levin (1992). In studying Nobel laureates, they concluded that, 
although it does not take extraordinary youth to do prizewinning work, the 
odds decrease markedly by midcareer. There are substantial differences by 
fi eld: 54.5 percent of the physicists did their prize winning work before the 
age of 35. The comparable fi gure for chemists was 43.6 percent and for those 
winning the prize in medicine/physiology it was 43.2 percent. Stephan and 
Levin 1992 and 1993.

 27.  Hull 1988, 514.
 28.  Stephan 2008.
 29.  Details regarding research and staffi ng are available for seventeen of the twenty- 

six via laboratory webpages. Three other faculty have webpages for their 
laboratories that are not fully developed. For the other six, one can fi nd ref-
erence to the name of their laboratory when searching the Internet.

 30.  MIT Museum 2011.
 31.  Pines Lab 2009, specifi cally  http:// waugh .cchem .berkeley .edu/ people .html .
 32.  White Research Group 2011.
 33.  The laboratory also has fi ve graduate students, four undergraduate students, 

two research scientists, two staff scientists, and six technical associates. There 
are also a lab manager, two administrative assistants, one lab administrator, 
and one project manager. See Lindquist 2011.

 34.  Stephan, Black, and Chang 2007. Laboratories in other disciplines can be 
somewhat smaller. The Science and Engineering PhD and Postdoc Survey 
(SEPPS) conducted by Michael Roach and Henry Sauermann, fall 2010, found 
the average lab size across disciplines in S&E to be ten; the median to be eight 
(personal correspondence, Henry Sauermann).

 35.  Data come from the 2006 SDR. Relative to staff scientists, postdocs earn the 
most in the life sciences and the least in engineering. Calculations assume 
that non- tenure- track scientists who report research to be their primary ac-
tivity and do not have a professorial title are staff (or research) scientists. See 
National Science Foundation 2011b and Data Appendix.

 36.  Penning 1998.
 37.  Mervis 1998.
 38.  The NIH guidelines in 2010 called for a minimum salary of $37,740 for post-

docs with one or fewer years of experience, rising to $47,940 for postdocs in 
the fi fth year. See Stanford University 2010a.

 39.  Tuition at Stanford University for graduate school in 2010– 2011 was 
$12,900 per quarter for students taking 11 to 18 units (Stanford University 
2010c). Note that institutions cannot always recoup all tuition costs from a 
funding agency. NIH, for example, pays 60 percent of tuition and fees up to 
$16,000 per year on training grants. See National Institutes of Health 2010. 
Costs of graduate stipends vary by fi eld. See Chronicle of Higher Education 
(2009) for a 2008– 2009 survey of graduate research assistant stipends in 
several fi elds. The University of Wisconsin– Madison’s 2004 study of the costs 
for 50 percent RA appointments among “Big 10+” institutions in engineering 
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found that the median full cost (exclusive of indirect) was $29,000; the high 
was $48,000, and the low was $17,000. See Tuition Remission Task Force 
2006.

 40.  Postdocs in the life sciences on average reported earning $41,255 a year in 
2006 and working 2,643 hours a year. This results in an hourly wage rate, 
before fringe benefi ts, of about $15.60. The average wage rate (including tu-
ition) for a research assistant who works thirty hours a week, fi fty weeks a 
year, and attends a private university is about $31.00. That for a research as-
sistant who attends a public institution is about $20.00.

 41.  Lindquist 2011.
 42.  In doing so, the PI assumes some risk, because if the postdoc does not receive a 

fellowship, the PI is implicitly obligated to support the postdoc for a period.
 43.  See Hill and Einaudi 2010. The count excludes postdocs in the social sciences 

and psychology as well as postdocs in health. It is restricted to those working 
in academic graduate departments.

 44.  Specifi cally, 59 percent in the life sciences, 21 percent in the physical sciences 
(including mathematics and computer science), and 15 percent in engineering.

 45.  The actual number is 94,584 (the health sciences are excluded). Data come 
from the Survey of Graduate Students and Postdoctorates in Science and En-
gineering. National Science Foundation 2011d. Also see Data Appendix.

 46.  Black and Stephan 2010. Articles  were assigned to a U.S. university on the 
basis of the address of the last author. Internet searches  were used to deter-
mine the status of all authors on papers having ten or fewer authors and of 
fi rst and last authors for papers with more than ten authors. Articles are for 
a six- month period in 2007.

 47.  See Chapter 8 for a discussion of the role of the foreign born in U.S. science.
 48.  “When you’re in the university and you’re the PI, you are ‘God in your realm,’ 

she [Joan Rhodes] said (using a common formulation)” (Shapin 2008, 259).
 49.  Stephan and Levin 2002.
 50.  Davis 2005.
 51.  Marx 2007.
 52.  The only fi eld not to have experienced an increase in the number of coau-

thors was marine engineering— which went from 1.25 authors to 1.22 au-
thors (online supplementary material for Wuchty, Jones, and Uzzi 2006).

 53.  The “top” institutions are defi ned by the Institute for Scientifi c Information 
(ISI) in terms of publication counts, and they make up what are referred to as 
“Science Watch” institutions.

 54.  As is somewhat common practice when so many authors are involved, au-
thors are listed in alphabetical order. See the Fermi LAT and Fermi GBM 
Collaborations (Abdo et al. 2009).

 55.  Growth occurred in 168 of the 172 S&E subfi elds studied (Jones, Wuchty, 
and Uzzi 2008).

 56.  National Science Board 2010, appendix tables 5- 21 and 5- 22, are computed 
from the 2006 SDR.

 57.  Carely 1998.
 58.  Cochrane reviews refer to review articles coming out of the Cochrane Col-

laboration Review Groups, which support authors in “preparing and main-
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taining systematic reviews according to a common methodological frame-
work” (Mowatt et al. 2002, 2769). In some instances, the ghost authors  were 
editors.

 59.  Since 1985, the International Committee of Medical Journal Editors (2010) 
has published and updated the criteria.

 60.  Authorship on papers from the IceCube project is alphabetical, not by order 
of contribution. The group initially tried the latter for the fi rst twenty authors 
but found it to be too diffi cult and time consuming to establish the order.

 61.  According to U.S. patent law, one should be listed as an inventor if one has 
contributed to the initial conception of the invention (Section 35 of U.S.C 
102(f)).

 62.  Lissoni and Montobbio 2010.
 63.  Systems biology studies the relationship between the design of biological 

systems and the tasks they perform.
 64.  Levi- Montalcini 1988, 163.
 65.  Jones 2009.
 66.  Wuchty, Jones, and Uzzi 2007, 1037.
 67.  Jones, Wuchty, and Uzzi 2008. Work by Fox and Mohapatra (2007) fi nds that 

productivity, mea sured by counts of publication, is positively and signifi cantly 
related to collaboration within one’s department and collaboration outside 
one’s university. Note that although teams can enhance productivity through 
the specialization and collective knowledge they bring to bear on a problem, 
they may underperform on certain tasks due to social network and coordi-
nation losses. See discussion in Jones, Wuchty, and Uzzi 2008.

 68.  The IT data are collected for the universe of 1,348 four- year colleges, univer-
sities, and medical schools that have not undergone substantial or gan i za tion al 
change since 1980. See Winkler, Levin, and Stephan 2010.

 69.  Ding et al. 2010.
 70.  Agrawal and Goldfarb 2008.
 71.  Overbye 2007.
 72.  “PubChem,” 2009, Wikipedia,  http:// en .wikipedia .org/ wiki/ PubChem #Data 

bases .
 73.  Kolbert 2007, 68.
 74.  National Institutes of Health 2009g.
 75.  National Institute of General Medical Sciences 2009b. NIGMS discontinued 

the Glue Grants in the fall of 2009.
 76.  National Institute of General Medical Sciences 2011.
 77.  Bole 2010.
 78.  Eu ro pe an Commission 2007b, 2010. By way of contrast, the Eu ro pe an Re-

search Council (ERC), which was established in 2006, does not see fostering 
collaboration as its primary goal. Instead, it stresses economies of scale that 
could emerge in selecting research projects across countries.

 79.  By way of example, MIT and Stanford generate more than twice as many 
patent applications a year as does Harvard and report two or more times as 
many start- ups. They also receive considerably more funding from industry 
for research and signifi cantly more licensing income (Lawler 2008). Harvard 
also committed funds to create new departments that foster collaborative 
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research. A case in point: the commitment of $50 million in 2007 to begin a 
department of developmental and regenerative biology (Mervis 2007a, 449).

 80.  Offi ce of the Executive Vice President 2010. Earlier, in February 2009, Presi-
dent Drew Faust announced that the construction of the facility would pro-
ceed at a “slower pace” (Marshall 2009). Also see Groll and White 2010.

 81.  I thank Francesco Lissoni for suggesting this line of argument.
 82.  Some programs, such as the Medical College at the University of Pennsylva-

nia, have relaxed this rule and now consider for promotion individuals who 
continue to work with their mentor. The practice of awarding bonuses to fac-
ulty receiving grants is also incentive- incompatible with the increase in multi- 
investigator research projects— given that the bonus is generally awarded to 
the PI rather than to the members of the group.

 83.  The scientist may, of course, still be listed as an author on an article but is 
increasingly unlikely to play a leading role in the research.

 84.  Ben Jones deserves the priority for the idea. See Jones 2010b.

5. The Production of Research: Equipment and Materials

 1.  Gierasch was a professor in biophysical chemistry at the University of Dela-
ware. “As her research became increasingly biological she was attracted to a 
setting where her collegial interactions would offer top- notch biomedical re-
search thrusts. Adding to this had been her continuing diffi culty obtaining 
funds to purchase a high- fi eld NMR instrument in a setting where her lab 
would be the only major user.” She got an offer from Alfred Gilman, chair of 
the Department of Pharmacology at the University of Texas Southwestern 
Medical Center, who had become aware of her efforts to obtain a high- fi eld 
NMR. He informed her that she would have access to the equipment she 
needed at UT Southwestern. “Plainly speaking,” she says, “I was wooed by an 
NMR machine.” In addition to the NMR, UT Southwestern offered a strong 
environment for her research (Biophysical Society 2003).

 2.  Vogel 2000. Per diems are for a cage holding fi ve mice. The Institute offered 
the researcher a rate of $0.18 per cage.

 3.  Science (2008) 321:736, August 8.
 4.  Galison (2004, 46) points out that, although Switzerland’s technological in-

frastructure came late, “when Switzerland inaugurated its rail, telegraph, and 
clock network, synchronized time there was a very public affair— and Bern 
was its center.”

 5.  Quoted by Rosenberg 2007, 96.
 6.  de Solla Price 1986, 247.
 7.  Galison 2004. Quote is from Everdell 2003.
 8.  Cho and Clery 2009.
 9.  Lemelson- MIT Program 2003. Hood’s interest in tools and cutting- edge re-

search was instilled in him by his mentor William Dreyer, who reportedly told 
the then Caltech doctoral student “If you want to practice biology, do it on the 
leading edge and if you want to be on the leading edge, invent new tools for 
deciphering biological information” (Lemelson- MIT Program 2007).
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 10.  National Science Foundation 2009d; fi scal year 2009, table 78,  http:// www 
.nsf .gov/ statistics/ nsf10311/ pdf/ tab78 .pdf. The NSF survey that collects the 
information asks universities to report the portion of current fund expendi-
tures that went for the purchase of research equipment.

 11.  Ibid.
 12.  McCray 2000. It is estimated that a night on each Gemini scope is worth 

about $40,000; see “Gemini Observatory,” 2011, Wikipedia,  http:// en .wiki 
pedia .org/ wiki/ Gemini _Observatory .

 13.  Normile 2008. To subsidize the scientifi c work, the Japa nese agency that 
equipped the ship leases it to an oil- exploration operation.

 14.  The W. M. Keck Foundation funded the project, called the W. M. Keck Ob-
servatory. The observatory is managed by the University of California and 
the California Institute of Technology (W. M. Keck Observatory 2009).

 15.  SLAC’s focus has changed from studying high- energy physics to understand-
ing the properties of materials, such as protein structures, using the Linac 
Coherent Light Source (LCLS), an X-ray laser that came online in April 2009. 
See Cho 2006. According to the LCLS home page, the machine “produces 
ultrafast pulses of X-rays millions of times brighter than even the most power-
ful synchrotron source” ( http:// lcls .slac .stanford .edu). Also see SLAC National 
Accelerator Laboratory 2010.

 16.  See the discussion in Chapter 4.
 17.  The calculations include fringe benefi ts and are based on average twelve- 

month salaries.
 18.  Ehrenberg, Rizzo, and Jakubson 2007.
 19.  It is not only a question of fi nding others to help share the cost of the equip-

ment. Faculty also want to share equipment in order to preserve their own 
space and to minimize responsibility for paying for personnel to operate the 
equipment and for maintenance costs.

 20.  The cost includes some funds for operations and maintenance. In an NSF 
competition, the hosting institution must also pay for utilities, which can run 
into millions of dollars a year. Currently, the most powerful supercomputer at 
a U.S. academic institution is the University of Tennessee’s Kraken, which was 
funded with a $65 million grant from the NSF. The supercomputer is  housed 
at the Oak Ridge National Laboratory. The location was chosen because it 
had the necessary power supply, trained personnel, and appropriate space to 
 house the computer. NSF- funded supercomputers must allocate time to the 
NSF user base.

Many supercomputers are funded either by the state or by a business– 
university alliance, as in the case of Rensselaer Polytechnic Institute (RPI), 
which has a partnership with IBM. NSF funds only a minority of supercom-
puters, although it has funded most of the most expensive supercomputers 
on university campuses. See TOP500 (2010) for a list of supercomputers by 
location and source of funding.

One can think of a “supercomputer” as a state- of- the- art high- performance 
computer, the architecture of which can take many different forms. The de-
fi nition of “high per for mance” also varies. One rule of thumb used by the 
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supercomputer community is the “top 500 list” (ibid.), which ranks high per-
for mance computers in terms of how they perform on a set of linear algebra 
benchmarks. This is a fairly narrow (and often unrepresentative) metric of 
per for mance, but the top ten machines on the list are considered the fastest in 
the world (correspondence with Fran Berman, September 8, 2009, and con-
versation with Fran Berman September 14, 2009). In the fall of 2010, China 
introduced the Tianhe- 1A, which displaced the Jaguar XT5 system at Oak 
Ridge National Laboratory as the number one supercomputer on the “top 
500 list.” See Stone and Xin 2010 and Top500 2011.

Note that the term supercomputer is fairly fl uid; most work that was done 
on a supercomputer in the 1990s can now be done on work stations costing 
less than $4,000. Because many problems carried out by supercomputers are 
suitable for parallelization— splitting the problem into smaller parts to be per-
formed simultaneously— traditional supercomputers can be replaced by “clus-
ters” of computers that can be programmed to act as one large computer.

Supercomputers today are most likely to be used for high- calculation- 
intensive tasks, such as those in quantum mechanical physics. They are also 
used for molecular modeling. The Anton (by D. E. Shaw Research) is an ex-
ample of a supercomputer that is used for simulating molecular dynamics. 
The Anton currently costs approximately $13 million. See “Anton (Com-
puter)” 2009, Wikipedia,  http:// en .wikipedia .org/ wiki/ Anton _(computer) .

 21.  Advertisement in Science (2008) 319, March 28.
 22.  The Human Genome Project (HGP) was fi rst envisioned in 1985. In 1986, 

the U.S. Department of Energy decided to start funding research into genome 
mapping and sequencing. In 1988, the National Research Council recom-
mended the initiation of the HGP. James Watson was appointed the director 
of the NIH component of the effort in 1988. The actual sequencing effort be-
gan in earnest in 1990. Twenty centers in six countries (China, France, Ger-
many, Great Britain, Japan, and the United States) contributed to the effort. 
Five large centers played a dominant role: the Sanger Institute in the United 
Kingdom, the Department of Energy’s Joint Genome Institute in Walnut 
Creek, California, and NIH- funded centers at Baylor College of Medicine, 
Washington University School of Medicine, and the Whitehead Institute. See 
Collins, Morgan, and Patrinos 2003.

 23.  Because the Sanger method outperformed the Maxam and Gilbert method in 
terms of effi ciency and also used fewer toxic chemicals and lower amounts of 
radioactivity, it quickly became the method of choice. See “DNA Sequencing” 
2011.

 24.  Interview with Michael Hunkapiller (Dolan DNA Learning Center 2010).
 25.  Nyrén 2007.
 26.  Lemelson- MIT Program 2003.
 27.  Biotechnology Industry Or ga ni za tion 2011.
 28.  Collins, Morgan, and Patrinos 2003.
 29.  Jenk 2007.
 30.  Stephan 2010a.
 31.  Stephan 2010a. Not all of the increased effi ciency was due to advances in 

sequencing technology. Improvements in library production, template prepa-
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ration, and laboratory information management meant that “less human in-
tervention was required” (Collins, Morgan, and Patrinos 2003, 289).

 32.  Cohen 2007.
 33.  Wade 2000. Science in February 2001 featured Mike Hunkapiller and his 

team at Applied Biosystems as one of the unsung heroes of the HGP for hav-
ing “developed the lightning- speed PE Prism 3700 machine” (“The Human 
Genome. Unsung Heroes” 2001).

 34.  Collins, Morgan, and Patrinos 2003, 288. Applied Biosystems was called 
PE Biosystems for a time but in 2000 reverted to being known as Applied 
Biosystems.

 35.  Competition also played a role in accelerating the time it took to map the 
genome. The HGP was a public effort, funded by various governments and 
nonprofi t organizations. But in 1998 Craig Venter and the company he helped 
to found, Celera, entered the race to sequence the human genome, relying on 
the Prism 3700 machine when it became available in 1999. When the an-
nouncement was made that a working draft of the genome had been compiled 
in June 2000, it was joint— issued by the HGP and Celera. When the genome 
was published in February 2001, it was published simultaneously by the two 
groups.

 36.  The company was a subsidiary of CuraGen, a company that Rothberg had 
founded earlier. Rothberg lost control of 454 in 2007 when CuraGen sold it 
to Roche for $140 million (Herper 2011).

 37.  Science (2009) 323:1400. Accuracy issues mean that faster does not neces-
sarily mean cheaper. See Church 2005. Length does really matter: the longer 
the stretch of bases in each fragment, the easier it is to assemble a complete 
genome.

 38.  Cohen 2007.
 39.  “454 Life Sciences,” 2011, Wikipedia,  http:// en .wikipedia .org/ wiki/ 454 _Life 

_Sciences .
 40.  Ibid.
 41.  Rothberg Institute for Childhood Diseases 2009.
 42.  Wade 2009.
 43.  Cohen 2007.
 44.  Stephen Quake, quoted by Wade 2009.
 45.  Illumina (2009), Genome Analyzer IIx.
 46.  Herper 2011.
 47.  Earlier in the year, scientists working at Complete Genomics, along with sci-

entists at Harvard and Washington University, published a paper in Science 
describing their sequencing platform. See Drmanac et al. 2010.

 48.  Bowers 2009.
 49.  The machine costs $500 per run (Pollack 2011).
 50.  The RS sells for $695,000 (The Scientist Staff 2010).
 51.  J. Craig Venter Institute 2008.
 52.  McGraw- Herdeg 2009.
 53.  X Prize Foundation 2011.
 54.  Collins 2010a.
 55.  New York Times Editors 2010.
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 56.  Paynter et al. 2010.
 57.  Berg, Tymoczko, and Stryer 2010.
 58.  See National Institute of General Medical Sciences 2007a, 1– 2. The concern 

about the lack of biological relevance led NIGMS to redirect the PSI. Rather 
than solve any structure, the new initiative, known as “PSI: Biology,” seeks to 
solve the structure of proteins nominated from the biological research com-
munity and considered of great biological interest (National Institute of 
General Medical Sciences 2009c).

 59.  Correspondence from Thermo Scientifi c.
 60.  See “X-Ray Crystallography,” 2011, Wikipedia,  http:// en .wikipedia .org/ wiki/ 

X -ray _crystallography .
 61.  Work on protein structure has been rewarded by a number of Nobel Prizes. 

For example, Roger Kornberg won the Nobel Prize in 2006 in chemistry for 
solving the three- dimensional structure of RNA polymerase. Rod MacKin-
non won the 2003 Nobel Prize in chemistry for publishing in 1998 “the fi rst 
high- resolution structure of an ion channel, a member of the class of proteins 
that facilitates the transport of ions through cellular members and thus makes 
nerve impulses and other key biological pro cesses possible.” John Kendrew 
and Max Perutz shared the 1962 Nobel Prize in chemistry for being fi rst to 
publish high- resolution protein structures. Aaron Klug won the Nobel Prize 
in chemistry in 1982 for his 1964 work showing that “the principles of struc-
ture determination by X-ray diffraction could be used to develop crystallo-
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Notes to Pages 139–142 p 281



faculty with external research support received an average of 36 percent of 
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 145.  Hall, Mairesse, and Mohnen 2010.
 146.  Mansfi eld 1991a. An approach that is more inclusive estimates social rates of 

return to publicly funded R&D using the production function approach laid 
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social rates of return of 9.6 percent.

 147.  Mansfi eld 1991b, 26.
 148.  Berg 2010. The study did not control for quality of the publications and may, 

of course, have reached different conclusions if quality  were controlled for.
 149.  Azoulay, Zivin, and Manso 2009.
 150.  Kaiser 2009c.
 151.  Ignatius 2007.
 152.  E-mail to Paula Stephan, February 24, 2009, with draft of comments for 

March 1 conference.
 153.  See Stephan and Levin 1992, 1993. Ben Jones (2010a) shows that the age at 

which scientists make exceptional contributions has increased over time.
 154.  Freeman and Van Reenen 2008. The authors also point out that research sup-

port not only produces knowledge but also contributes to the human capital 
of the people doing the research. This is another reason for supporting young 
researchers.

7. The Market for Scientists and Engineers

 1.  The fact that gas prices fell also helped by lowering demand.
 2.  Borjas and Doran use rec ords from the American Mathematical Society to 

show that the unemployment rate among new doctorates in mathematics 
granted by U.S. institutions more than qua dru pled between 1990 and 1995 
while the employment rate of newly- minted PhDs at a PhD- granting institu-
tion declined by a third (See Borjas and Doran 2011, Figure 4).

 3.  Davis 1997, 2.
 4.  Ibid., 4.
 5.  Data are for 2003 and come from the National Survey of College Graduates. 

The academic count includes those working at four- year colleges and universi-
ties, medical schools, and research institutes. The count excludes the social and 
behavioral sciences. Only those in the labor force who are age 70 or younger 
are counted. See National Science Foundation 2011a and the Appendix.

 6.  Data come from the National Science Foundation’s Survey of Earned Doc-
torates, which is administered to all PhDs at or near the time of graduation 
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and has approximately a 92 percent response rate. See National Science Foun-
dation 2011c and the Appendix.

 7.  The decline among U.S. men receiving PhDs in science and engineering 
occurred disproportionately at less prestigious, smaller PhD- granting in-
stitutions. The increase among women occurred disproportionately at less 
prestigious institutions. See Freeman, Jin, and Shen 2007.

 8.  Ryoo and Rosen 2004, fi gure 4.
 9.  Gaglani 2009.
 10.  Ibid.
 11.  Application data come from a survey administered by the Council of Gradu-

ate Schools (2009, 14). Eighty- four percent of all doctoral institutions re-
ported an increase in applications from U.S. citizens and permanent residents. 
For all doctoral institutions, the average increase was 10 percent. Enrollment 
data are for enrollment trends at doctoral institutions. They represent the 
average increase by institution, not the percentage increase for all institutions 
(ibid., 15).
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egory “physical sciences” includes math and computer sciences.
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Business Week survey and is for 2006, calculated on the basis that 2006 was 
9 percent less than those reported for 2008 in the article. It is an average that 
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 16.  Salary increases are computed using the Current Population Survey Outgo-
ing Rotation Group (CPS ORG) data. See footnote 18.

 17.  Salary is for 2008 grown at 3 percent to 2011 and comes from 2008– 2009 
Faculty Salary Survey (University of Oklahoma), discussed in Chapter 3. Salary 
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 18.  The present- value calculations assume a discount rate of 3 percent. The 
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logical sciences in the 2006 Survey of Doctorate Recipients. All calculations 
assume that individuals retire at age 67. See National Science Foundation 
2011b and the Appendix.
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 27.  Jacobsen 2003; Halford 2011.
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 33.  For each fi eld, the top- ten programs, as ranked by the National Research Coun-
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2009b).
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riod. Earlier data come from Stephan 2010, table 2. National Science Foun-
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 38.  Baccalaureate institutions send a disproportionate share of their graduates on 
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Technology heads the list in terms of the propensity of undergraduates to ob-
tain a PhD in science and engineering; MIT, the University of Chicago, and 
Prince ton are not far behind (Burrelli, Rapoport, and Lehming 2008).

 39.  The comic strip is the brainchild of Jorge Cham and was started when he was 
a graduate student at Stanford in response to a call from the student newspa-
per for a new comic strip (Coelho 2009).

 40.  In an effort to improve information fl ows, Geoff Davis (2010) has created 
the website ( http:// graduate -school .phds .org) that provides information on a 
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bachelor’s degrees relative to men receiving bachelor’s degrees. Likewise, 63 
percent of the increase in the ratio of underrepresented minorities to non- 
minority PhDs is due to growth in the ratio of minority to non- minority bach-
elor’s degree recipients. Source: Freeman’s tabulations from data obtained 
from the Survey of Earned Doctorates (National Science Foundation 2011c 
and the Appendix) and the U.S. Department of Health, Education, and Wel-
fare. See Stephan 2007b.

 42.  Stellar economic talent was drawn to the question of shortages after the 
launch of Sputnik. First, Blank and Stigler (1957) published a book on the 
demand and supply of scientifi c personnel; then Arrow and Capron (1959) 
wrote an article concerning dynamic shortages in scientifi c labor markets.

 43.  The working draft was titled “Future Scarcities of Scientists and Engineers: 
Problems and Solutions, Division of Policy Research and Analysis,” National 
Science Foundation. The report was eventually published (National Science 
Foundation 1989).

 44.  NSF Director Neal Lane in testimony before the NAS Committee on Science, 
Engineering, and Public Policy, July 13, 1995 (Subcommittee on Basic Re-
search 1995).

 45.  Quoted in Teitelbaum 2003.
 46.  Stephan 2008.
 47.  See Ryoo and Rosen 2004.
 48.  In response to forecast error, a National Research Council Committee was 

created to examine issues involved in forecasting demand and supply. The 
committee was chaired by Daniel McFadden, who shared the 2000 Nobel 
Memorial Prize in Economics the year the report was issued. The report should 
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committee concluded that forecast error could occur from: (a) misspecifi ca-
tion of models, including variables, lag structure, and error structure; (b) 
fl awed data, or data aggregated at an inappropriate level; (c) unanticipated 
events. Even if model specifi cation and lag structure are improved upon, un-
anticipated events continue to plague the reliability of forecasts. Both the fall 
of the Berlin Wall and the events of 9/11 had profound effects on scientifi c 
labor markets and would have been diffi cult to incorporate into any forecast-
ing model. National Research Council 2000.
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life- science research is declining.” See National Research Council (1998) and 
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port, and currently the president of Prince ton University, told Science maga-
zine that she found the 2002 data “appalling.” She went on to say that the 
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 51.  See Freeman and Goroff 2009, appendix.
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count for the numerous errors that it contains. By way of example, the report 
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2004 than in 1956 (“Fact and Fiction” 2008). The fi rst edition of the report 
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 53.  National Academy of Science 2007, 3.
 54.  The report called for stronger research and development tax credits to encour-

age private investment in innovation and the provision of tax incentives for 
U.S.- based innovation. It also recommended an increase of 10 percent each year 
over the next seven years in the federal investment in long- term basic research.

 55.  The count excludes postdocs working in industry, in government, academic 
departments without graduate programs, and at FFRDCs.

 56.  Data come from National Science Foundation 2011d. Also see the Appendix.
 57.  Tuition at Stanford University for enrollment in most graduate programs was 

approximately $13,000 a quarter in 2010. Stanford University 2010c.
 58.  These estimates are based on a comparison of counts from the NSF Survey of 

Doctorate Recipients and the NSF Survey of Graduate Students and Postdoc-
torates in 2001. (See National Science Foundation 2011b and 2011d and the 
Appendix.) For example, in 2001, when there  were just under 29,500 post-
docs working in the United States, 17,900 academic postdocs with tempo-
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earned in the United States. Mark Regets (2005) attributes the difference in 
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number of PhDs awarded (National Science Board 2004, fi gure 2- 38). See 
discussion in Chapter 8.
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search grants for the 30 percent supported on nonfederal funds (National 
Science Foundation 2008, table 50).
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 67.  Mea sures of the strength of the job market are notoriously diffi cult to con-

struct. For example, information on academic job vacancies is not readily 
available (Ma and Stephan 2005).

 68.  Ibid.
 69.  Mervis 2008a.
 70.  The best postdoc position, in terms of in de pen dence, is often the fi rst. There-

after, the postdoc is more likely to move into a supporting research role.
 71.  Stanford University 2010a. The NIH guidelines for 2010 state a minimum of 

$52,058 for postdocs with seven or more years of experience.
 72.  National Postdoctoral Association 2010.
 73.  Benderly 2008. The  union represents approximately 6,500 postdocs. Some of 
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sented in this and other chapters.

 74.  Minogue 2010.
 75.  U.S. Bureau of Labor Statistics 2011b.
 76.  American Institute of Physics 2010.
 77.  Geoff Davis (2005) reports that 1,110 of the 2,770 respondents indicated 

that they  were looking for a job. Among these, 72.7 percent  were “very inter-
ested” in a job at a research university and 23.0 percent  were “somewhat 
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 78.  Puljak and Sharif 2009.
 79.  Fox and Stephan 2001. The National S&E PhD & Postdoc Survey (SEPPS) 

conducted in 2010 found that 50 percent or more of individuals in biologi-
cal/life sciences, physics, and computer sciences PhD programs reported that, 
putting job availability aside, their most preferred career was as a faculty 
member doing research. Sauermann, 2011.

 80.  Ehrenberg and Zhang 2005.
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 82.  National Association of State Universities and Land- Grant Colleges (NA-
SULGC) Discussion Paper, 2009.

 83.  Data for University of Washington and Pennsylvania State University come 
from Ghose (2009).

 84.  Computed from University of Michigan 2010, which shows the total bud get 
to be $5.067 billion and the amount received from the state to be $320 
million.

 85.  Bunton and Mallon 2007. At 12 other institutions the fi nancial guarantee is 
not clearly defi ned and at 3 it is “other.”

 86.  Stephan 2008.
 87.  See Rilevazione Nuclei 2007 for information regarding faculty positions in 

Italy.
 88.  Schulze 2008.
 89.  The ratios are for the period 1996 to 2004 (ibid.).
 90.  The typical academic career path in Germany involves preparing the Habili-

tation. After completion, and pending availability of a position, one is hired 
into a C3 position, which must be at an institution other than where the 
Habilitation was prepared.

 91.  Ibid.
 92.  Kim 2007.
 93.  Stephan and Levin 2002.
 94.  This is not to say that one gets job security upon graduating. One may have 

to wait many years to get such a position, serving as a postdoc or teaching 
assistant, or even providing “free ser vice” in an academic department. But 
once an individual does land such a job, it comes with job security.

 95.  Cruz- Castro and Sanz- Menéndez 2009.
 96.  University of California Newsroom 2009. The furlough policy effectively 

cuts salaries from 4 to 10 percent, with those in the higher salary brackets 
taking the largest cut. This means that most tenure- track faculty took a 10 
percent cut.

 97.  Faculty are also civil servants in Norway and Spain. However, in Norway, 
some negotiation over salary occurs at the time one is hired; although faculty 
in the same wage class get the same raise, there is also some room for adjust-
ment based on per for mance. In Spain, a review pro cess has been in place for 
more than eigh teen years that evaluates tenured individuals based on their per-
for mance for a “sexenio,” which is accompanied by a 3 percent raise (Fran-
zoni, Scellato, and Stephan 2011).

 98.  Lissoni et al. 2010.
 99.  The pro cess is different for medicine, law, and engineering.
 100.  Lissoni et al. 2010.
 101.  Recent reform in France gives university presidents the power to appoint ad 

hoc recruitment committees with 50 percent external members (Brézin and 
Triller 2008).

 102.  Pezzoni, Sterzi, and Lissoni 2009.
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 103.  There is another reason, not discussed  here, why cohort may matter; this re-
lates to what is occurring in scientifi c theory and practice when the scientist 
is being trained. The key to what is often referred to as the “vintage” hypoth-
esis is that some scientists are particularly lucky in that they learn theories or 
techniques while in graduate school that remain relevant for an extended 
period of time. But other scientists are not so lucky, receiving their training in 
theories and techniques that rapidly fade from importance. Particularly for-
tunate are scientists and engineers who receive their training at the time the 
change is actually occurring and thus get in on the ground fl oor of a new 
approach or school of thought. Stephan and Levin (1992).

 104.  Black and Stephan 2004.
 105.  Borjas and Doran (2011, 33) show that mathematicians who wrote disserta-

tions “on topics similar to those that interested the newly hired Soviets expe-
rienced a substantial decline in the quality of their fi rst academic placement 
after 1992.” The authors defi ne a Soviet émigré mathematician to be one 
employed at a U.S. institution and who also published one or more papers 
after coming to the United States. Using this defi nition, there  were 272 Soviet 
émigré mathematicians; they represented approximately 13 percent of the 
Soviet mathematics population and  were drawn from the elite- tail of the So-
viet distribution. See also note 2.

 106.  Carpenter 2009.
 107.  Ibid. The discussion focuses on individuals seeking positions in academe. But 

cohort effects can also be felt by those seeking positions in industry or gov-
ernment. Because job market conditions are tied to the overall per for mance 
of the economy, cohort effects are strongly correlated across sectors.

 108.  For early work on the relationship of productivity to place, see Blackburn, 
Behymer, and Hall 1978; Blau 1973; Long 1978; Long and McGinnis 1981; 
Pelz and Andrews 1976.

 109.  Oyer 2006. To quote Borjas and Doran (2011, 28) “It is very diffi cult for aca-
demics to reenter the publications market once they have taken some years off 
from successful active research. In academia, the short run is the long run.”

 110.  Cohort effects have been studied by others. For example, Oreopoulos, Von 
Wachter, and Heisz (2008) have studied the effect of graduating during a re-
cession. The results “point to an important role for initial job placement in 
determining long- term labor market success.” New entrants hired during a 
typical recession usually start out taking a 9 percent loss compared with 
those whose careers start in nonrecession times. This halves within about fi ve 
years and disappears after ten.

 111.  Merton 1968, 58. See Chapter 2.
 112.  National Research Council 1998.
 113.  Data in the report allow one to differentiate between general life sciences 

and the biomedical sciences. The data provided  here are for the biomedical 
sciences.

 114.  All data are taken from National Research Council 1998.
 115.  Ibid., 8.
 116.  Garrison and McGuire 2008, slide 18. Training grants  were established in 

1974 when Congress established the National Research Ser vice Awards 
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(NRSA). In the early years, the program provided over two- thirds of the sup-
port for graduate and postdoctoral training. Today it funds about 15 percent 
of the total number of trainees. See Committee to Study the Changing Needs 
for Biomedical, Behavioral, and Clinical Research Personnel (2008).

 117.  National Research Council 1998, 91.
 118.  These programs are only now beginning to be evaluated.
 119.  Calculations are based on the Survey of Doctorate Recipients. See National 

Science Foundation 2011b and the Appendix.
 120.  Data are for PhDs fi ve to six years after receiving their PhD in the biomedical 

sciences and are calculated from the 2006 Survey of Doctorate Recipients. 
See National Science Foundation 2011b and the Appendix.

 121.  Stephan 2007a.
 122.  Elias Zerhuni and the NIH leadership put special emphasis on the young; the 

number awarded to new investigators has grown recently. See Chapter 6.
 123.  Data come from the NIH Offi ce of Extramural Research (OER), and  were 

prepared for The Association of American Medical Colleges’s GREAT group 
(Graduate Research Education and Training) (Stephan 2007a).

 124.  Nature Editors 2007. The editorial was based on data released by the Federa-
tion of American Societies for Experimental Biology (FASEB) summarizing 
the career trajectories of young life scientists.

 125.  National Research Council 2005. The report also made several other recom-
mendations, including a small grants program for individuals who do not 
have principal investigator status.

 126.  Twenty- three of the thirty entering- class members could be located in the fall 
of 2008 when Jeffrey Mervis set about interviewing them (Mervis 2008a).

 127.  Ibid., 1624.
 128.  By way of example, fewer U.S. citizens now opt to take a postdoc position, a 

necessary step to becoming a faculty member.
 129.  Levitt 2010.
 130.  National Research Council 2011, 3. The committee was charged with evalu-

ating National Research Ser vice Awards, administered by the NIH.
 131.  National Research Council. 2011, viii.
 132.  Ibid.
 133.  Ibid., 5.

8. The Foreign Born

 1.  Data are for 2008. See Figures 8.1 and 8.2.
 2.  The fi ve highest, in terms of country of origin, are China (7.5 percent), India 

(4.9 percent), the United Kingdom (2.3 percent), the former Soviet  Union 
(2.0 percent), and Canada (1.5 percent). Data are as of 2003; National Sci-
ence Board 2010, appendix, table 3- 10.

 3.  Graduate students generally enter on an F-1 visa, although if they come on a 
certain type of fellowship, usually foreign- funded (such as a Fulbright), they 
hold a J-1 visa (Hunt 2009, 7).

 4.  Postdocs are generally  here on a J-1 visa, although since a policy change in 2001 
universities have increasingly applied for H-1B visas for postdoctoral fellows.
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 5.  Occasionally, students or postdocs win one of the 50,000 green cards in the 
U.S. Government Diversity Visa Lottery program.

 6.  Naturalization is the pro cess whereby U.S. citizenship is granted to a foreign 
citizen or national. Usually an applicant for naturalization has already estab-
lished permanent residency. See U.S. Citizenship and Immigration Ser vices 
2011. Data often differentiate between citizens who are naturalized and 
those who are born citizens.

 7.  Some databases also include information regarding the place of birth.
 8.  Data  were calculated by Patrick Gaulé (e-mail to Paula Stephan, 2010); they 

are computed for professors listed in the 2007 Directory of Graduate Research 
of the American Chemical Society as belonging to a chemistry department in a 
U.S. research- intensive university, using the Carnegie classifi cation. Of the 
6,008 faculty in these departments, the country of undergraduate education 
can be determined for all but 626.

 9.  By contrast, the thirteen physicists at Stanford who received their bachelor’s 
training abroad attended college in a wide variety of countries. Germany 
headed the list with three, two faculty trained in Rus sia and another two in 
the United Kingdom. The others trained in Canada, Australia, Israel, Italy, 
Taiwan, and China.

 10.  See Ding and Li 2008.
 11.  Ben- David 2008.
 12.  The H-1B is a nonimmigrant visa that allows U.S. employers to hire nonciti-

zens on a temporary basis in occupations requiring specialized knowledge.
 13.  To be more specifi c, foreign born refers to permanent and temporary resi-

dents and those who indicated they had applied for citizenship by the time 
the doctorate was received.

 14.  Association of American Medical Colleges 2003. The data for medical schools 
are for 2000.

 15.  Patrick Gaulé, e-mail to Paula Stephan, 2010.
 16.  Data are for 2003 and come from the National Survey of College Graduates 

(National Science Foundation 2011d and the Appendix). The analysis in-
cludes those working at four- year colleges and universities, medical schools, 
and research institutes. It is restricted to those in the labor force who are age 
70 or younger. It excludes the social and behavioral sciences.

 17.  The methodology assumes that approximately 20 percent of new faculty 
hired in the last ten years received their PhDs outside the United States. See 
Stephan 2010b.

 18.  This is not to say that foreign students  were not a presence in U.S. graduate 
programs prior to the 1960s. Between 1936 and 1956, foreign students made 
up 19 percent of PhDs awarded by U.S. universities in engineering, 10 per-
cent in the physical sciences, and 12 percent in the life sciences (National 
Academy of Sciences 1958).

 19.  The Act was designed to prevent po liti cal persecution of Chinese students in 
the aftermath of the 1989 Tiananmen Square protests. It granted permanent 
residency to all Chinese student nationals who arrived in the United States 
on or before April 11, 1990.
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 20.  National Science Board 2010, appendix, table 2– 18. For 2007, see Burns, 
Einaudi, and Green 2009, table 3.

 21.  All data come from WebCASPER (National Science Foundation, 2010c). 
Foreign is defi ned to include temporary as well as permanent residents. If the 
analysis is restricted to temporary residents, the percentages (for 2008) are as 
follows: engineering, 57.1 percent; math and computer science, 52.1 percent; 
physical sciences, 40.8 percent; and life sciences, 29.3 percent.

 22.  The data come from National Science Board (2008, appendix, table 2- 11). 
They are calculated for individuals who received their PhD in 2005, and 
S&E includes health fi elds. Alternative modes of primary support not men-
tioned above are “personal,” “teaching assistantships,” “other assistantships,” 
“traineeships,” and “other.” Note that although there are a large number of 
training grants (the NIH alone supports over 3,200 students on training 
grants each year) only 276 of all new PhDs reported this as their primary 
means of support. This refl ects the fact that the duration of most training 
grants is one to two years and thus is not the primary means of support while 
in graduate school.

 23.  Falkenheim 2007, table 10.
 24.  The calculations are for degrees awarded between 2004 and 2006. A few 

years earlier, Berkeley had been the number- one undergraduate source insti-
tution (Mervis 2008c, 185).

 25.  In the early part of the twentieth century, many of China’s leading scientists 
trained in the United States (Bound, Turner, and Walsh 2009, 81).

 26.  Data from National Science Foundation 2006, table S-2.
 27.  A large number of Ira ni ans left Iran as a result of the fall of the Shah. A num-

ber of those who left eventually ended up in PhD programs in the United 
States. As a result, the percentage of U.S. PhDs awarded to Ira ni ans increased 
in the 1980s to 4.8 percent, but the number of new PhD students coming 
from Iran declined.

 28.  Kim 2010. A similar phenomenon is occurring among Japa nese, but in this 
instance among Japa nese postdoctoral students. Although in the past many 
young Japa nese used to come to the United States and Eu rope for postdoc-
toral training, today, facing a challenging job market, they stay close to home, 
fearing that they may not fi nd a job upon their return. See Arai 2010, 1207.

 29.  The cohort that entered college in China in 1978 contributed 46.6 percent of 
the 11,197 PhDs awarded to Chinese students in the United States between 
1985 and 1994 (Blanchard, Bound, and Turner 2008, 239).

 30.  This number comes from National Science Foundation 2009b, table 12.
 31.  Blanchard, Bound, and Turner 2008, 241.
 32.  Ibid., table 16.1. The percentage attending top- fi ve programs is considerably 

lower: 5.3 percent of Chinese students in chemistry received a PhD from a 
top- fi ve department, 8.3 percent of those in physics received a degree from a 
top physics department, and 6.3 percent of those in biochemistry received a 
degree from a top biochemistry department (Bound, Turner, and Walsh 2009, 
table 2.2). The data are for Chinese students who received a Ph.D. be-
tween 1991 and 2003. Only one of the PhD students from Yale’s program in 

Notes to Pages 188–190 p 293



molecular biophysics and biochemistry (discussed in Chapter 7) was Chinese, 
indicative of the strong interest among U.S. students in biochemistry pro-
grams (Mervis 2008c).

 33.  Blanchard, Bound, and Turner 2008, table 16.1.
 34.  Students from foreign baccalaureate institutions also cluster at certain U.S. 

institutions. According to the National Science Foundation (2009b) tabula-
tions, Texas A&M produces the second largest number of PhDs with tempo-
rary visas in the United States. Texas A&M reports that Seoul National Uni-
versity is second only to Texas A&M itself in supplying doctoral candidates to 
A&M. Moreover, among the top fourteen institutions, only fi ve are outside of 
Texas: Seoul National, National Taiwan University, Tsinghua University, 
University of Mombai, and Oklahoma State University. See Texas A&M Uni-
versity 2009, fi gure 17.

 35.  Tanyildiz 2008. Tanyildiz estimates a random utility model of the choice 
of PhD institution by temporary residents from the four countries. Tanyildiz 
fi nds no support that Indian and Turkish students are more likely to attend 
institutions with heavier concentrations of Indian and Turkish faculty.

 36.  Gaulé and Piacentini 2010a.
 37.  Faculty  were determined to be native on the basis of their last name and the 

undergraduate institution they attended. Nationalities of faculty  were deter-
mined on the basis of name, as was the nationality of students (Tanyildiz 
2008).

 38.  The methodology for computing the rates matches social security numbers to 
earnings rec ords for groups of doctoral recipients and was developed by Mi-
chael G. Finn at Oak Ridge. The latest report was published in 2010 and uses 
2007 data.

 39.  Michael G. Finn, personal correspondence with Paula Stephan, 2010.
 40.  Finn 2010, table 14.
 41.  According to the Korean Research Foundation, 52.8 percent of recipients of 

PhDs from foreign countries who registered their degrees during the period 
from 2000 through August 2007 received their training in the United States. 
At prestigious South Korean universities, U.S. PhDs dominate. For example, 
at Seoul National University, 52.6 percent of the professors with PhDs re-
ceived their training in the United States. The two other premier science and 
engineering universities in South Korea— Korea Advanced Institute of Science 
and Technology, and Pohang School of Technology— also have high propor-
tions of U.S. PhDs. At the former, 84 percent of science professors received 
their doctorates in the United States, and almost three- quarters of the engi-
neering faculty  were trained in the United States. At the latter, seven- eighths 
of the science professorate  were trained in the United States, and fi ve- sixths 
of the engineering professorate  were trained in the United States. See Stephan 
2010b.

 42.  Blanchard, Bound, and Turner 2008, table 16.1.
 43.  It is not possible to get estimates of the number of postdoctoral fellows who 

have permanent visa status. See Chapter 5, note 55 for data limitations.
 44.  Regets 2005. The estimate that fi ve out of ten earned their PhDs abroad is 

based on a comparison of counts from the NSF Survey of Doctorate Recipients 
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and the NSF Survey of Graduate Students and Postdoctorates in 2001 (Na-
tional Science Foundation 2011b and 2011d and the Appendix). For exam-
ple, in 2001, 17,900 academic postdocs with temporary visas  were reported 
through the Survey of Graduate Students and Postdoctorates, while only 
3,500 postdocs with temporary visas  were reported in the Survey of Earned 
Doctorates, which only collects data on doctorates earned in the United States. 
The difference in these counts is attributed to postdocs with PhDs earned 
outside the United States.

 45.  The number of temporary- resident postdoctoral fellows in the life sciences 
went from 3,341 in 1985 to 11,958 in 2008. This does not include medical 
or “other life sciences.” Data come from National Science Foundation Survey 
of Graduate Students and Postdoctorates (National Science Foundation 
2010c and the Appendix. Also available on WebCASPAR).

 46.  Davis 2005,  http:// postdoc .sigmaxi .org/ results/ tables/ table8 .
 47.  Stephan and Ma 2005.
 48.  We know little about how the support mechanism for postdocs on temporary 

visas differs from that of U.S. citizens. This is because the National Science 
Foundation Graduate Students and Postdoctorates in Science and Engineer-
ing Survey that collects data on postdocs does not collect source of support 
by visa status (National Science Foundation 2011d and the Appendix). What 
we do know, however, is that the number of postdocs supported in science 
and engineering on federal funds exceeds the number on temporary visas. See 
National Science Foundation 2008, table 50.

 49.  Phillips 1996.
 50.  Zhang 2008. The analysis controls for fi eld fi xed effects, year fi xed effects, and 

other covariates, including the number of college graduates for the cohort. 
Note that a variety of crowd- out effects could occur, but Zhang only tests one 
type of effect. For example, the number of both foreign and domestic doctoral 
students could increase, but the number of U.S. doctorate recipients might 
increase more if there had not been an increase in the foreign born.

 51.  Attiyeh and Attiyeh (1997) fi nd that graduate schools, in four out of the fi ve 
fi elds they studied, gave preferential treatment to native applicants over foreign 
applicants. The four fi elds are biochemistry, mechanical engineering, mathe-
matics, and economics. The one fi eld that did not show preferential treatment 
was En glish.

 52.  George Borjas’s research is consistent with a crowd- out effect for whites, espe-
cially white men, for programs whose institutions rank in the top half. He 
fi nds no evidence of a crowd- out effect at other institutions. His sample, how-
ever, includes all graduate programs, not just those in science and engineer-
ing. Thus, it is diffi cult to draw conclusions for science and engineering PhD 
programs from this work (Borjas 2007). An alternative explanation for the 
effect Borjas fi nds is that universities increase their enrollment of foreign gradu-
ate students because white men are pulled into other careers. This is consis-
tent with the work of Attiyeh and Attiyeh (1997), which fi nds that graduate 
schools, in four out of the fi ve fi elds they studied, gave preferential treatment 
to native applicants over foreign applicants.

 53.  Bound, Turner, and Walsh 2009, 89.
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 54.  The estimate holds fi eld, time, and cohort constant (Borjas 2009).
 55.  Ibid., 134.
 56.  Details are spelled out in Stephan and Levin (2007) and Levin et al. (2004). 

The analysis is for the period 1979 to 1997. The analysis adapts a technique 
originally developed in the regional science literature known as “shift- share.”

 57.  Crowd-out effects can be signifi cant if there is a sudden increase in the supply 
of foreign- born scientists but resources (both in terms of academic positions 
and journal space) do not increase. Borjas and Doran (2011) document that 
there was considerable downward mobility of U.S. mathematicians whose 
research closely overlapped that of the highly productive Soviet mathemati-
cians hired by U.S. institutions after the breakup of the Soviet  Union. Down-
ward mobility is mea sured in terms of the rank of the academic department 
in which the mathematician worked.

 58.  The methodology uses both fi rst and last names and thus minimizes ambigu-
ity in assigning names with multiple ethnicities, such as Lee and Park. The 
methodology identifi es eight ethnicities: Chinese, Indian/Hindi, Japa nese, 
Korean, Rus sian, En glish, Eu ro pe an, and Hispanic.

 59.  See the discussion in Black and Stephan 2010.
 60.  The sample of papers is restricted to those with fewer than ten authors that 

have a last author with a U.S. academic address. The sample is discussed in 
Chapter 4.

 61.  The study is for individuals scoring 700 or above on the quantitative test 
(Science Editors 2000). Foreign- born students may also cost more to educate 
in terms of faculty time. To the extent that this is true, one would expect de-
partments only to admit foreign students who can contribute relatively more 
in terms of productivity.

 62.  Gaulé and Piacentini 2010b.
 63.  Levin and Stephan 1999.
 64.  Citation classics are journal articles that, according to the Institute of Scien-

tifi c Information (ISI), have a “lasting effect on the  whole of science.” The 
study examined the 138 papers declared classics by the ISI during the period 
June 1992 to June 1993. The ISI discontinued the practice of declaring cita-
tion classics in the late 1990s. Each issue of Science Watch, published by the ISI 
in the 1980s and 1990s, contained a list of the ten most cited or “hot papers” 
in chemistry and physics or medicine and biology. The Levin and Stephan 
study chose the 251 papers declared “hot” between January 1991 and April 
1993. From the list of 250 most cited authors, the study examined the 183 
authors who  were based in the United States.

 65.  In the case of the life sciences, the proportion of foreign- born authors of hot 
papers is not signifi cantly different from the proportion of foreign- born life 
scientists in the United States in 1990.

 66.  The methodology determines nationality by country of undergraduate degree. 
The study uses listings in the Directory of Graduate Research of the American 
Chemical Society and examines the careers of those who appear at least once 
in the directory between 1993 and 2007 and  were born after 1944. The 
study searches on Google and LinkedIn to determine location of those who 
cease to be listed in the directory (Gaulé and Piacentini 2010a).
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 67.  Stephan 2010b.
 68.  Visiting positions, known as jiangzuo, or lecture chairs,  were created with 

an eye to attracting top researchers to universities and institutes (Xin and 
Normile 2006).

 69.  National Science Foundation 2007a, fi gure 5.
 70.  The number of science bachelor degrees awarded in China doubled between 

1990 and 2002; the number awarded in engineering nearly tripled. By way of 
contrast, during the same period the number of science bachelor degrees grew 
in the United States by 25 percent; the number of bachelors degrees in engi-
neering declined by about 6 percent (National Science Foundation 2007a, 
 table 2). Data on size of population come from table 1 of the same report.

 71.  See “Transcript: Obama’s State of the  Union Address,” January 25, 2011, 
 http:// www.npr.org/2011/01/26/133224933/transcript- obamas- state- of- 
union- address for the text.

 72.  Adams et al. 2005. The top- twelve research countries are Australia, Canada, 
France, Germany, Israel, Italy, Japan, the Netherlands, New Zealand, Swe-
den, Switzerland, and the United Kingdom.

 73.  The United States could also make careers in science and engineering more 
attractive by increasing demand. One way to do this is to increase funding 
for public research. Another way is to stimulate demand for industrial R&D 
by implementing an R&D tax credit.

 74.  The recommendation calls for providing funds to universities in response to 
proposals submitted to support graduate students in key areas; 20 percent of 
the total fellowship funding could be used to support international students 
(Wendler et al. 2010).

 75.  Teitelbaum 2003, 52.

9. The Relationship of Science to Economic Growth

 1.  Mea sured in terms of real- world per capita GDP (DeLong 2000).
 2.  Mokyr 2010. Another change during the period was the emergence of a num-

ber of large industrial towns.
 3.  DeLong 2000.
 4.  U.S. Department of Labor 2009, 12, 13. The time it takes for a quantity to 

double can be computed by dividing 72 by the rate of growth. Thus, an econ-
omy that grows at 7.2 percent doubles every ten years.

 5.  World Bank website, search term “per capita income growth,”  http:// search 
.worldbank .org .

 6.  See, for example, Jorgenson, Ho, and Stiroh 2008.
 7.  Rosenberg and Birdzell 1986.
 8.  Kuznets 1965, 9. The full Nobel citation read “for his empirically founded 

interpretation of economic growth which has led to new and deepened insight 
into the economic and social structure and pro cess of development” (Nobel 
Foundation 2011).

 9.  Varian 2004, 805. Information sharing also expanded considerably during 
the period due to improved postal ser vices, the spread of libraries and ency-
clopedias, and the publication of papers by learned societies (Mokyr 2010).
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 10.  Mokyr 2010, 28.
 11.  Romer 2002.
 12.  Ibid.
 13.  Growth rates are the average for the ten years 2000– 2009. See World Bank 

website, search term “economic growth,”  http:// search .worldbank .org .
 14.  Firms do engage in basic research if the payoff, after accounting for competi-

tive effects and lags, is suffi ciently large. Large industrial laboratories have 
historically supported some basic research, although the amount of basic re-
search performed in industry has declined in recent years. Some fundamental 
discoveries have been made by scientists conducting basic research at indus-
trial laboratories— often with the goal of solving a practical problem.

Bell Labs created a group of physicists led by William Shockley in the 
1940s to conduct basic research with an eye to “solving” the vacuum tube 
problem. The result was the transistor— an invention that transformed the 
world and earned its three Bell Lab inventors— John Bardeen, Walter Brattain, 
and William Shockley— a Nobel Prize in 1956. Earlier, Karl Jansky had laid 
the foundation for radio astronomy while working at Bell Labs when he dis-
covered that radio waves  were emitted from the galaxy. The impetus for his 
research was Bell’s interest in discovering the origins of static on long- distance 
communications. Bell Labs, which was fi nanced by a “tax” on Bell’s operating 
companies, faded when the monopoly was broken up in 1982.

Four researchers who have worked at IBM  were awarded the Nobel Prize 
in physics for work they did while at IBM; another IBM researcher was 
awarded the Nobel Prize in physics for work he did while employed by Sony. 
See IBM 2010.

 15.  Cox 2008.
 16.  Stokes 1997.
 17.  Gordon cites fi ve great inventions that transformed the late nineteenth and 

early twentieth centuries: electricity; the internal combustion engine; inven-
tions focused around the rearranging of molecules; inventions that focus on 
entertainment, communication, and information; and innovations in running 
water, indoor plumbing, and urban sanitation (Gordon 2000).

 18.  International Brotherhood of Boilermakers 2008. From 1891 to 1897 Pur-
due University kept a fully operational steam locomotive on campus for re-
search purposes.

 19.  Rosenberg and Nelson 1994.
 20.  “Heterosis: Hybrid Corn,” 2011, Wikipedia,  http:// en .wikipedia .org/ wiki/ 

Hybrid _corn .
 21.  The U.S. patent offi ce denied Gordon Gould’s application for a patent and 

awarded the patent to Bell Labs instead in 1960. It was not until 1987 that 
Gould won the fi rst signifi cant patent lawsuit related to the laser. See “Laser,” 
2011, Wikipedia,  http:// en .wikipedia .org/ wiki/ Laser. Charles Townes, the Co-
lumbia faculty member, earlier in the de cade had developed the maser while 
working with two graduate students at Columbia.

 22.  Fishman 2001.
 23.  Re sis tance causes the electricity grid to lose approximately 10 percent of all 

electricity generated.
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 24.  Cockburn and Henderson 1998. The enabling discovery for fourteen of the 
twenty- one drugs judged to have the “highest therapeutic impact” occurred 
in the public sector. The origins of the enabling research cannot be deter-
mined for two of the drugs.

 25.  Kneller 2010.
 26.  Edwards, Murray, and Yu 2003. Note that in many cases the biotechnology 

company licenses the intellectual property from the university and then 
within a period of months sublicenses it to a pharmaceutical company.

 27.  Other biotech drugs that have had a signifi cant impact on public health include 
epoetin alfa (Procrit, Epogen) for the treatment of anemia, fi lgrastim (Neupo-
gen), which treats a lack of white blood cells caused by cancer, and infl ix-
imab (Remicade) for the treatment of rheumatoid arthritis (ibid.).

 28.  Stevens et al. 2011.
 29.  Reduced mortality from cardiovascular disease accounts for over fi ve of the 

almost nine- year increase in life expectancy in the past half century. Reduc-
tion in infant mortality is second in importance, accounting for more than an 
additional year. Cutler 2004a, 7– 8.

 30.  Lichtenberg 2002.
 31.  Cutler 2004a, 10. Cutler estimates that the decline in smoking explains at least 

10 percent of the decline. Cutler 2004b, 53.
 32.  Cole (2010) provides a 150- page inventory of contributions American univer-

sities have made to new products and pro cesses in the past fi fty or so years.
 33.  Townes 2003.
 34.  Griliches 1960.
 35.  The point is articulated well in David, Mowery, and Steinmueller 1992.
 36.  Foray and Lizionni 2010.
 37.  David, Mowery, and Steinmueller 1992, 73.
 38.  Rosenberg and Nelson 1994. The same year (1882) that Thomas Edison opened 

the Pearl Street Station in New York City, MIT introduced its fi rst course in 
electrical engineering. Cornell introduced a course the next year and awarded 
the fi rst doctorate in the fi eld in 1885.

 39.  Jong 2006.
 40.  Rosenberg 2004. Jobs for students benefi t universities in at least two ways. 

First, the growth of jobs outside academe in industry has allowed academic 
departments to expand their research programs through the use of graduate 
research assistants and postdocs. Second, the placement of students in indus-
try enhances the relationships between universities and fi rms.

 41.  There is also a literature that examines the relationship between what can be 
thought of as the stock of R&D and a mea sure of output. This research builds 
on the work of Zvi Griliches. Almost invariably such research fi nds a positive 
and signifi cant relationship between the stock of publicly funded R&D and 
output.

 42.  Adams 1990. Two mea sures of productivity are commonly used in industry 
growth studies. The fi rst and simplest is real output per hours worked, which 
is called labor productivity. The second and more complicated mea sure is 
total or multifactor productivity, the real output per unit of input (based on 
an index of all inputs used).
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 43.  Adams also investigates the impact of what he calls knowledge spillover 
stocks by seeing how the stock of research not directly relevant to a specifi c 
industry affects the industry. He fi nds spillover knowledge mea sured in this 
way to account for 25 percent of industry total factor productivity growth— 
but the lag is on the order of 30 years.

 44.  Adams, Clemmons, and Stephan 2006.
 45.  Branstetter and Yoshiaki 2005.
 46.  National Science Board 2004, appendix, fi gure 5- 45.
 47.  The study surveyed 3,240 labs and received 1,478 responses. The discussion 

 here is based on the 1,267 cases of fi rms whose focus was in manufacturing 
and  were not foreign owned (Cohen, Nelson, and Walsh 2002).

 48.  The research of Fleming and Sorenson (2004) suggests that science is most 
helpful when inventors face the diffi cult task of trying to combine “tightly 
coupled components”; science plays a smaller role when inventors seek to 
combine in de pen dent components.

 49.  Mansfi eld 1991a, 1992. Mansfi eld did a follow- up study, gathering similar 
data for a sample of seventy- seven fi rms concerning the contribution of aca-
demic research to new products and pro cesses introduced from 1986 to 1994. 
The evidence of the follow- up study is consistent with that of the earlier 
study: in the absence of recent academic research, approximately 10 percent 
of new products and pro cesses could not have been developed without sub-
stantial delay (Mansfi eld 1998).

 50.  Mansfi eld 1995.
 51.  Agrawal and Henderson 2002, 58.
 52.  Foray and Lissoni 2010, 292.
 53.  Jaffe 1989b.
 54.  See, for example, Acs, Audretsch, and Feldman 1992; Black 2004; Autant- 

Bernard 2001.
 55.  The approach is not limited to examining the relationship between innovation 

and university research but often includes a mea sure of private R&D expen-
ditures in the geographic area to determine the extent to which spillovers 
occur within the private sector as well.

 56.  Stanford University 2009b.
 57.  Stanford University 2009a.
 58.  MIT News 1997.
 59.  Zucker, Darby, and Brewer 1998; Zucker, Darby, and Armstrong 1999.
 60.  The research classifi es a patent as important if the patent has been granted in 

at least two of three major world markets: Japan, the United States, and Eu-
rope (Cockburn and Henderson 1998).

 61.  Deng, Lev, and Narin 1999.
 62.  Cohen, Nelson, and Walsh 2002.
 63.  National Science Board 2010, appendix, table 5- 46.
 64.  Association of University Technology Managers (AUTM) 2004 and 2007 

data.
 65.  Mansfi eld 1995.
 66.  Adams 2001, table 5.
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 67.  Ibid., 266.
 68.  Ibid., table 3.
 69.  Cohen and Leventhal 1989.
 70.  Sauermann and Stephan 2010.
 71.  Data are taken from appendix, table 5- 42, National Science Board 2010. Frac-

tional counts allocate articles with collaborators from multiple sectors on a 
proportional basis according to contribution. Statistics exclude articles in the 
social sciences and psychology.

 72.  Data are for 2005 and come from table 6- 29 and 6- 30 of National Science 
Board 2008.

 73.  The development of absorptive capacity and connectedness are not the only 
reasons why fi rms participate in open science, allowing and, in some in-
stances, encouraging scientists and engineers to publish. Foremost among 
these other reasons is the recruitment of talent. Scientists and engineers work-
ing in industry value the ability to publish and are willing to pay for the 
privilege. Firms that allow new hires who recently completed a postdoctoral 
position in biology to participate in the norms of science by publishing pay 
on average 25 percent less than fi rms that do not allow new hires to publish 
(Stern 2004).

It is not only an interest in priority: the ability to publish allows scientists 
to maintain the option to work outside the for- profi t sector. The reputation of 
the laboratory, which is directly related to publication activity, also affects the 
ability of the company to hire scientists and engineers (Scherer 1967). It may 
also affect its ability to attract government contracts (Lichtenberg 1988).

A number of other factors lead companies to opt for disclosure through 
publication. A critical element is the company’s ability to screen the material 
that is published, thereby ensuring that its proprietary interests are main-
tained (Hicks 1995).

 74.  Data are for 2003 and come from the National Survey of College Graduates. 
The count excludes the social and behavioral sciences. Only those in the labor 
force who are age 70 or younger are counted. See National Science Founda-
tion 2011a and the Appendix.

 75.  Ibid., with the same applicable restrictions.
 76.  Ibid. The category “life sciences” includes biological, agricultural, and envi-

ronmental life sciences.
 77.  Despite the fact that industrial scientists report being less satisfi ed with the 

amount of in de pen dence that they have at work than do academic scientists, 
over 50 percent of industrial scientists indicate that they are “very satisfi ed” 
with their level of in de pen dence. Research scientists in industry earn on aver-
age about 30 percent more than their research- active colleagues in academe 
(Sauermann and Stephan 2010).

 78.  Lohr 2006, C1, C4. Expenditures on such functions represent an investment 
in what could be termed “intangible capital.” Corrado and Hulten (2010) 
argue that these innovation- related expenditures on intangibles should be 
included in GDP as business investment.

 79.  Oppenheimer, as quoted in Time Staff (1948, 81).
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 80.  Alberts 2008.
 81.  The survey is offi cially known as the Survey of Earned Doctorates. See Na-

tional Science Foundation 2011c and the Appendix.
 82.  Stephan 2007c. The data have not been coded for other years.
 83.  Approximately 29 percent of postdoctoral fellows supported by the National 

Institute of General Medical Sciences in 1992– 1994  were working in indus-
try in 2010 (Levitt 2010).

 84.  The heavy repre sen ta tion of midwestern institutions refl ects in part the fact 
that the Midwest produces a large number of engineering PhDs who, com-
pared with those in the biomedical sciences, rarely take postdoctoral posi-
tions in academe before working in industry.

 85.  The percentage would be somewhat larger if the data permitted following 
the employment patterns of those who fi rst take a postdoctoral position and 
eventually end up working for a large pharmaceutical company.

 86.  The percentage increases to 44 percent when those working in the United 
States at a top- 200 foreign- owned R&D fi rm (or subsidiary) are included. It 
increases by an additional 5 percent when those working at fi rms ranked 201– 
500 in terms of R&D expenditures are added. The study concludes that a large 
number of newly minted PhDs— indeed just over 50 percent— work in fi rms 
that spend a relatively small amount on R&D activities. The relatively low 
percentage going to work at high- intensive R&D fi rms may also refl ect that 
some PhDs, who become frustrated with research while in graduate school, 
seek alternative types of employment.

 87.  Taken together, the fi ve cities employ approximately 18.4 percent of those 
going directly to work in industry upon graduation.

 88.  Thompson 2003,9.
 89.  Fitzgerald 2008, 563; FDA 2010.
 90.  Blume- Kohout 2009, 29.
 91.  Harris 2011, A21.
 92.  The Howard Hughes Medical Institute has funded a few programs in recent 

years that seek to bridge basic science PhD programs with course work on 
human physiology. One, at Stanford University, provides PhD students with a 
year’s worth of classes in medicine for which they receive a Master’s degree.

 93.  To return to the terminology of the economic historian Joel Mokyr (2010), 
prescriptive knowledge (technology) informs propositional knowledge (sci-
ence), and propositional knowledge informs prescriptive knowledge.

 94.  Although it is impossible to get an exact accounting, estimates fi nd the private 
return to R&D to be positive and somewhat higher than the returns to ordi-
nary capital (Hall, Mairesse, and Mohnen 2010, esp. 1034).

 95.  Saxenian 1995. Tom Wolfe (1983) described the Wagon Wheel in a 1983 arti-
cle in Esquire Magazine: “Every year there was some place, the Wagon Wheel, 
Chez Yvonne, Rickey’s, the Round house, where members of this esoteric 
 fraternity, the young men and women of the semiconductor industry, would 
head after work to have a drink and gossip and brag and trade war stories 
about contacts, burst modes, bubble memories, pulse trains, bounceless 
modes, slow- death episodes, RAMs, NAKs, MOSes, PCMs, PROMs, PROM 
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blowers, PROM blasters, and teramagnitudes, meaning multiples of a million 
millions.”

 96.  The mobility of researchers between fi rms is a major mechanism by which 
knowledge spills over among Italian fi rms (Breschi and Lissoni 2003). Al-
meida and Kogut (1999) fi nd high interfi rm mobility among patent holders 
in the semiconductor industry.

 97.  Reid 1985, 65.
 98.  Jaffe 1989b; Acs, Audretsch, and Feldman 1992; Black 2004; Autant- Bernard 

2001. In an earlier work, Jaffe constructed a “spillover pool,” defi ned as the 
sum of all other fi rms’ R&D weighted by a mea sure of relatedness; he found 
that the size of the pool had a strong positive effect on a fi rm’s patents, R&D, 
and total factor productivity (Jaffe 1986, 1989a).

 99.  Patent citations convey information about the source and location of knowl-
edge embodied in the patent (Jaffe, Trajtenberg, and Henderson 1993).

 100.  Ibid.
 101.  Increasing returns to scale means that if all inputs  were to increase by a fac-

tor of x, output would increase by a factor of more than x.
 102.  Romer 1990 and 1994.
 103.  National Science Board 2010, appendix, table 4- 3.

10. Can We Do Better?

 1.  Alberts 2010, 1257.
 2.  Lee 2007. Kornburg continued by saying “And of course, the kind of work 

that we would most like to see take place, which is groundbreaking and in-
novative, lies at the other extreme.”

 3.  Quake 2009.
 4.  Arrow 1959.
 5.  Carmichael and Begley 2010.
 6.  Cummings and Kiesler (2005) fi nd multi- university research projects to be 

less successful than projects that take place entirely within one university.
 7.  National Research Council 2011.
 8.  Ibid.
 9.  When Sauermann and Roach asked graduate students and postdocs “How 

would you rate your research ability relative to your peers in your specifi c 
fi eld of study?” the average rating on a scale of 0 to 10 was 6.48. Although 
this could refl ect the composition of the sample, drawn from 39 institutions 
with large programs, it is highly likely that it also refl ects the tendency of in-
dividuals in graduate school to think that they are better than average (Sau-
ermann and Roach, 2011).

 10.  Vance, 2011, 44.
 11.  Ibid.
 12.  One member was from industry, and one member was from the American 

Medical Information Association. All other members came from academe. 
One of these members was a postdoc at the time he was appointed to the 
committee. He became the manager of the postdoctoral program and ethics 
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program coordinator at New York University’s School of Medicine during 
the time the report was being written.

 13.  Alberts 2010, 1257.
 14.  An alternative possibility, also proposed by Alberts, is to place a maximum on 

the amount of money that the NIH will contribute to the salary of a faculty 
member. Alberts also suggested introducing an overhead cost penalty in pro-
portion to the number of soft- money positions an institution has (Alberts 
2010, 1257).

 15.  A joint University- Fermilab PhD program does exist. The program was 
started in 1985. But PhD production is minimal: To date, 36 individuals have 
graduated with a joint PhD. See  http:// apc .fnal .gov/ programs2/ joint _univer-
sity .shtml .

 16.  There are other ways to accomplish this goal. The NSF IGERT (Integrative 
Graduate Education and Research Traineeship) program, for example, which 
supports interdisciplinary training, is designed precisely to decouple students 
from advisors in par tic u lar disciplines. See  http:// www.igert.org/public/about 
for a description.

 17.  Several eminent scientists support such an idea. For example, Roald Hoff-
mann, a 1981 Nobel laureate in chemistry, proposed that the government 
stop supporting graduate students on research grants and use the money for 
competitive fellowships that students could use at the university of their 
choice. The proposal was made in a May 8, 2009 editorial in the Chronicle 
of Higher Education; it was elaborated upon in an interview with Jeffrey 
Mervis (2009b). Shirley Tilghman, president of Prince ton University and a 
highly respected ge ne ticist, also supports the idea. The 1998 National Acad-
emy of Sciences study that she chaired also recommended a substitution of 
training grants for graduate research assistantships (see Chapter 7). Thomas 
Cech, a Nobel laureate in chemistry and former president of the Howard 
Hughes Medical Institute, is supportive of such a move as well.

 18.  Mervis 2009b, 529.
 19.  Policies can also increase stratifi cation in science, making research for those 

at the margin more diffi cult. A case in point was the U.S. Administration hu-
man embryonic stem cell (hESC) research policy implemented in 2001 under 
Present Bush, which restricted publicly funded research to stem cell lines al-
ready in existence. Using a methodology similar to that employed for study-
ing the impact of lifted restrictions on the use of certain mice as well as that 
used to study BRC’s, researchers have studied how hESC affected research 
practices in the United States. Not surprisingly, the policy was found to have 
a signifi cantly more chilling impact on researchers working at non- top- 25 
research institutions. Furman and Murray 2011.

 20.  Ben Jones deserves the priority for the idea. See Jones 2010b.
 21.  Funding First 2000. The or ga ni za tion was an initiative of the Mary Wood-

ward Lasker Charitable Trust.
 22.  For beer see  http:// www .wallstats .com/ blog/ 50 -billion -bottles -of -beer -on -the 

-wall/ . The calculation assumes that one- third of beer is drunk in restaurants 
or bars; that two- thirds is drunk at home and that the average price of a pint 
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consumed in the United States is $1.88. For defense see  http:// comptroller .
defense .gov/ defbudget/ fy2012/ FY2012 _Budget _Request _Overview _Book .
pdf .

 23.  Arrow 1955.
 24.  Acemoglu 2009. The John Bates Clark Medal is awarded by the American 

Economics Association to the “American economist under the age of forty 
who is adjudged to have made a signifi cant contribution to economic thought 
and knowledge.” It was awarded biennially until 2007. Since then it has been 
awarded annually. “John Bates Clark Medal,” 2010, Wikipedia,  http:// en .
wikipedia .org/ wiki/ John _Bates _Clark _Medal .

 25.  Azoulay, Zivin, and Manso 2009.
 26.  Berg 2010.
 27.  Sacks 2007.
 28.  Cummings and Kiesler 2005.
 29.  National Science Foundation 2011. http://www.nsf.gov/funding/pgm_summ 

.jsp?pims_id=501084.
 30.  The fi nancing for the institute comes from Stephen and Connie Lieber, who 

have a daughter with schizo phre nia.
 31.  Collins 2010b, 37.
 32.  Kaiser 2011.
 33.  Collins 2010b.
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