


BY DESIGN 





Copyright © 1990 by the President and Fellows of Harvard College 
All rights reserved 
Printed in the United States of America 

Library of Congress Cataloging-in-Publication Data 

Light, Richard J. 
By design: planning research on higher education / Richard J. 
Light, Judith D. Singer, John B. Willett. 

p. em. 
Includes bibliographical references. 
ISBN 0-674-08930-8 (alk. paper).-ISBN 0-674-08931-6 (pbk. : 
alk. paper) 
1. Education, Higher-Research-United States. 2. Universities 
and colleges-United States-Evaluation. 1. Singer, Judith D. 
II. Willett, John B. III. Title. 

LB2326.3.L541990 89-36311 
378' .0072073-dc20 CIP 



BY DESIGN 
PLANNING RESEARCH ON HIGHER EDUCATION 

RICHARD J. LIGHT 

JUDITH D. SINGER 

JOHN B. WILLETT 

Harvard University Press 
Cambridge, Massachusetts, and London, England 



PREFACE: YOU CAN'T FIX BY ANALYSIS 

WHAT YOU BUNGLED BY DESIGN 

We are seeing an explosion of interest in systematic re­
search to improve the effectiveness of college. Parents and 
students ask what growing tuitions buy. Governors ask 
how to make public systems of higher education more cost­
effective. Presidents and deans ask how they can attract 
better prepared students to their schools. Faculty members 
show a growing interest in innovation. How can teaching 
be strengthened? What are students learning? How long 
do students retain what they have learned? 

For several years, we have been addressing these and 
other questions about higher education in the Harvard 
Seminar on Assessment. Initiated by President Derek Bok, 
the Seminar involves over one hundred faculty, adminis­
trators, and students from twenty colleges and universities. 
The Seminar gives us a wonderful opportunity to work 
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closely with colleagues from other campuses to plan and 
conduct research on higher education. 

Members of the Seminar agreed not only to explore 
higher education as it stands now but also to work for its 
improvement. As President Bok wrote in his inaugural 
letter to Seminar participants: 

I am beginning to think about how one might move from an 
initial stage of arousing interest in assessment and demonstrat­
ing its potential to a further stage involving sustained effort to 
learn how well we are doing and how we can do better in achiev­
ing certain major goals of education. My longer-term concerns 
involve the possibility of devising a research strategy involving 
a series of studies over time to increase our knowledge of how to 
achieve some truly fundamental goals of education. Perhaps this 
is too ambitious an obj~ctive. Yet I cannot help thinking that an 
institution serious about improving the quality of its education 
should develop some sort of sustained strategy of research along 
these lines. 

Seminar participants adopted, and indeed broadened, 
Bok's call for systematic research. They identified potential 
innovations, reviewed what was known already, and then 
conducted research projects. Participants familiar with or­
ganizing research in universities organized their own proj­
ects. Others without a formal research background sought 
the advice of colleagues. The three authors of this book 
brought our own experience in program evaluation, edu­
cation, and health policy research to the Seminar, and 
worked with our colleagues to organize and carry out new 
projects. 

We want to share with a wider audience the lessons we 
have learned about planning and implementing research 
in higher education. Our experience is most extensive with 
projects conducted at institutions participating in the Sem­
inar, but the problems and challenges we faced are common 
to many of America's colleges and universities. For exam­
ple, faculty members at nearly every college wish to 
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strengthen the clarity and style of expository writing. Fac­
ulty members at nearly every college wish to understand 
the long-run effects of different courses, and what students 
retain over time, if anything. A core of such basic questions 
spans many campuses. 

This book is written for anyone interested in investigat­
ing how American higher education works, and how re­
search can be used to improve it. We try to strike a balance 
between general principles and specific details, between 
what we would like in a perfect world and what can be 
done in the real world, between theory and practice. We 
are convinced that good research is easier to carry out in 
higher education than in any other setting. Faculty, staff, 
and students in our colleges and universities understand 
the value of research. They are often willing participants 
in the process. Admissions records make sampling easier. 
The registrar's office can easily provide background infor­
mation on participants in a project. Students are accus­
tomed to being evaluated. Individual faculty members, and 
entire departments, enjoy a pedagogical autonomy that 
permits them to innovate. There is an all-pervading sense 
that more information means a better job can be done. 
Where is there a more supportive arena for high-quality 
research? 

We hope that faculty, administrators, and students will 
all find this book useful. It requires only a modest technical 
background. There are no equations; readers need only be 
familiar with the concepts presented in a basic statistics 
course. Readers who want to design and implement projects 
of their own will find practical advice. Readers interested 
in commissioning research, or interpreting the research of 
others, will find suggestions about how to distinguish good 
research from bad. 

We emphasize research design over measurement and 
analysis. This is because good design comes first. No matter 
how precise your measurement or how sophisticated your 
analyses, you risk failure if your research is not well 
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planned. You can't fix by analysis what you bungled by 
design. Therefore, we discuss the basic principles of re­
search design and illustrate our points with sixty real ex­
amples of recent research in higher education. Our exam­
ples come from private and public institutions, two-year 
and four-year, selective and not so selective colleges. 

The book is organized around the questions we ask col­
leagues who come to us for help in planning their research. 
What do you want to know? What has been done before on 
your topic? What can you learn from it? Whom are you 
interested in studying? What measures will you use? Are 
they the best measures for this purpose? What predictors 
interest you? How many students must you include? Should 
you tryout your project on a small scale? Each of these 
questions gives rise to a chapter in this book. 

A key theme throughout is that improving the effective­
ness of an institution takes time and requires using the 
results of research to change policies. Therefore, organizing 
systematic research at any college is a long-term process. 
Most of our colleagues pay close attention when an inno­
vation, such as a new way of teaching, is found to work 
particularly well. Everyone is interested in especially suc­
cessful outcomes, and in how they were achieved. But a big 
lesson from our Seminar on Assessment is that by reward­
ing only successful innovations, a college may create an 
atmosphere that discourages widespread experimentation. If 
each of three professors has a new idea for improving in­
struction, does anyone really expect all three ideas to be 
major breakthroughs? Of course not. We shouldn't be sur­
prised if one or more of them don't work any better than 
the old way; indeed, we should be delighted if any of the 
new methods is an improvement. Yet, often only those 
colleagues with successful innovations are rewarded. 
Shouldn't all three professors be encouraged and com­
mended because they tried a new idea and systematically 
evaluated how well it worked? 
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The best way to encourage new ideas and innovation, as 
well as careful evaluation and assessment of them, is to 
reward the process of systematic investigation. Adminis­
trators and faculty should be urged to try a change in 
procedure, to compare outcomes achieved with an innova­
tion to outcomes achieved with older methods. This means 
taking risks. Not all innovations will work. But without 
risk-taking, and systematic evaluation of its results, in­
novation and improvement cannot flourish. 

Rewarding the evaluation process has yet another 
strength-it sets the tone that research is an ongoing, cu­
mulative activity, and that one of its benefits is to enhance 
the college experience for future generations of students. 
Anyone project, whether it tries to improve teaching or to 
identify and help students who are struggling, is but one 
step in a long-run effort to strengthen higher education. A 
long-term policy of systematic innovation and assessment 
builds in a constant search for improvement, and rewards 
all those who participate in the search. It is a goal worth 
working hard to achieve. 
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WHY DO RESEARCH 

ON HIGHER EDUCATION? 

1 
Is your college doing a good job of teaching undergraduates 
to think critically? Do your students write clear and gra­
cious prose? Which professors are the most effective teach­
ers? What do they do that makes them so effective? Could 
others become more effective by emulating them? Are stu­
dents integrating modern technology into the way they 
work and the way they learn? Do students who use com­
puters learn more than those who do not? 

Such questions are not new. But many of our colleagues, 
including faculty, administrators, students, legislators, and 
parents, are asking them with new urgency. Perhaps this 
is because of increasing competition among colleges. Per­
haps it is because of a renewed sense among faculty and 
administrators that, as tuition rises dramatically, they 
should work harder than ever to deliver the best education 
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possible. Perhaps it is because consumers are demanding 
more value for their money. Whatever the reason, more 
campuses are initiating research and using the results to 
strengthen educational quality. 

We hope to help by making methods for planning good 
research more easily accessible. We have written this book 
as a resource for those who want to conduct such research. 
If ever there was an ideal organization to encourage sys­
tematic research, it is the university. Faculty members are 
generally aware of what it means to do research, even if 
each professor is not an expert on every intricacy of the 
empirical method. Faculty members work hard to enhance 
students' learning, because, despite the cynical views of 
some of education's critics, most professors take pride in 
their teaching and work hard to do it well. Organizing 
systematic ways to use information to improve teaching 
and learning is a widely shared goal. 

Many Questions, Many Options 

Research on higher education can address diverse ques­
tions. Our goal is to help you design first-rate studies to 
answer them. We use three general paradigms, which we 
will call descriptive, relational, and experimental inquiry. 
Each leads to results with concrete implications for policy 
and practice. 

Descriptive studies are used for doing exactly what their 
name implies-describing the way things are. They answer 
questions such as: How well do students write? What are 
the most popular courses on campus? How many graduates 
are accepted to medical school? How much money do our 
graduating seniors owe? Descriptive studies characterize 
the status quo; they do not tell you why things are the way 
they are. 

Beth Schneider (1987) used a descriptive study to esti-
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mate the prevalence of sexual harassment at a major East­
ern public university. She contacted a random sample of 
female graduate students, and of the 356 students who 
returned a mail questionnaire, 60 percent reported having 
been harassed in some way by a male professor at least 
once during their graduate career; 10 percent had been 
sexually propositioned. Schneider's startling results docu­
mented the need for university guidelines on sexual ha­
rassment and for educational programs designed to ame­
liorate the problem. 

Glenda Rooney (1985) organized a descriptive study at 
the University of Wisconsin at Madison to profile minority 
students' participation in campus student organizations de­
voted specifically to minority concerns. She selected a strat­
ified random sample of minority students, and of the 322 
interviewed, 98 percent belonged to at least one campus 
organization. But fewer than 20 percent belonged to an 
organization specifically devoted to minority concerns. Roo­
ney's results refuted a Newsweek poll suggesting that mi­
nority students restrict their campus involvement to mi­
nority student groups. 

Relational studies are used to examine relationships be­
tween two or more factors. You can use them to answer 
such questions as: Are men more likely than women to 
persist in studying science? Do dropout rates differ by stu­
dent socioeconomic status? Do varsity athletes learn as 
much as their classmates who don't play on a team? In a 
relational study, you examine natural variation in predic­
tors and outcomes to figure out whether they are associ­
ated. Relational studies help you move beyond simple de­
scriptions to understanding why things are the way they 
are. 

Christos Theophilides, Patrick Terenzini, and Wendell 
Lorang (1984) organized a relational study at the State 
University of New York at Albany to examine the stability 
of students' choice of major and what characteristics are 
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associated with the likelihood of change. More than 300 
students completed a questionnaire during orientation 
week and follow-up questionnaires near the end of both 
freshman and sophomore years. By the end of sophomore 
year, 77 percent of the students had changed majors: 32 
percent changed once and 45 percent twice. Students who 
changed had lower GPAs and less clear academic objectives 
than students who did not. Theophilides and his colleagues 
used these results to highlight the need for early student 
advising and to suggest methods for identifying students 
most in need of such services. 

Ernest Pascarella, John Smart, and Corinna Ethington 
(1986) found a relational study helpful for examining the 
institutional and personal characteristics associated with 
the likelihood that students attending two-year colleges 
would eventually pursue and complete a bachelor's degree. 
Among a national probability sample of 825 students who 
entered college in 1971 and were followed up each year 
until 1980, 53 percent had obtained a bachelor's degree and 
16 percent were still pursuing a degree. Students were 
more likely to persist if they were integrated into the ac­
ademic and social systems of their college. Pascarella and 
his colleagues concluded that policies and practices that 
would enhance students' academic and social integration 
into campus life might increase the likelihood of long-term 
persistence. 

Although relational studies allow you to identify an as­
sociation between predictor and outcome, the type of rela­
tionship you can talk about is limited. With a relational 
study, you can only talk about correlation, not causation. 
Because you are examining natural variation, you can 
never be sure whether a predictor causes the outcome to 
behave the way it does, or whether the effect is caused by 
some other predictor that you failed to study. Does student 
integration into academic life cause long-term persistence, 
or does some other factor, such as prior academic prepara-
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tion, cause both academic integration and long-term per­
sistence? Both Theophilides and Pascarella and their col­
leagues used statistical analyses to rule out many of these 
rival explanations. But as both teams of researchers con­
cede, relational studies cannot establish causation. 

You also can use relational studies to compare the effects 
of naturally occurring treatments or programs, but the 
problem of causal attribution persists. Kathleen Berg 
(1988) conducted a relational study of the association be­
tween residence arrangements and eating disorders among 
584 female undergraduates at the University of Western 
Ontario. Fifteen percent of the women met standard cri­
teria for bulimia. Those living on coed floors of coed dorms 
displayed more bulimic symptomatology than their peers 
living in women-only residence halls or on women-only 
floors in coed dorms. 

Does coed living cause bulimia? It is hard to say, because 
the students Berg studied chose their own living arrange­
ments. How will we ever know whether it was the living 
arrangement, and not some other characteristics of their 
backgrounds associated with choice of living arrangement, 
such as sex-role development, that caused the increased 
prevalence of bulimic symptomatology? But even without 
pinning down a causal link, Berg's compelling results on 
the prevalence of bulimia across all dormitory settings at 
Western Ontario led to a training program for residence­
hall staff on the detection and treatment of eating disor­
ders. 

To establish a causal link, you must conduct an experi­
ment. In an experiment, you implement a specific treat­
ment, or set of treatments, for the explicit purpose of learn­
ing about its efficacy. You intervene in the system, control 
the experiences of everyone you study, and watch what 
happens. The statistical principle of random assignment 
helps you to rule out rival predictors that might "explain 
away" your findings, eliminating the shadow that always 
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looms large over relational studies. Of the three research 
paradigms we discuss, only experimental inquiries allow 
you to determine whether a treatment causes an outcome 
to change. 

John Belland and his colleagues (1985) designed an ex­
periment to determine whether a moderate amount of ex­
ternal pacing improved a microcomputer-based instruc­
tional program for teaching undergraduate biology. They 
randomly assigned 100 freshmen at Ohio State University 
among three instructional programs and a control group. 
Comparison of student knowledge after completion of the 
instruction revealed that, while all three experimental 
groups differed from the control group, students working 
with a moderate level of external pacing learned the most. 
Because they conducted an experiment, the researchers 
were able to conclude that external pacing caused the im­
proved performance. 

Larry Weber, Janice McBee, and Jean Krebs (1983) con­
ducted an experiment at Virginia Polytechnic Institute to 
investigate the effects of test administration ("in-class 
closed book" versus "in-class open book" versus "take­
home") on student achievement. Sixty-four students were 
randomly assigned to three groups, and each group took 
three tests, one of each type. When students took the take­
home tests, their scores on knowledge items were higher 
and their levels of anxiety were lower than when they took 
the in-class tests. No evidence of rampant cheating was 
found with any test format. Because the researchers con­
ducted an experiment, they were able to conclude that 
differences in test format caused the differential results. 

The beauty of experimental studies stems from the 
strong, clean inferences you can draw from their results. 
An experiment reduces ambiguity. Causal attribution is 
clear. Of course, not all research questions can be addressed 
experimentally-you can't randomly assign students to dif­
ferent sexes, for example-but when experiments are fea­
sible, they are preferable to relational studies. 
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Our Philosophy of Research Design 

Through our own research experience and work with col­
leagues, we have developed several principles for designing 
research. We offer four maxims to reveal our biases and to 
foreshadow the type of advice we give throughout the book. 

Our basic tenet is that your study's design is the single 
most important factor that determines whether your findings 
will be scientifically first-class. When colleagues seek us 
out for assistance, they often have their data in hand and 
they ask us to suggest appropriate statistical analyses. We 
nearly always find that their entire project would have 
yielded more useful and more convincing results if they 
had thought through their design more carefully before 
collecting data. Elaborate statistical analyses rarely, if 
ever, can retrospectively correct weak project design. Tak­
ing extra care at the design stage is well worth the extra 
effort. 

A corollary is that you should explore many design op­
tions before adopting any plan, especially a weak one. When 
practical constraints prevent you from implementing the 
ideal design, don't say: "If I can't do it right, it doesn't 
really matter how I do it. I'll just do something quick and 
dirty." Research designs form a hierarchy and, if your first­
choice design isn't feasible, there is often a second choice 
distinctly preferable to an entirely uncontrolled investi­
gation. Explore all the possibilities, and then decide. 

Our third maxim-pay enormous attention to detail­
may seem trivial, little more than common sense, but, as 
we constantly remind ourselves and our colleagues, the 
little details determine the ultimate credibility of a project. 
If you want to evaluate a new curriculum, for example, you 
can choose among many different designs, several of which 
use randomization in the selection and assignment of stu­
dents. But there are many different ways to randomize. 
Depending upon the method you choose, your ultimate 
analyses may have very high power or very low power, all 
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at the same cost and with similar numbers of professors 
and students involved. Paying attention to detail always 
has a high payoff. 

Our final maxim urges an attitude for approaching re­
search in higher education. Most of this research requires 
student participation, and administrative and faculty co­
operation too. You should continually remind yourself, as 
well as your administrative and faculty colleagues, that 
research must respect collaboration and cooperation. This 
attitude has an important implication: treat people's par­
ticipation with respect, don't settle for a weak research 
design. Otherwise, in Frederick Mosteller's words, you will 
be doing little more than "fooling around with people." 

How This Book Is Organized 

This book is written in the format of a discussion with 
colleagues. In its pages we ask the very questions we ask 
colleagues who come to us for advice on research design. 
They are questions you should ask yourself when planning 
your study. The answers should guide you toward an effec­
tive plan. One good way to use this book is to read it with 
a concrete research problem in mind. If you don't have a 
specific problem, you may still find it useful for assessing 
the work of others. Although you can read any chapter on 
its own, we believe you will get the most from the book if 
you read it sequentially. 

In Chapter 2, we ask: What are your questions? Before 
you can design your project, you must decide exactly what 
you want to know. Well-crafted research questions guide 
the systematic planning of research; without research ques­
tions, you will not be able to manipulate those facets of 
design that increase your ability to learn what you want 
to know. In this chapter, we suggest specific strategies for 
writing research questions and show how to use previous 
research to refine those questions. 
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In Chapter 3, we ask: What groups do you want to study? 
To select a sample of individuals, you must specify precisely 
whom you want to investigate. Are you interested in stu­
dents in general, or just freshmen and sophomores? What 
about faculty members? How you specify your target pop­
ulation determines the generalizability of your study-the 
extent to which your results are applicable to other persons, 
places, and times. In this chapter, we discuss how to decide 
whom to study, and how to select a sample of people who 
meet your criteria. 

In Chapter 4, we encourage you to identify the factors 
or programs you want to study by asking: What predictors 
do you want to study? Good research designs incorporate 
and manipulate the predictors of primary interest, the ones 
you will build into your work, thereby facilitating the de­
tection of their effects. Organizing a first-class design re­
quires you to identify the important predictors before col­
lecting data. In this chapter, we present strategies for iden­
tifying predictors and for incorporating them into a design. 

We devote Chapter 5 to a special kind of predictor-one 
distinguishing a program or treatment group from another 
group receiving no special treatment-when we ask: Com­
pared to what? People in the comparison group are a base­
line or standard against whom you compare people in the 
treatment group. The particular comparison group you 
choose determines how well your inferences will hold up. 
In this chapter, we present the pros and cons of eight al­
ternative comparison groups, and show how you can choose 
the best one for the research question you want to answer. 

In Chapter 6 we ask: What are your outcomes? College 
changes people in many different ways. Students learn new 
facts, new ways of thinking, and new ways of viewing the 
world. Which of these outcomes do you want to focus on? 
In addition, do you want to emphasize students' status at 
a particular point in time, or changes in their status over 
time? How do you know you are measuring what you think 
you are measuring? In this chapter, we describe how you 
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can determine how valid your measures are for your spe­
cific purposes. 

In Chapter 7, we ask: How can you improve your mea­
sures? The more reliable and precise your measures, the 
stronger the "signal" they convey and the weaker the 
"noise" obscuring their true information. High-quality 
measures give you a better chance of detecting relation­
ships between predictors and outcomes. Should you use 
long questionnaires or short ones? Should you use 4-point, 
5-point, or lO-point scales for measuring student attitudes? 
Should you obtain one measure of each variable or more? 
In this chapter, we offer several ways to increase the pre­
cision of your measures. We also discuss how you can in­
corporate opportunities to estimate precision directly into 
your design. 

Chapter 8 poses the query we are asked more often than 
any other: How many people should you study? How many 
are enough? Will a well-chosen sample of a dozen students 
give a clear picture, or do you need several hundred to be 
really sure? This decision about sample size is crucial. It 
affects the power and the cost of your project in a big way. 
If you want to be absolutely sure you do not miss detecting 
a real improvement, use an enormous sample-in fact, in­
clude everyone in the population. But be prepared for an 
FDIC bailout, because large samples can break the bank. 
In this chapter, we discuss the crucial tradeoffs that you 
must make when choosing your sample size. We also show 
how you can increase your study's power when you are 
limited to small sample sizes. 

In Chapter 9, we ask: Should you try it out on a small 
scale? The advantages of small-scale projects are clear: they 
are less expensive and they can help to shape and 
strengthen later, more elaborate work. The disadvantages 
are also clear: your results will be less generalizable than 
if you had organized a full-blown study and you will run a 
greater risk of not finding any effect at all. You have to 
weigh the costs against the benefits. In this chapter, we 
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identify the circumstances when a small-scale study is a 
superb and efficient idea, and when it is a waste of time. 
We suggest particular ways to design small-scale studies 
that will yield the strongest findings. 

In Chapter 10, we ask: Where should you go from here? 
If you want to initiate a project on your campus, what are 
some different ways to begin? How can you capitalize on 
existing resources and make the most of data that are 
available now? We offer several suggestions both from 
our experience at Harvard and from activities on many 
other campuses, to help start new research in an effective 
manner. 



WHAT ARE YOUR QUESTIONS? 

2 
Anecdotal reports of sexual harassment fill the student 
newspaper. Formal charges have been brought against two 
professors, and an accompanying editorial implies these 
two are just the tip of the iceberg. The president asks the 
assistant dean for student affairs to "study the problem" of 
sexual harassment on campus. How should the dean begin? 

Three years ago, faced with a declining number of ap­
plications, the dean of admissions recommended relaxing 
admission standards. Without this change, she argued, the 
size of the entering class would decline. The faculty reluc­
tantly agreed. The registrar now reports that more stu­
dents dropped out last year than ever before. Is this the 
result of lowered admissions criteria, or of some other 
cause? How can the dean find out? 

Each of these scenarios identifies a broadly stated re-
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search theme-a dilemma to investigate. The research 
theme in the first example is the extent of sexual harass­
ment on campus; the research theme in the second example 
is the link between admissions criteria and student per­
sistence. Both themes are good candidates for detailed in­
vestigation. 

How can you take a broad theme and actually plan a 
study in detail? What is the first step you should take? 
Identify available data? Ask experts for advice? Ask col­
leagues on other campuses what they know? Send a re­
search assistant to the library to review past literature? 

Information-gathering is essential, but it should not be 
your first step. Your first step should be to articulate a set 
of specific research questions. Good design flows from clear 
goals. Do you want to know how many undergraduates 
have been sexually harassed? Conduct a confidential stu­
dent survey. Do you want to know whether the problem is 
worse at the graduate level? Include graduate students as 
well. Do you want to know whether a workshop for faculty 
and students would decrease the incidence of harassment 
and increase the chances that people who were harassed 
would come forward? Offer a workshop and evaluate what 
happens. Well-crafted questions guide the systematic plan­
ning of research. Formulating your questions precisely en­
ables you to design a study with a good chance of answering 
them. 

It is challenging to move from broad research themes to 
specific research questions. Many prospective researchers 
say: "I'm just interested in the general topic; I don't have 
specific questions. I need to collect some data; the questions 
will arise from those data. If I knew the questions, I 
wouldn't need to do the research." Although you should 
always be open to new ideas generated by data, these views 
are a woefully inadequate basis for planning research. If 
your research is not grounded in specific questions, you 
court the serious risk of not finding anything. Your design 
won't be targeted to a precise purpose. If questions are not 
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posed, you have no basis for manipulating features of your 
project's design to help you find answers. 

Moreover, when pressed, most researchers actually do 
have specific questions in mind. Something-an observa­
tion about the world, a theory or hypothesis about how the 
world works, or the need to know about the effectiveness 
of a new policy-led them to pursue a project. These obser­
vations, theories, hypotheses, or policies lead to specific 
questions. The goal of this chapter is to help you move from 
the generalities of research themes to the specifics of re­
search questions. In subsequent chapters, your research 
questions will provide the foundation for making decisions 
about your design. By the end of this chapter, you should 
have some ideas about how to: 

• Articulate clearly specified research questions linked to 
hypotheses, theories, observations about the world, or 
problems in practice. Research questions form the basis 
for making subsequent design decisions. 

• Understand the link between research questions and 
methodology. Although some research questions can be 
addressed using a variety of research designs, others 
require the use of particular types of designs. 

• Learn from the work of others and refine your research 
questions accordingly. Review other people's research 
on the questions you want to address. Learn from their 
successes and from their failures. Knowing what has 
gone before helps you to avoid pitfalls and to identify 
new directions. 

Why Are Research Questions So Important? 

To design a project you must make some decisions. Time 
and time again, you will have a choice and you will have 
to determine the best course of action. Whom do you want 
to study-freshmen, all undergraduates, or doctoral stu-
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dents? How should you collect data-using registrar's rec­
ords, tests, independent evaluations, or interviews? What 
time frame is appropriate and feasible-the past, the pres­
ent, or the future? The quality of your decisions shapes the 
quality of your study. Make good decisions, and your study 
will be first-rate; make poor decisions, and your study will 
be second-rate at best. The dilemma you face is: On what 
bases should I make these decisions? 

We believe that clearly specified research questions are 
the only basis for making sensible planning decisions. 
Think about what you want to know. Ask yourself: "If I 
make Choice A, will I be able to answer my research ques­
tions? What if I make Choice B?" Every design decision 
has consequences-some trivial, some monumental. Con­
sidering your research questions, and understanding the 
ramifications of your decisions, can help you make intelli­
gent choices. 

To illustrate how research questions help inform design 
decisions, suppose your broad research theme is concerned 
with the effectiveness of your college's faculty advising 
system for undergraduates. You want to know more about 
the present system and to consider the possibility of a new, 
intensive mentoring system. You have yet to specify precise 
research questions. How will these questions shape subse­
quent design decisions? 

Research questions identify the target population from 
which you will draw a sample. Should you study both stu­
dents and faculty? Freshmen and sophomores only, or ju­
niors and seniors, too? You should decide whom to study 
only after considering exactly whom you want to make 
policy decisions about. If you do not identify the people you 
are most interested in before collecting data, you risk omit­
ting important respondents from your study. 

Research questions determine the appropriate level of ag­
gregation. Should you measure efficacy at the level of stu­
dent, advisor, department, or institution? Are you inter-
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ested in the characteristics of advisors that make them 
particularly effective, or in the characteristics of students 
that make them particularly easy to advise? Research ques­
tions can be framed at different levels of aggregation. If 
you do not think about the issue of aggregation before you 
collect data, you risk not having enough data at a crucial 
level of aggregation to answer your research questions. 

Research questions identify the outcome variables. What 
do you mean by the effectiveness of advising? Are you 
interested in student perceptions or in objective measures, 
such as the number of student-advisor contact hours? In 
short-term or long-term success? You can determine appro­
priate outcomes only after considering exactly what you 
want to know. If you do not define the outcome variables 
before data collection, you may fail to collect data on the 
most important outcomes. 

Research questions identify the key predictors. Does effi­
cacy differ by student gender? By advisor gender? By the 
match between advisor and student gender? By the advi­
sor's academic rank? You can determine the important pre­
dictors only after thinking about all the things that might 
be associated with your outcomes. If you do not think about 
predictors before data collection, you may fail to measure 
essential variables. 

Research questions determine how much researcher con­
trol is needed and whether a descriptive, relational, or ex­
perimental study is most appropriate. When the influence 
of me.ntoring is compared to traditional advising, will you 
study the new system the first year it is implemented or 
after it has been in place for three years? Can you randomly 
assign students to advising systems, or must you study 
them after they have selected the system they prefer? If 
you have a great deal of control over the research setting, 
you can draw strong inferences. By not deciding how much 
control you need, you risk not having enough. 

Research questions identify background characteristics 
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that might be related to the outcome. Should you account 
for differences in faculty burden due to different numbers 
of advisees per advisor? Should you incorporate different 
students' goal orientation? Random assignment of students 
to advisors will eliminate most potential biases, but if you 
cannot use random assignment, differences in background 
characteristics such as faculty advising loads may distort 
your findings. Disentangling the effects of different predic­
tors is often very difficult during analysis. It is much easier 
to control background influences by design. 

Research questions raise challenges for measurement and 
data collection. Are there published instruments that as­
sess advisor effectiveness? Do they require individual ad­
ministration? Can they be mailed, or must they be filled 
out in person? Are the measures appropriate for the stu­
dents and faculty members at your school? Is one measure 
of effectiveness sufficient, or should you use several? Data 
collection is expensive, so spend your resources wisely. If 
you do not think about measurement and data collection 
at the outset, you may never gather the key information 
you require. 

Research questions influence the number of people you 
must study. Not only is research design guided by your 
questions, so is statistical analysis. Different questions re­
quire different analyses which, in turn, require specific 
sample sizes to ensure adequate statistical power to detect 
effects. Once the data have been collected, it is too late to 
add respondents-you have to make this decision in ad­
vance. 

Our message is simple: Research questions determine 
every facet of research design. If your questions are not 
precisely stated, you have little basis for making crucial 
decisions. Today's naive choices may have dire conse­
quences tomorrow. If you plan your study with your re­
search questions in mind, you can ensure that your project 
will be able to answer those questions at the end. 
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EXAMPLE: Linking research questions to design decisions: Geo­
graphic mobility for academic men and women. 

The conventional wisdom of academic life suggests that (1) career advance­
ment often requires geographic mobility, and (2) women advance more 
slowly and occupy less prestigious positions than men. Rachel Rosenfeld 
and Jo Ann Jones (1987) asked whether these phenomena are related. 
Can sex differences in mobility explain sex differences in career progress? 

Rosenfeld and Jones developed three specific research questions: (1) 
Does geographic mobility differ by sex? (2) Does the relationship between 
mobility and career attainment differ by sex? (3) Have these patterns 
changed over time? Based on a random sample of 311 women and 311 
men, they found that (1) early in their careers, women are less mobile than 
men, but later on, this differential diminishes; (2) although geographic mo­
bility is related to career advancement, this relationship does not differ by 
sex; and (3) these patterns have not changed over time. 

These findings are persuasive because Rosenfeld and Jones linked their 
research design to their questions in six specific ways. First, because of 
interest in "academics," their target population was men and women who 
received a doctorate and who worked at a college or university immediately 
after receiving their degree. Second, because they needed published data 
on career histories (to save money) and a sufficient number of women (to 
examine their questions), they studied psychologists. (Thirty percent of the 
members of the American Psychological Association are female and the 
membership directory includes extensive employment data.) Third, because 
of their focus on sex differences, they oversampled women and undersam­
pled men, selecting equal numbers for their project. Fourth, because of 
their interest in changes over time, they did not restrict attention to psy­
chologists who graduated in anyone year, but included people who received 
a doctorate between 1965 and 1974. Fifth, because their questions empha­
sized career progress, not career status at a given time, they followed 
psychologists from doctoral degree until 1981, creating a study period as 
long as 16 years and as short as 7 years. Sixth, because of their focus on 
career success as measured by standard academic barometers, they used 
the Social Science and Science Citation Indices to determine the number 
of articles published each year, the National Union Catalog to determine 
the number of books published each year, and academic rank as a measure 
of career progress. 
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Research questions rarely come in a single burst of inspi­
ration. Do not expect to sit down for an hour and produce 
an elaborate list of specific questions. Although you must 
take the time to do just that-sit down and write-your 
initial list will not be your final list. Expect to iterate. A 
good set of research questions will evolve, over time, after 
you have considered and reconsidered your broad research 
theme. 

Begin by asking yourself the simple question: "What do 
I want to find out?" Be as general as you like-the broader, 
the better. Do not worry about data collection; that comes 
later. Do not worry about measuring fuzzy concepts; that 
comes later, too. Imagine you have access to any resource 
you need. Is that really all you want to know? Have you 
left something out? Will you be content if that is all you 
can say? Write down all your ideas, however grandiose, 
however small .. 

Now comes the hard part: Get specific. Examine every 
outcome on your list. Define it. Refine that definition. 
Think about how you would measure it. Do the same for 
every predictor. Identify the target population of greatest 
interest. Should it include anyone else? Be as precise as 
you can-the clearer, the better. 

Make sure your questions are not inward, incomprehen­
sible to colleagues. After all, your findings must be persua­
sive to external readers, too. Ask colleagues to review your 
list. Do they understand every question? Do they see some­
thing you overlooked? 

Be wary of the desire to push forward before going 
through this process. It is all too easy to write instruments, 
select respondents, and collect data before articulating spe­
cific questions. Many researchers believe they are produc­
tive only when they write interview schedules, gather data, 
or do statistical analysis. Don't fall into this trap. You may 
end up with long, rambling questionnaires and aimless 
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interviews that alienate respondents. You may omit re­
spondents who will be crucial later. Ultimately, you risk 
becoming stranded with key questions unanswered and key 
issues unresolved. 

EXAMPLE: Stating research questions: The effects of a career 
development course for undecided freshmen. 

One way to foster career development is to offer, for academic credit, a 
one-semester course in career choices. David Carver and David Smart 
(1985) examined the effects of one such course: "Career and Self-Explo­
ration (CSE)" at the University of Northern Colorado. 

The researchers' broad theme was an evaluation of "the effectiveness 
of the fall 1981 sections of CSE in promoting four major areas of student 
development: (a) academic and career decisionmaking; (b) career maturity; 
(c) positive self-concept; and (d) interaction between the student and the 
campus environment" (p. 38). But Carver and Smart did not stop there; they 
pushed themselves to become even more precise. Building upon a review 
of the literature, their specific research questions were: 

whether freshmen students completing CSE would score significantly 
higher than a comparison group in the following seven areas: (a) 
career decidedness (as measured by the CDS, Item 1), (b) academic 
major certainty (as measured by the CDS, Item 2), (c) reduction in 
academic and career indecision (CDS, Items 3-18), (d) maturity of 
career attitudes (CMI, Attitude Scale), (e) overall level of self-esteem 
(TSCS, total P score), (f) use of academic advising, personal coun­
seling, career planning, placement, and tutorial services (as measured 
by the Student Involvement Survey), and (g) involvement in student 
organizations, university programming and student government (Stu­
dent Involvement Survey). (p. 39) 

CDS (Career Decision Scale), CMI (Career Maturity Inventory), and TSCS 
(Tennessee Self-Concept Scale) are standardized, widely available instru­
ments. 

Carver and Smart used their research questions to make many design 
decisions. Their questions guided their measurement choices; the instru­
ments, and even specific items, are cited in the questions. The questions 
also guided their choice of a comparison group. Carver and Smart wanted 
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a comparison group of students who did not take eSE, but were otherwise 
similar to the eSE group. They were especially concerned about differential 
motivation to explore career options. Random assignment was not possible 
because of the university's policy of admitting students to courses on a first­
come, first-served basis. Their very good compromise for a control group 
was students who expressed interest in taking eSE but who could not 
enroll, because of schedule conflicts or because all sections were filled. 

Building on the Work of Others 

Having specified your research questions in as much detail 
as possible, you should spend time examining previous re­
search on these and related questions. Reviewing and syn­
thesizing the work of others can help both to clarify and to 
broaden your questions. A good literature review can iden­
tify unexamined target populations, important predictors 
and outcomes, and tried and tested measurement tech­
niques. A thorough review has another advantage as well: 
by learning from the work of others, you can avoid repeat­
ing their mistakes. 

The Goals of a Research Review 

The primary purpose of a research review is to learn what 
is already known so that you can build on it. The most 
helpful reviews identify corroborating and conflicting evi­
dence. Corroborating evidence suggests "facts" that you 
must take into account when designing your new project. 
Conflicting evidence generates new questions for future 
research. 

Occasionally, every study you examine will suggest the 
same clear and unambiguous answers to your research 
questions. If this happens, think about exploring new un-
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charted territory, or modifying your questions. Why con­
duct yet another study documenting for the eleventh time 
what has already been replicated ten times? 

But unanimous agreement is rare. All the studies in a 
group of studies probably used different research methods, 
and may have reached somewhat different conclusions. 
They may have sampled different target populations, used 
different measuring instruments, applied different analytic 
techniques, or simply found different answers. But what­
ever the differences are, you can learn from them. These 
differences, and any systematic patterns in them, can tell 
you a lot about how to design any new study. In fact, 
although conflicting findings prevent unambiguous an­
swers from shining through, they actually tell you more 
about future design than you would learn from a world 
where there was unanimous agreement. You can use con­
flicting evidence to generate new, more fine-grained ques­
tions and to construct more powerful research designs. 

EXAMPLE: What can you learn from previous research? The ef­
fects of financial aid on student persistence. 

Does financial aid help students to stay in, and eventually graduate from, 
college? Tullise Murdock (1987) examined more than 500 studies of the 
effect of financial aid on persistence. She carefully synthesized a subset of 
62 of these, and found that students receiving financial aid were slightly 
more likely to persist than similar students without aid. Specifically, "financial 
aid could be expected to move the typical person from the 50th to the 55.2 
percentile of persistence for the nonfinancial aid population" (p. 84). 

From a research design standpoint, Murdock's findings on the variation 
across studies of the impact of financial aid were even more informative. 
Her review showed that the impact of financial aid differed depending upon 
the following factors: (a) The type of institution: effects were larger at two­
year schools than at four-year schools, and larger at private colleges than 
at public colleges. (b) The definition of persistence: effects were larger if 
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persistence was defined in terms of graduation, as opposed to reenrollment 
from semester to semester or year to year. (c) Student enrollment status: 
effects were larger for full-time students than for part-time students. Mur­
dock's careful review turned up another critical finding: effects differed 
depending upon whether differences in academic ability between recipients 
and nonrecipients were controlled. In the seven studies that matched groups 
of students by ability, financial aid had no effect on persistence. 

Does Murdock's review establish definitively that financial aid and per­
sistence are related, and therefore that no additional research is needed? 
She found a "small" effect. Because money woes make it difficult for needy 
students to persist, and because financial aid converts this considerable 
disadvantage into a slight advantage, you might argue that even a small 
effect "in the right direction" establishes the efficacy of financial aid. But this 
conclusion may be premature. Effects differed across institutions, students, 
and measures, and the seven studies that controlled for academic ability 
found no positive effect on persistence. Additional research would certainly 
help to clarify these issues. 

What direction might new research take, and how can it build upon the 
thorough review? Murdock addresses this very question: 

For more accurate measures of financial aid effect on persistence, 
researchers should try to include part-time students, transfers, and 
stopouts in their study population. These three groups compose a 
large percentage of the total student population, and how a study 
treats their perSistence mediates the effect size. To adopt this rec­
ommendation, studies will have to measure persistence over a longer 
period of time than just one semester, one year, or even two years. 
Only thus will the true effect of financial aid on the total student 
population be determined. (p. 96) 

A good "next" study could build upon Murdock's work by including a broader 
cross-section of students and by collecting data for a longer period of time. 
Her careful review has refined the design of future research. 

How to Conduct a Review 

Carol Weiss has said that, until the 1970s, the best prac­
tical advice on how to review an extensive research liter­
ature was: read everything you can find, think carefully, 
and be smart. In a survey of 39 books, 87 review articles, 
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and 2050 article abstracts discussing methods for review­
ing the literature, Gregg B. Jackson (1980) concluded that 
systematic procedures were rarely presented or recom­
mended. 

What Jackson describes is the classic, narrative litera­
ture review. Narrative reviewers collect as many studies 
of a particular research question as they can find and try 
to synthesize the disparate results into a coherent story. 
Sometimes reviewers present lists displaying each study's 
results, often restricting these lists to studies that meet 
specific criteria, such as those with true experimental de­
signs, those supporting a specific point of view, or those 
carried out by particularly highly respected investigators. 
Narrative reviewers use common sense to distill essential 
findings from the literature. Conflicting findings are pitted 
against each other. Often a reviewer simply declares a few 
very well-done studies "the winners" and encourages her 
readers to believe only them. 

But is this the best way to carry out a narrative review? 
Just because the review is qualitative, must it be nonsys­
tematic? Obviously not. A good narrative literature review 
is like any other piece of research: if it is to be successful, 
it must be methodical and systematic. Without systematic 
procedures for identifying existing studies and comparing 
their findings, the biases of any particular reviewer will 
affect the overall conclusions. Another reviewer examining 
available reports on the same research question could reach 
an entirely different conclusion. 

You should be as systematic in your narrative research 
as you are in your regular research. Your review should 
adhere to the same high standards and adopt the same 
systematic strategies. The only difference is that your unit 
of analysis is "study," not "respondent." Try to be as objec­
tive as possible; do whatever you can to avoid letting your 
own biases influence your findings. Your review should 
include at least five steps. You should: (1) establish one or 
two questions that will drive your review; (2) examine a 
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representative sample of studies from the full "population"; 
(3) record the study findings and characteristics; (4) "ana­
lyze" the recorded "data"; (5) interpret your "analyses." 

Questions. Focus your review on two types of questions: 
questions about substantive detail (e.g., What student char­
acteristics are related to persistence?) and questions about 
research design and methodology (e.g., What characteris­
tics of research design are related to each study's findings 
about persistence?). You are reviewing the literature to 
learn about both substance and method. 

Sampling. Be sure to include in your review a represen­
tative sample of all the studies that have been carried out 
(the population of available studies). Do not restrict your 
attention to published research. Because of journal accep­
tance and rejection practices, published research has an 
overabundance of "statistically significant" findings, and 
by examining only published results you can overestimate 
the frequency of truly positive findings. Take the time to 
track down unpublished studies, dissertations, technical 
reports, and internal memoranda. There is much research 
done in higher education at the institutional level that is 
never even submitted for publication. You should examine 
this too. Fugitive documents balance the picture of what 
has been done and what has been learned. 

Data collection. In tables, charts, and lists systematically 
code and record the characteristics of every study and its 
findings. Pay special attention to methodology-who was 
sampled, how they were assigned to groups, what measures 
were used, what background influences were controlled, 
and so on. The relationships between different research 
designs and different findings provide valuable information 
for you when you design your study. 

Data analysis. Examine the recorded "data" and try to 
generalize across studies. Synthesizing the literature is 
never easy. Findings will vary considerably. Use conflicts 
between findings to examine the effects of methodology. 
Examine the strengths and weaknesses of the studies, de-
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termine whether similarly labeled programs or treatments 
differ in important ways, and assess the impact of differ­
ences among the studies in settings and respondents. Take 
special care before concluding that an answer is "known." 

Interpretation. Use your research review in several ways. 
First, consider the focus of previous research. Identify areas 
that have been thoroughly investigated versus those that 
need additional work. Direct your research to uncharted 
areas or to areas where conflicts still exist. Try to predict 
how your study will fit into an accumulating knowledge 
base when the next person reviews the literature, next 
year. Second, consider the strengths and weaknesses of pre­
vious research. Learn from both mistakes and successes. 
Were findings more impressive when certain types of mea­
sures were used? Be sure to ask why. Were findings larger 
for certain types of respondents? Be sure you understand 
why. Don't reinvent the wheel; improve it. Third, use dis­
crepancies among studies to generate new hypotheses for 
your work. Have studies at public colleges found larger 
effects than similar studies at private colleges? Why do you 
think this differential exists? Is it attributable to different 
organizational structures? To admissions criteria? To cur­
ricula? Do you think that private colleges could learn some­
thing from what public colleges are doing? The other way 
around? Perhaps you should include these new hypotheses 
in your project. 

EXAMPLE: How to review the literature systematically: Devel­
oping a model of nontraditional undergraduate student attrition. 

Why do nontraditional students-older, part-time, and commuter students­
drop out of school? Is it because they cannot find the on-campus supports 
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they need, or because their off-campus commitments present major obsta­
cles to persistence? 

John Bean and Barbara Metzner's (1985) work on attrition of nontradi­
tional students is an excellent illustration of how to review the existing 
literature for a specific research question. Noting that the literature on 
nontraditional students was sparse, Bean and Metzner carefully searched 
books, articles, dissertations, and ERIC clearinghouse documents. They 
identified 56 useful studies. They constructed tables summarizing the sub­
stantive findings and methodological details of each study. Their summary 
gives information on each study's location, target population, sample size, 
definition of "dropout," and statistical method. 

Then, in a series of narrative sections, Bean and Metzner describe the 
relationship between the decision to drop out and five sets of "predictors"­
intent to leave, and academic, psychological, environmental, and back­
ground factors. Each set of predictors includes several specific variables. 
For example, the environmental cluster includes information on finances, 
hours of employment, outside encouragement, opportunity to transfer, and 
family responsibilities. The authors discuss the effects of each predictor in 
turn, describing studies that focused on it, noting what was found, and 
identifying discrepancies among studies and relating them to the type of 
institution or analytic method. 

Borrowing from theoretical models of attrition among traditional students, 
Bean and Metzner synthesize their findings into a comprehensive model of 
nontraditional student attrition. Within this model, they comment specifically 
on the limitations of previous research-they identify, for instance, that 
"more than half of the 40 studies from two-year colleges were exit or autopsy 
studies ... [in which] control groups of persisters and tests of statistical 
significance were lacking" (p. 528). 

Bean and Metzner's careful attention to the needs of future research 
makes their review particularly helpful to anyone planning a new project. 
For example, they argue that research at commuter schools should not 
emphasize variables measuring social integration, but rather students' ex­
ternal environment. They discuss the need to distinguish between part-time 
and full-time students and between older and younger students. They also 
suggest that the variables associated with persistence will differ depending 
upon student demographics. They stress how future researchers must be 
sensitive to these demographics. Their comprehensive review, and their 
suggestions for future research, are an asset for researchers planning to 
investigate attrition for nontraditional students, and an example to those 
intending a narrative literature review. 
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Meta-Analysis 

In recent years, methodologists have developed more rig­
orous ways of coding and analyzing the evidence collected 
in a literature review. The new approach, which uses the 
power of quantitative methods to systematize the narrative 
review, is called meta-analysis (Glass, McGaw, and Smith, 
1981; Cooper, 1984; Light and Pillemer, 1984; Rosenthal, 
1984; Hedges and aIkin, 1985). 

Rather than creating narrative tables of summary find­
ings and then informally synthesizing these "data" by 
counting the number of studies "for" and "against" a par­
ticular finding, meta-analysis summarizes each study nu­
merically. Study findings-either the relationship between 
predictor and outcome, or the differences among treatment 
groups-are recorded as "effect sizes." Study characteristics 
are recorded as categorical and continuous variables. Then, 
over all coded studies, meta-analysis uses descriptive and 
inferential statistical techniques to explore the dependency 
of effect size on the study characteristics. Larry Hedges and 
Ingram Olkin (1985) provide a compendium of useful strat­
egies. 

Two types of effect size are most common. If most of the 
studies you review have estimated correlations between 
predictor and outcome, then the correlation coefficients 
themselves can be used as effect sizes to summarize the 
study finding. Bigger correlations indicate stronger rela­
tionships. On the other hand, if most studies have com­
pared means for groups of respondents, say students get­
ting a new curriculum versus students getting an oldone, 
then a standardized mean difference-the difference be­
tween the two group averages, expressed in standard de­
viation units-is the appropriate effect size. Bigger effect 
sizes usually indicate more successful innovations or cur­
ricula or treatments. Whether you compute the summary 
effect sizes as correlation coefficients or as standardized 
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mean differences is largely irrelevant, because each of 
them can be converted into the other by simple arithmetic 
manipulation (see Glass, 1976; Hedges, 1983; Hedges and 
aIkin, 1985). 

Once you have coded the effect size and study character­
istics for each of the studies, you can begin the "analysis" 
phase of your review by exploring your coded data from 
study to study. What type of analyses should you perform? 
The typical quantitative research synthesis will address 
four questions. 

1. Are effect sizes consistent across studies? If not, how 
do they vary? You can examine the empirical distribution 
of effect sizes over studies. Do they follow a recognizable 
pattern? Are they centered around zero or around some 
non-zero value? Is the distribution of findings dispersed or 
tightly clustered? Is it symmetric or asymmetric? (Light 
and Smith, 1971; Rosenthal and Rubin, 1986.) 

2. What is the average effect size over studies, and is it 
different from zero? If the empirical distribution of effect 
sizes does not have an unusual shape, or worrisome out­
liers, then the average effect size across all studies may be 
a useful summary statistic. It gives you an overall impres­
sion of the relationships or group differences that other 
researchers have found. If it is non-zero, the new curricu­
lum you are looking at is better, or worse, than the old. If 
it is approximately zero, the collective evidence is that the 
innovation you are examining is no different from the "old 
way." Take special care if the effect sizes have an unusual 
distribution. In these instances, the average effect size is 
less useful and must be interpreted extra carefully. For 
example, perhaps an innovation works especially well for 
freshmen but not for seniors; the empirical distribution of 
effect size may be bimodal. 

3. Are the effect sizes related to study characteristics? 
When study findings conflict, their effect sizes differ. Are 
there some very large or very small effect sizes? Is there 
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anything unusual about these particular studies? Are dif­
ferences in effect sizes related to how studies were de­
signed? Do effects differ at private colleges versus public 
colleges? At four-year colleges versus two-year colleges? 
For freshmen versus upperclassmen? Do well-controlled 
studies show a stronger or a weaker impact for a new 
curriculum or advising system? (Light, 1979; 1984). 

4. Does publication bias exist? Publication bias can seri­
ously affect the findings of your review. If you synthesize 
results from published studies only, you will be excluding, 
unintentionally but systematically, all those studies that 
never found their way into print. 

If findings in the "omitted" papers are similar to the 
findings in those that were published, you will be fine. If 
they are not, then looking only at published work means 
you are reviewing a biased subset of findings. Typically, 
this will cause you to overestimate effect size. This is be­
cause statistically significant findings are more likely to be 
submitted to, and accepted by, a refereed journal than non­
significant findings (Greenwald, 1975; Rosenthal, 1978). 

You should take two steps to deal with possible publi­
cation bias. First, because publication bias arises when 
only those studies that appear in journals are reviewed, we 
urge you to include unpublished work in your review. Sec­
ond, you should estimate the size of the publication bias. 
You can separate published from unpublished sources in 
your review, and explore whether one type of source reports 
noticeably different findings from the other. If it does, then 
you should think hard about informally "adjusting" the 
recommendations of your reviews. 

The strength of meta-analysis is its systematic nature. 
Another reviewer using meta-analysis to synthesize the 
same literature should arrive at the same results as you 
(Light, 1983). 
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EXAMPLE: Using meta-analysis to refine your questions: The 
effectiveness of special programs for high-risk and disadvan­
taged college students. 

Since 1894, when Wellesley College implemented what may have been the 
first remedial course for college students, many colleges have instituted 
programs designed to help students who might have problems. Given all 
the resources expended, just how successful are such programs? 

Chen-lin Kulik, James Kulik, and Barbara Shwalb (1983) conducted a 
meta-analysis of research on college programs for high-risk and disadvan­
taged students. They focused on programs defining risk in terms of low test 
scores, low high school achievement, low college achievement, or mem­
bership in a socioeconomically disadvantaged group. Using computer 
searches of three major bibliographic databases, they identified 504 avail­
able documents. Sixty studies that systematically compared similar groups 
of students who participated and did not participate in an intervention pro­
gram were selected for meta-analysis. 

Effect sizes were computed to summarize group differences (member­
ship in remedial program versus no membership) on two outcomes: 
achievement (college GPA) and persistence (reenrollment during the study 
period). The authors also coded 12 study characteristics: 3 describing the 
program (e.g., intervention mode), 2 describing the setting (e.g., type of 
college), 5 describing the design (e.g., random assignment), and 2 describ­
ing publication history (e.g., published or unpublished document). We de­
scribe results for the 57 studies reporting data on GPA. 

Effect sizes varied from a low of -.41 to a high of 1 .00, and their empirical 
distribution was fairly symmetric with no unusual values. The mean effect 
size was .27, indicating that in the average study, students getting special 
help had GPAs .27 standard deviations higher than students not getting 
such help. Kulik and her colleagues translate these effect sizes back into 
GPAs as follows: "In the typical report, the GPA for students from the special 
programs was 2.03 in the latest semester studied; the GPA for control 
students was 1.82. Although positive and statistically reliable, the overall 
effect of special programs on GPA was therefore clearly small in size" (p. 
401). 

Examining the large amount of variation among effect sizes, the authors 
explored relationships between study findings and the 12 study character­
istics. They discovered four systematic patterns. Effects were smaller 
among established programs, programs that looked at long-term GPAs, and 
programs that used remediation. A potential publication bias also was dis­
covered: unpublished studies had a lower mean effect size (.07) than pub­
lished studies (.31) and dissertations (.30). 
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What can a researcher interested in evaluating the effects of special­
help programs learn from this meta-analysis? First, remedial programs can 
help, although their impact maybe smaller than an administrator might 
hope. Second, different kinds of programs have different effect sizes. Pro­
grams using guidance sessions had the largest mean effect size (.41); 
programs using academic training and comprehensive support services 
followed (mean effect sizes of .29 and .26); and programs emphasizing 
remedial studies were the least successful (mean effect size of .05). Third, 
be sure to look at both long-term and short-term success. Short-term eval­
uations give an overly optimistic picture of efficacy; follow students for 
several semesters if you want to learn whether the program is really effec­
tive. 

Correlation versus Causation 

Many research questions in higher education ask about the 
association between predictors and outcomes. Joseph Se­
neca and Michael Taussig (1987) studied the relationship 
between an offer of financial aid (the predictor) and the 
decision to enroll at Rutgers University (the outcome). So­
phia Mahler and Dan Benor (1984) examined the relation­
ship between attending a teacher-training workshop (the 
predictor) and instructional behavior of faculty members 
(the outcome). Larry Weber, Janice McBee, and Jean Krebs 
(1983) examined the relationship between the type of ex­
amination given-in-class versus take-home-(the predic­
tor) and the amount of "rampant cheating" (the outcome). 

What does it mean to examine the relationship between 
a predictor and an outcome? When you speak of relation­
ships, do you mean correlation or causation? Do you want 
to know whether the predictor and outcome are simply 
associated or whether a change in the predictor will ac­
tually change the outcome? 

If you could observe a correlation only when variables 
were causally linked, this distinction would be unneces-
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sary. Questions about causality would be answered by ex­
amining correlations. But for years, nonstatisticians such 
as George Bernard Shaw (1911) have pointed out that 
many things in life that are correlated are anything but 
causally linked: 

It is easy to prove that the wearing of tall hats and the carrying 
of umbrellas enlarges the chest, prolongs life, and confers com­
parative immunity from disease ... A university degree, a daily 
bath, the owning of thirty pairs of trousers, a knowledge of Wag­
ner's music, a pew in church, anything, in short, that implies 
more means and better nurture ... can be statistically palmed 
off as a magic-spell conferring all sorts of privileges ... The 
mathematician whose correlations would fill a Newton with ad­
miration, may, in collecting and accepting data and drawing 
conclusions from them, fall into quite crude errors by just such 
popular oversights. 

The moral: correlation does not imply causality. 
Yet, if your work is to influence policymaking, then it 

must examine causal linkages. Does a generous offer of 
financial aid cause students to enroll in our school? If it 
does, we might change our school's financial aid policy with 
the hope of improving our yield rate. Does teacher training 
cause professors to teach better? Ifit does, we might require 
all professors to participate in workshops with the hope of 
improving their performance. 

At other times, we want to know only whether a predic­
tor and an outcome are correlated, but we want to be sure 
the correlation is attributable to a direct relationship, not 
to other predictors we failed to study. We would want to be 
sure, for example, that the correlation between attendance 
at a teacher training workshop and performance in the 
classroom was not an artifact of differential attendance at 
the workshops caused by a tendency of professors who were 
better instructors to begin with to be more likely to partic­
ipate in the training. 
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Establishing a Causal Link 

Frederick Mosteller and John Tukey (1977) identify four 
conditions for demonstrating a causal link. First, you must 
show that a change in the predictor produces a change in 
the outcome: the outcome must be responsive to changes in 
the predictor. Second, you must show that there is no plau­
sible alternative explanation: no rival predictor must be 
able to explain the correlation you have observed. One way 
to ensure this is to assign study respondents randomly to 
the various levels of the predictor. Random assignment 
makes this group membership uncorrelated with all other 
predictors, thereby ensuring that any effect you observe is 
attibutable to group membership. Without random assign­
ment, you must systematically examine, and rule out, all 
plausible rival predictors. Third, you must have some idea 
what mechanism explains how a change in a predictor 
produces a change in an outcome. If you have a theory 
describing how the predictor affects the outcome, then 
when you find a relationship you can tell an appropriate 
story. Without a theory, you should not be looking for a 
causal link. Fourth, you must be able to replicate the cor­
relation in different populations with different character­
istics. If a link is found time and time again, the consistent 
pattern is far more compelling than each isolated result. 

Can research on higher education meet these four cri­
teria? The answer is yes. The challenge is to plan research 
that can uncover strong linkages supported by well-crafted 
theory. We address this challenge throughout this book. 

When investigating causation, the key criterion is re­
sponsiveness. Responsiveness is the $64,000 question of 
applied research, especially policy research. It is not 
enough to show that a policy choice is correlated with an 
outcome. You should demonstrate that a change in policy­
be it a change in teaching style, dormitory assignment, or 
class size-changes the outcome. After all, if a policy 
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change will not change the outcome, why bother changing 
the policy? 

Active intervention is the only way to demonstrate re­
sponsiveness. Relational studies cannot do so. Comparing 
the enrollment rates of students receiving financial aid 
with those of students who are not cannot tell us, with 
confidence, whether offering financial aid to more students 
would improve yield rates. Determining the effects of a 
policy change requires changing the policy and seeing what 
happens. 

Because of the intimate link between causation and re­
sponsiveness, you should always answer questions about 
causality, if at all possible, with randomized experiments. 
When you conduct a randomized experiment, you are an 
"agent of change," intervening in the system and observing 
what happens. Randomization has another advantage as 
well; its "balancing" properties help rule out rival expla­
nations of the correlation between predictors and outcomes. 
These properties combine to make randomized experiments 
the best, and to many methodologists the only, way to go. 

EXAMPLE: Establishing a causal link: Can you train teaching 
assistants to be better teachers? 

Widespread complaints about the poor teaching of teaching assistants (TAs) 
has led many colleges to offer programs designed to improve TAs' class­
room skills. Kathleen Oalgaard (1982) evaluated the effectiveness of one 
such program by conducting an experiment with 22 graduate-student TAs 
in the business administration, economics, and geology departments of the 
University of Illinois, Urbana-Champaign. She divided the TAs by depart­
ment and randomly assigned half from each department to a training group, 
which participated in six two-hour seminars and an individual videotape 
critique session with the seminar instructor, and half to a no-training group. 
All TAs were videotaped once before the training began and once five 
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weeks later. Independent raters (unaware of group membership) gave TAs 
in the training group better ratings of overall teaching quality than TAs in 
the control group. 

Dalgaard's study provides convincing evidence that TAs can be trained 
to teach better-that training causes improvement. By offering a program 
and randomly assigning TAs to groups, she acted as an "agent of change," 
intervening in the system and observing what happened. This allowed her 
to demonstrate responsiveness. Random assignment also ensured that the 
two groups of TAs were similar with respect to background characteristics 
such as initial teaching skill and motivation to participate in a training pro­
gram. (Comparing initial teaching skill ratings for the two groups confirmed 
this comparability.) This helped Dalgaard eliminate plausible rival explana­
tions of group differences. The training program was based upon well-known 
theories of teaching and teacher training. This helped her posit a mechanism 
whereby the training caused behavior to change. The only criterion she was 
unable to comment on was consistency, for her study was limited to 22 
TAs. Replication was left to future researchers. 

If randomized experiments enable you to make strong 
inferences about relationships between predictors and out­
comes, why conduct relational studies at all? One reason 
is that some predictors simply cannot be manipulated. You 
cannot randomly assign participants to levels of sex, age, 
race, or class year, and so to learn about the relationships 
between these predictors and an outcome, you must ex­
amine them as they occur in nature. A second reason is 
that logistical, practical, or ethical constraints often pre­
clude randomization. For example, you may not have 
enough dollars to randomly assign students to different 
financial aid packages. Without random assignment, you 
can only examine the statistical association between mea­
sures. 
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EXAMPLE: Conducting a relational study: The effects of fresh­
man orientation on student persistence. 

Many colleges and universities invite incoming freshmen to an orientation 
session held before the beginning of classes. Ernest Pascarella, Patrick 
Terenzini, and Lee Wolfe (1986) conducted a relational study at a private 
residential university to examine the impact of freshman orientation on 
decisions to drop out before sophomore year. The researchers studied 763 
students who were part of a random sample of incoming freshmen, and 
who also filled out two questionnaires-one in early fall and one in late 
spring of freshman year. Information on persistence came from university 
records. Seventy percent of the incoming students attended orientation; 88 
percent of them persisted until sophomore year. Orientation and persistence 
were strongly correlated: students attending orientation were more likely to 
continue than those not attending. 

Had the researchers estimated only simple correlations, their results 
would not have been convincing, for common sense suggests that back­
ground characteristics of students, associated with the decisions to attend 
orientation and to persist in school, may have spuriously created this cor­
relation. The authors also hypothesized that the effect of orientation on 
persistence might not be direct, but might operate by influencing social and 
academic integration, which in turn affect persistence. 

To investigate these alternative hypotheses, Pascarella and his col­
leagues estimated a series of statistical models incorporating rival predic­
tors, such as the students' gender, major, socioeconomic status, and aca­
demic preparation, and moderating predictors, such as freshman-year social 
integration, academic integration, and institutional commitment. They found 
that presence at orientation did not have a direct effect on persistence; the 
correlation between the two variables diminished after the other predictors 
were included. But orientation did have an indirect effect on persistence, 
through its strong relationship with social integration and institutional com­
mitment, which, in turn, predicted perSistence. They conclude that attend­
ance at orientation has a positive, albeit indirect, effect. 

Because attendance at orientation was voluntary, this relational study 
cannot demonstrate responsiveness, and as a single study, it cannot dem­
onstrate consistency. But the researchers did an excellent job of conSidering 
the remaining two criteria. Their research was well-grounded in theories 
explaining the persistence decisions of traditional students, including the 
work of Vincent Tinto (1975), William Spady (1970), and J.P. Bean (1985). 
They clearly articulated and explored the mechanism whereby orientation 
affects persistence. Using sophisticated statistical analyses, they eliminated 
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many plausible alternative predictors, thereby suggesting that the effects 
they found were not artifacts. 

But the nagging question remains: Does orientation cause persistence? 
Pascarella and his colleagues are direct and to the point: 

Finally, and perhaps most importantly, the study has the obvious ... 
problems inherent in correlational data. Students in the sample self­
selected themselves into the orientation and nonorientation group. 
This necessitated statistical controls ... While such analytical models 
are useful in portraying what the patterns of causal influence might 
look like, they do not provide the same order of control as that 
achieved by a randomized experiment ... [nhe estimation of the 
effects of orientation experience ... under more controlled experi­
mental conditions is a fruitful area for future inquiry. (p. 172) 

Unfortunately, such speculation always haunts relational studies. 

You must decide, early in the research planning phase, 
whether you are interested in correlation or causation. This 
decision, more than almost any other, determines much 
about your final design. If you want to establish causality, 
conduct an experiment. If you are content to establish an 
association, conduct a relational study. 

The Wheel of Science 

Throughout this chapter, we argue that effective empirical 
research must be guided by specific questions. You will not 
find what you have not sought. You will not be able to 
provide answers if you have not directly looked for them. 

But isn't this premise a bit too simplistic? Isn't it possible 
to have tacit knowledge without having asked a question 
first? We often learn by direct experience unprovoked by 
interrogation. We observe first and then ask why. Can't we 
learn from data even if we haven't posed a specific ques­
tion? Can't research proceed without questions? 
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Of course it can. At issue here, though, is how successful 
your project will be if you plan it without attention to 
specific questions. Research does not require the articula­
tion of specific questions; the systematic planning of re­
search does. 

Philosophers of science distinguish between two modes 
of inquiry, one based on inductive logic and the other based 
on deductive logic. When you use inductive logic, you begin 
with observations and then explain what you have ob­
served by generalizing. You move from particular instances 
to general principles, from facts to theories. In contrast, 
when you use deductive logic, you begin with a conjecture­
a theory, hypothesis, or law-and then you collect data to 
test the accuracy of the conjecture. You move from general 
principles to particular instances, from theories to facts. 

Is one mode of inquiry "better" than the other? Does 
"true science" require deduction? Is induction second-rate? 
For centuries, philosophers have pondered these questions, 
some arguing for induction, some arguing for deduction. 
Most agree that deductive research, so common in the nat­
ural and physical sciences, is scientific. But fewer agree 
about inductive research, so widespread in the social sci­
ences. Some argue that induction cannot be scientific, oth­
ers argue that as long as induction is accompanied by rig­
orous methods, it, too, is scientific. 

We take a middle position. We believe that practical 
scientific inquiry blends deduction and induction, cycling 
endlessly between the two extremes. In the. inductive 
phase, you reason from data; in the deductive phase, you 
reason toward data. Both modes of inquiry are essential. 
Induction helps us generalize and build new theories, 
which in turn generate new hypotheses for future deduc­
tive research. On and on the circle turns, new knowledge 
building on old in an endless spiral-theory to data, data 
to theory. Practical scientific inquiry becomes a wheel-the 
"wheel of science" (Wallace, 1971). 

We do not argue that our position is the best possible 
one, but rather that it is practical and effective. Inductive 
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inquiry must precede and support your design plans. Ex­
ploratory research focuses ideas and helps build theory. But 
by framing specific questions and testing particular hy­
potheses derived from theory you gain irrefutable knowl­
edge about how the world actually works. 

Even statistics, a field wedded to deduction and hypoth­
esis testing, has spawned disciples of induction. John Tu­
key, the father of the movement known as Exploratory 
Data Analysis, has said: "We need both exploratory and 
confirmatory [research] ... [new] ideas come from previous 
exploration" (1980, p. 124). Use data not only to test theory, 
but to develop theory. Good statistical analysis combines 
exploratory model-building and confirmatory testing ofhy­
potheses. 

A close reading of almost any empirical research report 
reveals an implicit acceptance of this position. Consider 
Carver and Smart's study of the effects of career classes on 
career development. This was a solid piece of deductive 
research, yet they based their study on theories of career 
development, vocational choice, and student-institutional 
fit that were exploratory results from previous studies. And 
Carver and Smart discuss new exploratory findings, such 
as the effect of a student's advisor on her career choice, 
that future researchers can reframe as testable hypotheses. 

Our philosophy has two practical consequences. First, 
design your study only after doing a healthy dose of explo­
ratory work. Use your eyes and ears. Use informal contacts 
with administrators, faculty members, and students. Use 
colleagues on other campuses. Use the research of others. 
Be inductive. Second, design your study with clearly stated 
research questions in mind. Questions are crucial to your 
project's ultimate success. They fuel the engine and turn 
the wheel of science. They may be broad in a descriptive 
study, or narrow in an experimental study, but they are 
still questions. Be deductive. 



WHAT GROUPS DO 

YOU WANT TO STUDY? 

3 
Before you can begin, you must ask: Whom should I study? 
The answer comes directly from your research questions. 
Suppose, for example, you want to examine the effective­
ness of a new approach to teaching expository writing. To 
supplement individual writing outside of class, each stu­
dent will write collaboratively with a classmate for one 
hour during each two-hour class. You hypothesize that col­
laboration will help students develop skills necessary for 
revising and improving not only their joint writing, but 
their individual writing as well. 

At first glance, the goal here is to examine students. The 
purpose of the innovation is to improve students' writing 
skills, and the most direct way to assess improvement is to 
study the changes in their skills over time. 

But identifying a target group with a label as broad as 
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"students" is only the first step in selecting people for study. 
In which students are you particularly interested? All stu­
dents enrolled in freshman writing classes? Only those who 
have poor writing skills, because they have the most to 
gain if the new approach is beneficial? Only those who have 
good writing skills, because they have the crucial founda­
tion for advanced editing skills? The word "students" is a 
good characterization of the group you want to study, but 
it is only a starting point. 

Taking a broader perspective, are you interested only in 
how students respond to the innovation, or also in how 
instructors respond? Does student collaboration free up 
some of the instructors' classroom time, enabling them to 
spend more time with individual students? Or does the 
need to orchestrate successful collaboration between stu­
dents absorb even more instructor time, leaving less for 
individual students? Innovative programs may affect par­
ticipants other than just the target group. Students en­
rolled in the freshman composition course may be your 
primary interest, but perhaps they should not be your sole 
interest. 

A key step in designing research is to clearly specify, 
before collecting any data, which respondents are the focus 
of your study. In this chapter, we develop several themes 
to help you make this specification: 

• Provide a rationale for all your decisions. You should 
have a clear justification for all decisions about the 
people you will study. Feasibility is important, but your 
respondents must be chosen because you are specifically 
interested in them. 

• Consider issues of generalizability. Will others see your 
research as useful to them, or will your results be too 
specific to a particular set of places, persons, and times? 

• Consider different types of respondents. Many interest­
ing questions in higher education involve not just one 
type of respondent, such as students, faculty members, 
or departments, but the relationships between types of 
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respondents. How do student-faculty interactions affect 
students and faculty members? What characteristics of 
teacher behavior enhance student learning? Expanding 
the types of respondents will give you another window 
on the phenomenon under study. But beware: studies 
involving more than one type of respondent must be 
designed with special care. 

Specifying the Target Population 

The first step in identifying whom to study is to specify a 
target population. By doing this precisely, you can select a 
sample of respondents that is representative of that popu­
lation. With an imprecise specification, you will never 
know how useful your results are. 

How do you identify the target population? One way is 
to select a target population because of its generalizability. 
Researchers achieve generalizability by using target pop­
ulations that include a wide range of persons, places, and 
times. The broader the definition of the target population, 
the more broadly applicable your results, and the more 
likely other researchers will see the relevance of your re­
sults to their interests. Donald Campbell and Julian Stan­
ley (1963) refer to this feature as external validity-how 
well the findings of a study apply to external groups. 

But broad applicability of results is not the sole reason 
for selecting a target population. Substantive questions 
also are important. You must decide on the particular 
group you wish to study. Whom is the new advising system 
designed to help? Who is at risk for dropping out? Who 
could benefit from teacher training? Research projects usu­
ally evolve from your observation, intuition, or need-to­
know about a specific group. That group is your target 
population. 

Generalizability and substance should be foremost in 
your mind when specifying your population. But as a prac-
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tical matter, the target population must be delimited pre­
cisely by specific characteristics. You must identify which 
persons, which places, and which times. We have found that 
four sets of criteria help to identify a population: (1) inclu­
sion criteria; (2) exclusion criteria; (3) expected effect size; 
and (4) feasibility. 

Inclusion Criteria 

The major question you should ask yourself when devel­
oping inclusion criteria is: Why? Why do I want to study 
these particular students? Why do I want to study what 
happened during this period of time? Why do I want to 
study what happened in this particular department? You 
should have a sound rationale for identifying those individ­
uals eligible to be included in the target population. If you 
do not have such a rationale, redefine the target population 
until you do. 

What constitutes a sound rationale? In the abstract, the 
adequacy of a rationale is in the eye of the beholder. But 
once your research is completed, the adequacy of your ra­
tionale will be judged by your audience, be it administra­
tors, faculty members, policymakers, or even students. A 
sound rationale is thus one that is logical to your ultimate 
audience. It does not have to be elaborate. 

To illustrate, suppose you are interested in investigating 
the relationship between financial aid awards to freshmen 
and the likelihood that a student will complete her degree. 
Your hypothesis is simple-a student who receives finan­
cial aid is more likely to persevere and complete a degree 
than one who doesn't. And as financial aid increases, so 
does the likelihood that a student will graduate. 

What rationale can be used to specify a time horizon­
the beginning and end points for your study? For a starting 
year, you might choose 1975 because of changes in financial 
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aid policies in the mid-1970s. Financial aid data for stu­
dents enrolled before 1975 may be noncomparable with 
data for students enrolled after 1975. Or perhaps you 
should limit your study to students who enrolled after 1982, 
the year the Reagan administration introduced dramatic 
changes in the Guaranteed Student Loan Program. Our 
point is not that certain years are "correct," but rather that 
you must articulate a defensible reason for selecting the 
characteristics that circumscribe your target population. 

EXAMPLE: Specifying the characteristics of your target popula­
tion: How long does it take to earn a doctorate? 

Every year since 1938, the National Research Council has conducted the 
Survey of Earned Doctorates by sending a questionnaire to every person 
who received a doctorate from a U.S. institution. In addition to asking how 
long it took the student to complete his or her degree, the questionnaire 
includes items asking about academic topics (e.g., field of study, under­
graduate school), financial topics (e.g., type and amount of financial sup­
port), and demographic topics (e.g., age, sex, race, citizenship, marital 
status). 

Jamal Abedi and Ellen Benkin (1987) used these data to examine factors 
associated with the length of time it took graduate students at UCLA to 
earn doctoral degrees. Although data were available for every year from 
1938 until 1985, the authors restricted their analyses to the 4,225 UCLA 
students (with complete data) who received their degrees between 1976 
and 1985. 

Why did they choose these beginning and end pOints? Abedi and Benkin 
explain: "We chose to limit our population to this 10 year span for two 
reasons: (1) During that decade there were no major external changes that 
would cause students to finish more quickly or more slowly, and (2) some 
of the items in the Survey of Earned Doctorates relating to the variables we 
wanted to study were changed in 1976 but have not been changed since 
that time" (po 7). This justification blends a substantive rationale with a 
practical rationale. 
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Exclusion Criteria 

When deciding whom to include, you are also deciding, 
explicitly or implicitly, whom to exclude. For example, the 
broad definition of the target population for the financial 
aid study excludes some potential participants because it 
restricts attention to incoming freshmen. With this defi­
nition, students who transferred to the school as upper­
classmen would be excluded from the study. 

Exclusion criteria should be stated as explicitly as inclu­
sion criteria. As with inclusion criteria, exclusion criteria 
must be supported by a rationale. With the financial aid 
study, for example, you might argue that transfer students 
have a different time trajectory from that of incoming 
freshmen. The rationales for inclusion and exclusion help 
determine the soundness of your design. 

Many beginning researchers incorrectly assume that the 
exclusion of some individuals from the target population 
limits the relevance of a study. This simply is not correct. 
Excluding people makes the choice of target population 
more focused and deliberate. When this happens, your re­
search is more likely to be successful because extraneous 
factors, which might vary tremendously in a less controlled 
target population, are being "held constant." In essence, by 
excluding some individuals from the study, you can obtain 
better information, although on a narrower population. 

EXAMPLE: Excluding subgroups can improve your design: Mod­
eling MBA student performance. 

Richard McClure, Charles Wells, and Bruce Bowerman (1986) studied the 
predictors of academic performance among MBA students at Miami Uni­
versity in Ohio, using as their initial target population students who began 
the program during a single semester. They then excluded three small 
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subgroups. First, they eliminated students who had withdrawn from the 
program after completing only one, two, three, or four courses, arguing that 
such a small number of completed courses could not yield a good estimate 
of a student's GPA. Second, they eliminated international students, "be­
cause of the unknown impact on performance of learning in a language and 
culture that is not native and because of the difficulty in reconciling their 
undergraduate grade point averages and GMAT scores with the correspond­
ing scores for American students" (p. 183). Finally, they eliminated part­
time students, because they hypothesized that the academic performance 
of part-time students would be adversely affected by professional respon­
sibilities. These three criteria led to the exclusion of 37 students from the 
sample, yielding a reduced sample of 89 students. 

The exclusions paid off. Three previous studies of the relationship be­
tween undergraduate GPAlGMAT scores and graduate GPA had been in­
conclusive. But by excluding the three subgroups, the authors were able to 
detect a moderate relationship. The narrower definition of their target pop­
ulation allowed them to find stronger effects, although their results are now 
generalizable, in turn, to a narrower population. 

Expected Effect Size 

Some researchers choose a target population because of the 
size of the effect they expect to find. Choosing a group for 
which you expect to find a large effect is not uncommon or 
unreasonable. For example, you might target a new writing 
program to students who have weak incoming writing 
skills. There are two good reasons for such a strategy: (1) 
if you find an effect for this group, future research can see 
if it holds also for other groups; (2) if you do not find an 
effect for this group, chances are you will never find it for 
any other group. 

When you choose a target population because of an ex­
pected effect size, the generalizability of your findings to 
other populations is not a concern; indeed, generalizability 
is usually sacrificed. Instead, the goal is to find evidence to 
support or refute your hypothesis for some group. 

In what types of target populations are you likely to find 
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large effects? Effects tend to be larger within groups in 
greater need or at higher risk-in other words, those with 
the most to gain. A study of the relationship between fi­
nancial aid and college persistence, for example, might 
focus on a target population in great need of financial aid­
such as students with lower family incomes or smaller 
savings. For these students, adequate financial aid may be 
a major determinant of whether they graduate. If a broader 
cross-section of students were studied, one that included 
some wealthier students, financial aid might appear to 
have a smaller effect. 

The decision to specify a target population in greater 
need, or at higher risk, may also direct yuu to certain 
institutions or periods of time. For the financial aid study, 
for example, you might collect data at a college where 
students come from poorer families. Or you might collect 
data only after the restrictions on the Guaranteed Student 
Loan Program were tightened. By limiting your focus in 
these ways, you diminish the generalizability of your find­
ings. But you trade generalizability for an increased prob­
ability of detecting an effect. Limited generalizability may 
be a small price to pay if you can demonstrate an important 
relationship. A subsequent study can then determine if the 
detected relationship holds for other, broader, populations. 

EXAMPLE: Choosing a target population in which the effects are 
likely to be large: Helping college women "break the ice." 

Charlene Muehlenhard, Laurie Baldwin, Wendy Bourg, and Angela Piper 
(1988) investigated the efficacy of a computer program designed to help 
college women start and maintain conversations with college men. Rather 
than using all college women as their target population, they focused their 
energies on a special subgroup-shy heterosexual women. To identify this 
group, they administered the Survey of Heterosexual Interactions for Fe-



49 
WHAT GROUPS DO YOU WANT TO STUDY? 

males (SHI-F) to 663 women enrolled in introductory psychology classes at 
Texas A&M University, and then selected a sample of 45 women with 
especially low SHI-F scores, which indicate shyness. 

These 45 women were randomly assigned to one of three groups: (1) a 
group that used a computer training program designed to help women 
initiate and maintain conversations with men; (2) a group that read a written 
training manual with the same goal; and (3) a no-intervention control group. 
The researchers also selected 15 women with average SHI-F scores as a 
"not-shy" control group. The 60 women filled out the SHI-F two more times­
once immediately following treatment, and once four months following treat­
ment. 

Both the computer program and the written intervention worked. The 
women in these groups had much higher SHI-F scores at both posttest and 
follow-up than they had at pretest. The women in the two control groups 
had relatively stable SHI-F scores, stably high for the not-shy control group 
and stably low for the shy control group. By using a shy target population, 
the researchers were able to demonstrate the effectiveness of their training 
program. Had they focused their efforts on all women, their program might 
have had little effect. 

Feasibility 

A study, however well designed, will never succeed if it 
cannot be implemented. Research projects formulated in a 
vacuum, without attention to institutional policies, prac­
tices, constraints, and philosophies, will not get off the 
ground. Practical issues such as access, rapport, and logis­
tics must be considered carefully when specifying a target 
population. Carrying out a study without the formal coop­
eration of an institution and the informal cooperation of its 
staff is virtually impossible. Cooperation is part and parcel 
of applied research. 

Feasibility is a necessary, but not sufficient, condition for 
choosing a target population. Some researchers use feasi­
bility as the primary rationale for specifying a target pop­
ulation, and ignore more important considerations such as 
generalizability. This practice is reflected in the many re-



50 
BY DESIGN 

search studies in higher education conducted in one insti­
tution or a single professor's class. Some of these research­
ers have chosen the particular target population simply 
because their own institution and their own classes provide 
an easy source of data. This is inappropriate if the students 
enrolled in a specific college or course are not the real target 
population. 

Not all single-institution studies are inappropriate. The 
effectiveness of a new policy at your institution can be best 
evaluated at your institution. If your research question is 
specific to one college, then it is entirely appropriate to use 
that college, and that college alone, to provide the target 
population. This rationale underlies much of the internally 
sponsored institutional research conducted on the nation's 
college campuses. Our point is that if you want to make a 
broader statement about a policy, you should evaluate it in 
a more general setting. To answer the latter type of re­
search question, choosing a single institution will not be 
sufficient. 

Tradeoffs among the Different Criteria 

Several of the criteria for specifying a target population 
conflict. If you choose a target population because you ex­
pect to find a large effect, you may sacrifice generalizabil­
ity. If you choose a target population because of its gener­
alizability, you may sacrifice feasibility. How can you 
reconcile these conflicts? Although no single answer is ap­
plicable in all research settings, we have several recom­
mendations. 

Taking a sound rationale as a given, what do we think 
about the other criteria? In general, we believe that gen­
eralizability takes precedence. The broader the target pop­
ulation, the broader the statements you will be able to 
make about the effects you have investigated. You will be 
able to figure out if the relationships you have found for 
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the group as a whole hold up across subgroups, or if they 
are weaker in some subgroups and stronger in others. 

There are some research situations in which maximizing 
the effect size, or ensuring feasibility, should take prece­
dence. We recommend choosing a target population in this 
way when conducting small-scale research in which the 
success of your study will be restricted by other factors, 
such as sample size or the practical difficulties of doing 
field research. This is particularly true during the early 
stages of a research enterprise, when investigators have 
yet to demonstrate any effect, let alone a generalizable one 
that holds across colleges, persons, places, and times. 

Where Should You Conduct the Study? 

Within the United States, there are some 2000 four-year 
colleges and universities and 1000 two-year colleges. Each 
college has its own hierarchical structure of divisions, de­
partments, courses, residence halls, and so on. So when 
deciding whom to study, you must simultaneously decide 
where to conduct the study. Over and above the practical 
questions of feasibility and access, you must make some 
substantive decisions. In the sections that follow, we 
suggest several ways to decide where to conduct a 
project. 

Everywhere 

To achieve results that are generalizable across the broad 
sweep of American higher education, you could argue that 
the "best" study would be conducted using students and 
faculty members from the entire pool of postsecondary in­
stitutions in the United States. If you collect data on a 
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random sample of students or faculty members from these 
3000 schools, the results are easily generalized to students 
throughout the country. 

Using this definition, the series of studies conducted by 
the Cooperative Institutional Research Program (CIRP) are 
among the most generalizable higher education research 
projects. Initiated in 1966, CIRP collects data on randomly 
selected college students at approximately 300 schools, us­
ing a national probability sample. The specific institutions 
vary from year to year, but collectively, each year's data 
are generalizable to the college student population of the 
United States for that year. In addition, the CIRP data 
base includes longitudinal information on approximately 
200,000 students at these schools. 

The target population of the CIRP studies is broad, and 
the researchers use well-designed and stringently applied 
principles of probability sampling to select institutions and 
respondents. With such large amounts of data available, 
the researchers are able to compare findings across differ­
ent types of persons (e.g., men versus women), places (e.g., 
private versus public institutions), and times. 

Many Places 

Many research questions can and should be studied using 
more narrowly defined target populations, such as groups 
of institutions meeting a set of specific criteria. For exam­
ple, L. David Weller (1986) studied the attitudes of college 
deans toward grade inflation: Did deans perceive grade 
inflation as a problem on their campuses, and what factors 
did they identify as contributing to it? Instead of surveying 
the deans of all undergraduate institutions, Weller limited 
his study to two types of schools: liberal arts colleges and 
colleges of education. He identified all American schools in 
these two categories, and randomly selected 205 liberal arts 
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colleges and 100 colleges of education for study. Seventy­
five percent of the deans of liberal arts colleges and 71 
percent of the deans of colleges of education stated that 
grade inflation was a current concern on their campus. 
Because Weller used good random samples, his results are 
generalizable to all liberal arts colleges and colleges of 
education. 

Selected Places 

Generalization requires you to specify a broad target pop­
ulation, and then randomly sample from that population. 
But often you cannot select a representative group of in­
stitutions. For example, the intense requirements of data 
collection within each school may make it impossible to 
collect data at more than a handful of convenient schools. 

An alternative method for achieving generalizability is 
to identify a small number of locations or "sites"-schools, 
colleges, or departments-where you will collect data. 
Within each site, you collect data on many respondents. 
When analyzing the data, you determine the extent to 
which the findings are consistent across sites. Consistent 
results suggest that findings are generalizable to a broader 
group of sites, while inconsistent results suggest that find­
ings may be specific to the sites you have studied. 

The challenging question then becomes: "Which sites 
should I select?" Although it might seem that the best 
solution is to select a few sites at random, such a strategy 
is usually ineffective. A handful of sites rarely gives a good 
picture of the entire target population, so a better strategy 
is specifically to select sites that meet certain criteria. In 
other words, with only a limited number of sites, consider 
purposeful selection, rather than relying on the idiosyncra­
sies of chance. Two broad strategies are available for pur­
posefully selecting a limited number of sites: choosing sites 
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that seem "average," or intentionally choosing contrasting, 
extreme sites. 

Average sites. The use of "average," "typical," or "modal" 
sites has a long and rich history. The Lynds (1926), in their 
famous study of the patterns of relationships in a commu­
nity and in families, used a single site, Middletown, as the 
prototype of a small American town. Medical researchers 
at Harvard and Boston Universities have, since 1965, stud­
ied a cohort of 20,000 residents of Framingham, Massachu­
setts, to understand patterns of health and normal aging 
(Dawber, 1980). 

The problem with selecting average sites is that it is 
difficult to identify and defend any particular typical site. 
Is Oberlin typical? Typical of what? Midwestern liberal arts 
colleges? How about Louisiana State? Typical of universi­
ties? How similar are UCLA and the University of Wiscon­
sin? What precisely is meant by "typical"? If your research 
question focuses on what most students experience, then 
perhaps large public universities are modal. If your re­
search question focuses on what the public believes a cer­
tain kind of student experiences, perhaps small private 
colleges are modal. 

The key point is that there is no such thing as a typical 
college, typical department, or typical residence hall. If you 
decide to study one or two schools, departments, or resi­
dence halls, don't make grand claims of generalizability 
based on artificial typicality. Generalize your results only 
to the particular schools or departments you have actually 
studied. 

Contrasting, divergent sites. An alternative strategy for 
choosing a few sites is to select sites that differ dramati­
cally on characteristics you expect to influence your results. 
If you find similar patterns of findings across widely dis­
parate sites, there is a reasonable chance they generalize 
beyond the few locations you have studied. If you fail to 
find similar patterns across disparate sites, your findings 
probably do not generalize; they are site-specific. 



55 
WHAT GROUPS DO YOU WANT TO STUDY? 

EXAMPLE: Using disparate sites to achieve generalizability: Do 
attrition rates differ by race? 

Jack Bynum and William Thompson (1983) studied racial differences in the 
rates at which college freshmen persisted until graduation, stopped out 
temporarily, or dropped out permanently. Because the researchers expected 
that the educational trajectories of students would differ dramatically by 
institution, they examined the trajectories for 1120 freshman who entered 
four small American colleges in the fall of 1977. 

To broaden the generalizability of their findings, Bynum and Thompson 
carefully selected the four schools to represent "sharply diverse educational 
philosophies, constituencies, students and environmental settings" (p. 41). 
Although they did not give the names of the schools, to preserve anonymity, 
they described them in broad outline. College A was a state university 
serving predominantly white, middle-income students; College B was a state 
school serving predominantly black, lower-income students; College C was 
a private university attracting middle- and upper-income students from all 
over the country; College D was a private school closely affiliated with a 
small Protestant denomination, whose white and black lower- and middle­
income students came from the Southwest. 

Attrition patterns differed dramatically by college: Colleges A, C, and D­
which were disproportionately white-had substantially higher dropout rates 
for black students; College B-which was predominantly black-had sub­
stantially higher dropout rates for white students. A reader could interpret 
the inconsistent findings for the two racial groups as suggesting that the 
dropout patterns were school-specific. But the consistent pattern of racial 
differentials according to the majority or minority status of the racial group 
at the school suggests a generalizability that would have been missing had 
a single institution been chosen. Had Bynum and Thompson examined only 
predominantly white institutions, they would have (incorrectly) concluded 
that black students are always more likely to drop out. 

The authors acknowledge the limitations of a four-site study, concluding 
their article by saying: "While these findings appear conclusive, the authors 
extend cautious generalizations beyond these four particular schools. We 
would welcome replication of our methodology and the reexamination of 
the same variables in freshman classes at other institutions" (p. 48). 
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Selecting Your Sample 

Most researchers use one of two types of sample selection: 
probability sampling or convenience sampling. In a prob­
ability sample, every member of the target population has 
a known, nonzero probability of being included in the sam­
ple. Because all the probabilities of selection are nonzero, 
every member of the target population has some chance of 
being included. Ifthe probabilities of selection are the same 
and independent for all members of the target population, 
the probability sample is called a simple random sample. 
If the probabilities of selection differ across subgroups of 
the target population, called strata, the probability sample 
is called a stratified random sample. 

Probability samples are a paragon of high-quality re­
search. When you study a probability sample of respon­
dents, you can be confident your results will generalize to 
the target population from which you chose them. Only 
probability sampling procedures produce samples that 
truly "represent" the target population. Most statistical 
techniques assume that the observations being analyzed 
are a random sample from a target population. So if you 
are to interpret the results of subsequent statistical an­
alyses correctly, you should use probability sampling 
methods. 

Nevertheless, many researchers resort to studying con­
venience samples. A convenience sample is just what its 
name implies-a sample of respondents selected simply 
because they are easy to get. In a convenience sample, each 
member of the target population does not have a known, 
nonzero probability of selection. Some members are more 
likely to be selected, others are less likely to be selected, 
and still others have no chance of being selected. As a 
result, convenience samples are not representative of the 
target population, and results from convenience samples 
cannot be generalized to the target population. In technical 
terms, we say that convenience samples are biased. 
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What precisely is wrong with convenience samples? An 
extreme example illustrates the general problem. A pro­
fessor wants to evaluate student opinion of her performance 
in a large lecture course. Rather than administer a ques­
tionnaire to a probability sample of students taking her 
course, she decides to ask all students who come to her 
offic~ hours during a three-week period in the middle of 
the semester to fill out her questionnaire. Lo and behold, 
the students give her high marks for accessibility, open­
ness, and willingness to talk to students. How useful are 
her results? Not useful at all, because her convenience 
sample is likely to have been severely biased. Students who 
come to a professor's office hours have already, perhaps 
implicitly, decided that the professor is accessible, for if she 
were not, why bother coming? By involving only those 
students who come to office hours, the professor is "stacking 
the deck" in her own favor. The biases in convenience sam­
ples are not always so obvious. But because they can be 
severe, we strongly discourage the use of convenience sam­
ples. 

Sampling Frames 

The first step in drawing a probability sample is to con­
struct a list of all members in the target population. The 
list need not be elaborate, but it must be complete. It should 
list all members of the target population, without exclusions 
or duplications. After all, if a respondent is not on the list, 
she has a zero probability of selection, and this violates one 
of the crucial tenets of probability sampling. 

Developing a sampling frame is one area in which higher 
education researchers have a great advantage over many 
other social scientists. Unlike researchers who study 
broadly defined community-based populations, a higher ed­
ucation researcher is typically interested in a narrowly 
defined target population-the student body, or the faculty, 
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or the alumni. Detailed lists of the members ofthese target 
populations are usually available from the institution, 
often from routine management records. Registration, pay­
roll, and admissions files, for example, provide ready-made 
lists of people eligible for sample selection. 

Although omissions are probably the most common prob­
lem when developing a sampling frame, you should also 
check for duplications. Duplications can arise when a re­
searcher uses two or more lists to develop a master sam­
pling frame. For example, Seymour Sudman (1976) de­
scribes a study of students and staff conducted at the 
University of Illinois, Urbana-Champaign. From two pub­
lished directories, one of students, one of staff, an initial 
sample of 1145 names was selected. Ninety-six names ap­
peared twice, once as students, once as staff, so the sam­
pling frame actually included only 1049 unique names. 
(Most of the duplicates were graduate students.) 

Try to eliminate duplicates from the sampling frame. 
Otherwise, you may contact some people twice, wasting 
precious resources and producing an unintended decrease 
in the final sample size. Duplicate entries also distort the 
probability sampling mechanism. People listed twice have 
higher probabilities of selection than people listed once. 
Because the higher probabilities of selection are unknown, 
this violates the principles of probability sampling. When 
duplicates do arise, consult a book on sampling for advice 
on handling the duplication. 

Different Sampling Strategies 

With your sampling frame in hand, you can select a prob­
ability sample. Several excellent books on sampling de­
scribe the details of how to assign identification numbers 
to units in the sampling frame and then select respondents 
for study. In this section, we concentrate not on the details 
of drawing the sample, but on the principles for deciding 
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whether to use a simple random sample or a stratified 
random sample. 

Simple random samples versus stratified random sam­
ples. Table 3.1 presents the number of doctoral students at 
the Harvard University Graduate School of Education in 
December 1986. The students are classified by their de­
partment affiliation: Administration, Planning and Social 
Policy (APSP); Human Development, Reading and Coun­
seling (HDRC); and Teaching, Curriculum and Learning 
Environments (TCLE). Across all departments, there are 
801 students, with approximately equal numbers in the 
two largest departments (around 300 in each) and about 
half as many in the smallest department. Suppose you want 
to select a probability sample of 80 graduate students. The 
simplest approach is to select a simple random sample. 
Sample sizes for two such random samples are presented 
in the third and fourth columns of Table 3.1. Within the 
limits of sampling variation, both random samples are rep­
resentative of the target population of doctoral students at 
the School of Education who were enrolled in academic year 
1986-1987. This representativeness is guaranteed by the 
principles of probability sampling, and any uncontrolled 
sampling variation can be automatically accounted for in 
the subsequent statistical analyses. 

TABLE 3.1. DOCTORAL STUDENTS, HARVARD GRADUATE SCHOOL OF 
EDUCATION, DECEMBER 198&. COMPARISON OF RANDOM SAMPLING, 
PROPORTIONAL ALLOCATION, AND EQUAL ALLOCATION STRATEGIES. 

Simple Stratified random sam[!le 
Number in random sam[!le Proportional Equal 

Department population I II allocation allocation 

APSP 326 30 36 33 27 
HDRC 313 26 34 31 27 
TCLE 162 24 10 16 27 

Total 801 80 80 80 81 
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However, each of these simple random samples has a 
minor problem. Random sample I is disproportionately 
weighted toward students in TCLE. Although this is the 
smallest department, the sample (at random) included 
somewhat more TCLE students than their proportional 
representation in the population. Random sample II has 
the opposite problem-it is disproportionately weighted 
toward students in HDRC and APSP. It contains fewer 
students from TCLE than their proportional representation 
in the population. Despite these problems, because both 
these samples are probability samples, any ultimate statis­
tical analyses will lead to findings that can be generalized 
back to the target population from which they were drawn. 
But we see that, with simple random sampling, there can 
be some imbalance in the proportion of respondents se­
lected from each of the departments. 

For these reasons, we suggest that you use stratified 
random samples. To select a stratified sample, you divide 
the sampling frame into discrete groups called strata. In 
Table 3.1, the strata are departments. In other examples, 
they might be colleges, schools within colleges, types of 
students, and so on. Each member of the target population 
must be classified into one, and only one, stratum. Thus, 
the strata are mutually exclusive and exhaustive cate­
gories. 

Two types of stratified random sampling strategies are 
most common. With proportional allocation, each stratum's 
sample size is proportional to the relative size of that stratum 
in the target population. As shown in the fourth column of 
Table 3.1, APSP, the largest department, with 326/801 = 

40.7 percent of the target population, would get 40.7 per­
cent of the sample, for a sample size of 33. HDRC, with 
313/801 = 39.1 percent of the target population, would get 
39.1 percent of the sample, for a sample size of 31. The 
balance of the sample would go to TCLE, with 20.2 percent 
and a sample size of 16. Proportional allocation improves 
upon random sampling by ensuring that the sizes of the 
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samples within strata perfectly reflect the sizes of the strata 
within the target population. Under proportional alloca­
tion, the TCLE sample would always have 16 students; no 
more, and no less. 

With equal allocation, sample sizes within strata are 
predetermined to be equal, regardless of the sizes of the 
strata in the target population. A sample size of 81, for 
example, would include 27 students from each of the three 
departments. With equal allocation, APSP and HDRC are 
undersampled, while TCLE is oversampled. Equal alloca­
tion is the probability sampling strategy that ensures you 
will have sufficient people to answer your questions within 
each stratum. 

When should you stratify? Stratified sampling is most 
helpful when the distribution of respondents in the target 
population is unequal across strata, as in our simple ex­
ample. For example, stratifying by student gender when 
studying undergraduates at a college with an unbalanced 
sex ratio helps to ensure an adequate representation of both 
men and women. 

The advantages of stratified sampling diminish when the 
target population has an approximately equal distribution 
of respondents across strata. For example, although it is 
easy to stratify a population of undergraduates by class 
year, it generally has little value, because most colleges 
have approximately equal numbers of students enrolled in 
each class year. So even a simple random sample of stu­
dents would yield approximately equal numbers of students 
for each class year unless the sample is very small and 
erratic. However, you will never be disadvantaged if you do 
stratify providing you have the resources to do the job well. 
In fact, if information on substantively interesting strati­
fiers is available, we believe that you should always strat­
ify. You cannot lose, and you may gain. 

When deciding between equal and proportional alloca­
tion, you should examine the degree of imbalance in the 
sizes of the strata in the target population. When the strata 
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are about the same size, the two stratified sampling strat­
egies will yield approximately equivalent results, and so 
proportional allocation is preferable simply because it is 
easier. When the strata differ in size, equal allocation is 
more attractive. By using equal allocation, you can ensure 
that you will have enough data within each small stratum 
to be able to examine differences among subgroups. 

However, the gains associated with equal allocation come 
at a cost. Because in equal allocation the number of people 
within each stratum of the sample is not proportional to 
the number of people within the corresponding stratum in 
the population, you must use sampling weights in all sub­
sequent statistical analyses. Cases from oversampled 
strata get smaller weights and cases from undersampled 
strata get larger weights. Without weights, the sample 
data would disproportionately represent the overs amp led 
strata. For a more detailed discussion of weighting, and 
how subsequent statistical analyses are affected by it, see 
the books by Richard Jaeger (1984) or Seymour Sudman 
(1976). 

More Than One Type of Respondent 

Answering some research questions will require data on 
more than just one type of respondent. For example, study­
ing the improvement in writing among students enrolled 
in collaborative writing classes only tells you how the stu­
dents respond to the innovation. To understand fully the 
effects of the writing program and to examine how it could 
be implemented on a larger scale, you need data from the 
faculty too. 

Using several types of respondents reveals a broader 
perspective and allows you to answer questions about the 
relationships between the responses from different types of 
respondents. In the writing program, for example, you 
might examine how faculty techniques and student perfor-



63 
WHAT GROUPS DO YOU WANT TO STUDY? 

mance are associated. Do students learn more when the 
instructor actively encourages collaboration by working 
with students in class? Or do students learn more when 
the instructor is passive and leaves collaboration to the 
students? We call such questions cross-level because they 
focus on the relationships between data collected for differ­
ent "levels" of respondents. Fundamental questions about 
how higher education actually functions are frequently 
cross-level. They often take the form: How do features of 
the institution and the classroom affect student learning? 

When research questions involve several types ofrespon­
dents simultaneously, deciding precisely whom to study 
becomes complex. It is harder than specifying a single tar­
get population and drawing one random sample of respon­
dents. To study multiple types of respondents, you must 
specify the target population for each distinct type, and 
develop plans for selecting people from each population. 
Designing studies with several types of respondents there­
fore involves taking into account the hierarchical organi­
zation of respondents. 

In this section, we describe two approaches for designing 
studies with more than one type of respondent: the selec­
tion of unlinked samples and linked samples. We describe 
each and outline its strengths and weaknesses. 

Unlinked Samples 

To select unlinked samples, you independently specify each 
of the several target populations. In an unlinked study of 
student and faculty views about academic advising, for 
example, you would specify two separate target popula­
tions: one of advisors, one of students. Each target popu­
lation would have its own set of characteristics for speci­
fying membership. You might try to make the 
specifications similar-for example, you might limit both 
target populations to certain schools or departments within 
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your college-but such a correspondence is not necessary. 
To select the respondents, you draw two probability sam­
ples: one from each of the two target populations. 

When different types of respondents are studied using 
unlinked samples, the data sampled from the different pop­
ulations cannot be routinely linked together on a case-by­
case basis. For example, if you ask each student for the 
name of her advisor, and you separately ask each professor 
for the names of her advisees, you will likely be missing 
detailed advisor data for some students and detailed advi­
see data for some faculty members. 

Because the two samples are not coordinated, you must 
conduct two separate analyses: one for advisees, one for 
advisors. You might look for similar patterns, but you can­
not compare each advisor's responses with her advisees' 
responses. Therefore, unlinked samples do not allow you to 
study cross-level questions. 

Collecting data on several types of respondents with an 
unlinked design is tantamount to conducting independent 
studies of the same topic in different populations. Each 
study is designed to be optimal for describing the responses 
of a specific population. But because responses cannot be 
linked across samples, you cannot fully capitalize on the 
different sources of information to answer cross-level ques­
tions. 

EXAMPLE: Using unlinked samples: Attitudes toward advising. 

Gary Kramer, Norma Arrington, and Beverly Chynoweth (1985) conducted 
an unlinked study of the undergraduate academic advising system at 
Brigham Young University. Three distinct target populations were identified: 
students, faculty, and administrators. For each target population, the re­
searchers selected a stratified random sample of respondents: students 
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were stratified by academic level and college; faculty were stratified by 
academic rank and college; and administrators were stratified by college. 
Each type of respondent received the same questionnaire, thereby allowing 
the researchers to compare aggregate responses from each type. For 
example, they report that "twenty-seven survey items [out of 49] produced 
significant differences among all subpopulations ... Students consistently 
rated survey items lower than did faculty or administrators" (p. 27). Because 
the samples were not linked, however, the researchers could not determine 
whether student-advisor pairs were likely to share the same views. 

Linked Samples 

To draw linked samples, you collect data on "related" re­
spondents with the goal of analyzing the relationships be­
tween their responses. In a linked study of academic ad­
vising, for example, you would collect data on advisee­
advisor pairs, so that you could not only profile responses 
for advisees and advisors separately but also study the 
assocation between the two sets of responses. 

Linked designs yield much more information than un­
linked designs. Because respondents are linked, you can 
address both single-level and cross-level questions. For ex­
ample, you can describe not only student views and faculty 
views but also the relationship between the two. However, 
this additional information comes at a cost. Designing a 
linked study of multiple respondents is much more difficult 
than designing an unlinked study. The major difficulty lies 
in the selection of the base target population, and the way 
you subsequently identify the linked respondents. 

The crucial question to consider when designing linked 
samples is: Which type of respondent should be the base 
target population? In the advising study, for example, 
should you first select a target population of advisees and 
then collect data on their advisors, or should you first select 
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a target population of advisors and then collect data on 
their advisees? There is no single correct answer to this 
question. Different approaches are best for addressing dif­
ferent types of research questions. The problem is that 
although each approach is optimal for some questions, it is 
suboptimal for addressing others. Thus, choosing the base 
target population is a crucial decision. It requires you to 
decide which types of research questions are most impor­
tant to you. 

To understand the consequences of choosing different 
base target populations, compare two linked samples for 
the advising study. Suppose your primary interest is in the 
advisors' viewpoints. Then you should select a target pop­
ulation of advisors, such as all faculty members in the 
college of liberal arts. You might stratify this target pop­
ulation by department, and select a proportionately allo­
cated random sample of advisors from each department. 
Your sample would include more people from departments 
with larger faculties. It would represent the target popu­
lation of advisors-faculty members in the college ofliberal 
arts-very well. 

How should you select a linked target population of ad­
visees? The best approach is to identify all advisees as­
signed to each advisor in your sample. Then select a sample 
from this target population by taking either all advisees 
assigned to the selected advisors or a random sample of 
advisees assigned to the selected advisors. The key point is 
that, either way, the advisee sample is explicitly linked 
with the advisor sample. This design is excellent for de­
scribing advisors, and for comparing their responses to 
their advisees' responses. 

If you are most interested in the viewpoints of advisees, 
use a different approach. Select a target population of ad­
visees, such as all juniors and seniors in the college of 
liberal arts. You might stratify this target population by 
department, and select a proportionately allocated random 
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sample of advisees from each department. Your sample 
would include more students from the more popular de­
partments. It would represent the target population of ad­
visees-students in the college of liberal arts-very well. 
To obtain a linked sample of faculty, select the advisors of 
all the sampled students. This design is excellent for de­
scribing advisees, and for comparing their responses to 
their advisors' responses. 

Nonresponse Bias 

In Chapter 8, we discuss how big a sample you need to take 
for a particular project. Yet the best-laid plans can lead to 
disaster if you fail to reach all the people you target. We 
have seen response rates vary enormously, from a low re­
sponse of 2 percent in an alumni survey, to a 94 percent 
response rate in a study of extracurricular activities and 
part-time work at Harvard (Angelo, 1989). 

The biggest threat to your results when many people in 
your target sample don't respond is nonresponse bias. You 
face such bias if the people you reach give different an­
swers, on average, from what those you didn't reach would 
have told you. Since it is hard to know with any confidence 
what nonrespondents would tell you, you face an unknown 
level of bias when nonresponse is high (Hoaglin et al., 
1982). 

Before we worry about bias, what can cause nonresponse 
to a survey? Here are some possibilities: 

• People are not at home (or at work, or in the dorm, or 
in class) when the interviewer visits or telephones . 

• People are at home but choose not to respond. 
• People are unable to respond-the respondent may be 

ill, or not understand your question. 
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• People are not found. They have moved, for example, 
or dropped out of a degree program. 

How to Fix It 

The best strategy for dealing with nonresponse bias is to 
work to minimize it at every stage in your survey. In Chap­
ter 9, we argue that a pilot study is a wonderful tool for 
trying out questions, refining your survey instrument, and 
even field testing your ability to reach respondents in your 
target sample. We recommend you use a pilot study to 
make sure your instrument is clear, and that you will reach 
the students or alumni or faculty you hope to reach. But 
even good surveys will have some nonresponse. What can 
you do to deal with nonrespondents? Here are three steps. 

Callbacks. These are common. If you want to do a per­
sonal interview with many students who live in campus 
dormitories, you probably won't get them on the first try. 
A student may be out. She may be at class. She may be 
busy with another activity. So calling back will involve 
going back a second, third, fourth time. If this seems like 
an extraordinary amount of work for little payback, you 
will be heartened that the statistician Leslie Kish (1965) 
has pointed out that, while the first call yields the most 
responses, the second and third calls often have higher 
rates of response per call. 

Sampling nonrespondents. You can take a small random 
sample of nonrespondents, and work very hard to track 
down their responses. In an alumni mail survey, for ex­
ample, this strategy will be especially effective. You can 
use personal interviews with a small sample of nonrespon­
dents, and generalize your findings to all nonrespondents. 
This procedure will reduce bias dramatically. 

Replacing nonrespondents. Professional survey organi­
zations use nonrespondents from earlier surveys as replace-
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ments for people who are nonrespondents in a current sur­
vey. This procedure is especially useful if you conduct 
repeated surveys and maintain files of nonrespondents 
from past surveys, as alumni and development offices often 
do. The idea behind this procedure is that nonrespondents 
to different surveys at least have nonresponse in common. 
A good fallback strategy for estimating what a nonrespon­
dent would have said in the current survey is to coax a 
nonrespondent from an earlier survey to respond this time. 

EXAMPLE: Reducing nonresponse bias in an alumni survey. 

While abstract claims about non response bias are common, few research­
ers have examined how common such bias is, or estimated its size. 
Roseann Hogan (1985) has done this, and her findings are fascinating. 

Hogan examined annual surveys conducted on the graduate cohorts of 
thirteen junior colleges in 1980 and 1981. The two surveys were done in 
dramatically different ways. The 1980 effort surveyed alumni by mail. No 
follow-ups were conducted. Cover letters were not included at all colleges. 
Return envelopes and postage were not provided. The response rate was 
35 percent. 

In contrast, the 1981 alumni survey was far more intense. Three mailings 
were conducted. The first consisted of a cover letter, questionnaire, and 
stamped, addressed return envelope. The second mailing was a postcard 
reminder. The third was a remailing of all the original material complete with 
stamped return envelope. The response rate nearly doubled, to 67 percent. 

Hogan then asked how responses to each survey compare with known 
data for all alumni. She found that women are far more likely to respond 
than men (in both surveys); younger students are more likely to respond 
than older students (in both); whites are more likely to respond than blacks 
(in both); and the mean GPA of respondents was consistently higher than 
mean GPA for all graduates. Just as she expected, the 1981 survey gen­
erated responses that were much closer to known population values than 
did the 1980 survey. 

Hogan reports one big surprise. Both surveys found just about identical 
correlations between variables. For example, the correlations between ed-
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ucational goals and salary, time it took to get a job, and employment 
characteristics are nearly identical for the two surveys. Hogan concludes 
her report by speculating that while lower response rates may lead to 
response bias for estimates of sex, race, income, or GPAs, the bias in 
estimating correlations between pairs of variables, such as GPA and salary, 
may be low even when response rate is low. 



WHAT PREDICTORS 

DO YOU WANT TO STUDY? 

4 
Researchers are seldom interested solely in the average 
value of the outcome in their sample. They are more likely 
to investigate systematic variation in the outcome. They 
might ask, for instance: Are men more likely than women 
to succeed in the study of mathematics? Are students with 
better school grades more likely than less able students to 
be satisfied with the college experience? Would a mentoring 
program increase the chance that freshmen who choose a 
major in science will graduate? Each of these questions 
expresses interest in the connection between a particular 
predictor (gender, school grades, membership in a mentor­
ing program) and an outcome (success in math, satisfaction 
with college, graduation). Whether the predictor defines a 
characteristic of the individual (gender, school grade) or 
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describes something that is done to the individual (mem­
bership in a mentoring program) the question is the same: 
What is the relationship between predictor and outcomes? 

Many predictors are likely to be associated with any 
given outcome. How can you decide which of the dozens of 
potential predictors you should concentrate on? How can 
you ensure that your study will be able to demonstrate a 
causal link between predictor and the outcome if there is 
one? How can you decide when a relationship you observe 
between predictor and outcome is not attributable to other 
effects that you simply failed to examine? How can you 
refine your definitions of predictors to maximize your 
chance of finding potential effects? 

In this chapter, we show how you can make these deci­
sions. In your study, you should: 

• Acknowledge that different types of predictors require 
different strategies for detecting their effects. Many dif­
ferent predictors may be associated with your outcomes. 
Carefully select those you are most interested in and 
design your study with them in mind. 

• Rule out rival explanations for observed relationships 
between predictors and outcomes. Some apparent effects 
can actually be attributable to other predictors you did 
not examine. Learn how to identify alternative expla­
nations, and how to design your study to eliminate 
them. 

• Maximize variation in the predictors. The greater the 
variation in the predictors, the more likely that your 
study will be able to detect a relationship between pre­
dictor and outcome. 

• Consider statistical interactions among predictors. The 
relationship between a predictor and an outcome may 
not be the same for all people; it may differ according 
to levels of another predictor. To detect such statistical 
interactions, you must include both predictors in your 
design. 
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Types of Predictors 

The term predictor is a broad one. It encompasses all the 
potential variables that you might relate to whatever out­
comes you are studying. Some predictors describe member­
ship in treatments or innovations, such as a new course or 
a new method of teaching. Others describe respondent char­
acteristics, such as number of hours of students' part-time 
work, or achievement test scores, or attitudes toward col­
lege success. You examine these characteristics as they 
occur naturally in the population. Any research project 
may involve either or both types of predictor. 

Membership in an Innovation 

Begin with an innovation or a new program. You usually 
evaluate its effect by comparing what happens to respon­
dents in the program with what happens to those who are 
not in the program. A new curriculum, new advising sys­
tem, new financial aid package, or new living arrangement 
is an innovation. 

Categorical variables describing membership in an in­
novation are popular predictors, and their effects on the 
outcome are often relatively easy to evaluate. This ease 
stems from the large degree of researcher control. If you 
design your evaluation of an innovation before the program 
begins, you have control over many aspects of the re­
search-who gets the treatment, how much of the treat­
ment they get, how long they receive the treatment, what 
else happens to them while they are getting the treatment, 
and so on. Equally important, you also have control over 
who does not receive the treatment. When you have this 
control, you can apply it by using a totally impartial mech­
anism: random assignment. The actual process of random 
assignment can use coin flips or a table of random numbers. 
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The big point about random assignment is that an unbiased 
independent arbiter, not the researcher and not the study 
participants, determines who gets assigned to which treat­
ment. In Chapter 6, we discuss methods of assigning people 
to levels of a predictor describing treatment, and comment 
further on the tremendous advantages that random assign­
ment confers on your research. 

EXAMPLE: Innovations as predictors: Evaluating the efficacy of 
self-paced computer instruction. 

Microcomputer-based instructional programs are enjoying increasing pop­
ularity on college campuses. One reason for this popularity is the hope that 
these computer programs can adapt tb individual differences in students' 
abilities, learning styles, and learning strategies, thereby allowing students 
to learn at their own pace. Ideally, self-paced instruction should promote 
student learning. 

One hundred first-term freshmen at Ohio State University participated in 
a randomized experiment conducted by John Belland and his colleagues 
(1985), on the effectiveness of a self-paced software program for teaching 
about the systolic and diastolic operation of the heart. The researchers 
hypothesized that while some degree of self-pacing was good, some ex­
ternal pacing, whereby students moved forward in the program regardless 
of how well they were doing, would be even better. 

Students were randomly assigned to one of four groups: three with 
differing levels of self-pacing and external pacing, and one no-treatment 
comparison group. The predictors in this experiment were the categorical 
(or dummy) variables describing the membership of each student in one or 
another of these treatments. The research question-whether knowledge 
of the operation of the heart differed by treatment group-simply asks 
whether the categorical membership variable is a good predictor of student 
learning. 

For the three treatment groups, the researcher's control over the re­
search setting was remarkable: 

The study was conducted during two consecutive days. Four two­
hour time periods were blocked off during which subjects reported to 
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one of two separate microcomputer based laboratories. All subjects 
in a particular laboratory at a particular time experienced the same 
instructional program ... The groups were not aware of any differ­
ences in the programs experienced by the other groups, nor were 
they aware that requests for feedback and overall time for instructional 
program completion were being monitored. When subjects completed 
the instructional program, they were sent to another room to take the 
five achievement tests . . . All three instructional program pacing 
groups received the same instructions and received their achievement 
tests in the same order. (p. 193) 

Because the treatment was a one-time use of a computer program, the 
investigators were able to control each student's experience fully. Students 
who were not learning the material using the microcomputer program could 
not go to the library and supplement their learning with a textbook. Nor 
could they ask their roommates or a professor for help. Students in all 
groups had identical experiences except for the degree of pacing of their 
software program. And because of the random assignments, the investi­
gators could be sure that, on average, groups were similar in their abilities, 
learning styles, and learning strategies. 

Respondent Attributes 

Characteristics of people, such as their sex, race, date of 
birth, or year of entry into school, are beyond your control. 
You cannot change them. Yet such characteristics may be 
the most powerful predictors of many higher education 
outcomes, so the value of asking questions about them is 
high. 

Without control over who has what features, whether a 
predictor is "truly" related to an outcome is difficult to 
establish. Critics can argue that other predictors you failed 
to examine are really what produced the effect. A classic 
example of such a "spurious" relationship was described by 
the English statistician George Yule (1926). He found a 
strong positive correlation between membership in the 



76 

BY DESIGN 

Church of England (the predictor) and the annual suicide 
rate (the outcome). Of course, no one believed this associ­
ation was causal (Yule himself called it nonsense); it was 
attributed instead to a third variable-the passage of 
time-that had simultaneously produced changes in both 
church membership and suicide. 

Critics can also argue that self-selection of respondents 
into "groups" created nonequivalencies between the re­
spondents and led to your findings. For instance, consider 
the relationship between years of education (the predictor) 
and salary (the outcome) for graduates of an economics 
department. The observed correlation may be negative-the 
more education a graduate has, the lower his or her salary! 
However, perhaps another predictor-employment sector­
has confounded the relationship between education and 
salary. Graduates with bachelor's and master's degrees 
generally choose to work in the corporate sector (which pay 
higher salaries), while graduates with doctorates choose to 
work in academics or government (which pay lower sala­
ries). On the surface it appears that education is negatively 
correlated with salary, when in fact, controlling for em­
ployment sector, the variables are positively associated. 

Rival explanations always loom large as alternatives 
that might explain away such findings. The challenge for 
designing good research is to presumptively rule out as 
many rival explanations as possible. 

Alternative explanations of relationships among predic­
tor and outcome are not always easy to rule out, and this 
makes the problem very serious. For example, Rick Schra­
ger (1986) studied fraternity members at the University of 
Illinois at Urbana-Champaign and found a correlation of 
.60 between students' college GPA and their reports of the 
fraternity's emphasis on academic achievement. Did the 
fraternity's emphasis on academic achievement cause stu­
dents to perform better? Or did the better students select 
academically oriented fraternities because they thought 
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they would fit in better? It's difficult to say, but both ex­
planations probably have an element of truth. 

EXAMPLE: Studying respondent attributes: The effect of same­
sex and cross-sex role models on the subsequent academic 
productivity of scholars. 

Elyse Goldstein (1979) reported on the relationship between the gender of 
doctoral degree recipients, the gender of their advisors, and their later 
research productivity. Her study provides a good illustration of the problems 
inherent in examining the effects of respondent characteristics. Goldstein 
collected data on 110 students who earned their doctorates between 1965 
and 1973 at New York University, City University of New York, or the New 
School for Social Research. Twenty-six were men who had female advisors, 
29 were men with male advisors, 30 were women with male advisors, 
and 25 were women with female advisors. Students with advisors of the 
same sex wrote more articles (an average of approximately 2 articles during 
a four-year postgraduate period) than did students with advisors of the 
opposite sex (who had an average of approximately .5 articles during this 
period). The effect was consistent for both men and women. 

What can we conclude about the relationship between gender of advisor 
and later research productivity of the students? Correctly, Goldstein inter­
prets her results with caution: "A causal relationship between scholar/ad­
visor sex and academic productivity cannot be inferred. We have no way 
of knowing whether male and female subjects in same-sex groups would 
have performed even more successfully had they had opposite-sex advi­
sors" (p. 409). She points out how participant selection bias may have 
influenced the findings-more ambitious or more able students may have 
sought out same-sex advisors, hoping to establish a long-term mentoring 
relationship. As long as students are free to choose their advisors and 
advisors free to choose their students, selection bias cannot be ruled out. 
Without random assignment of students to advisors, we will never be able 
to determine whether findings such as these are attributable to the sex 
matching of advisors and students, or to other, unexamined characteristics 
of the advisors and students. 
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The Important Role of Variation 

Bigger things are usually easier to detect than smaller 
things. This simple principle applies not only to everyday 
life but to research as well. When a predictor is related to 
an outcome, the magnitude of the outcome will be detect­
ably different at different levels of the predictor. The 
stronger the relationship, the larger the differences in out­
come among levels of the predictor. 

The relationship between part-time work and student 
performance illustrates this. Before you can conclude 
that these variables are related, part-time work must 
have a sufficiently adverse affect on student grades; 
the grades of students engaged in different levels of 
part-time work must be detectably different. If the 
effect of part-time work on grades is dramatic, and is 
noticeable even among students who only work a few 
hours per week, a study to detect the effect would be 
easy to design. For instance, you could compare the 
GPAs of working and nonworking students, and be­
cause the effect is so large, it would be noticeable even 
with a modestly sized sample. But if the effect of part-time 
work on grades is small, then a study to detect the effect 
would be harder to design. You could still compare 
the GPAs of working and nonworking students, but 
you might not be able to separate real effects from sampling 
variation. 

The key message is that, unless there is variation in both 
the outcome and the predictors, no effects can be detected. 
Or conversely, if you ensure large variation in the outcome 
and the predictors, then any effects that are present are 
more likely to be detectable. Therefore, you should always 
plan your study so that, by design, as much variation as 
possible is built in to both the outcome and the predictors. 
Or, at least, so that none of the variation that occurs nat­
urally in the population is unknowingly sacrificed in the 
sample by poor design. 
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Stratifying to Ensure Representative Variation 

You can build adequate representative variation into your 
sample by using stratified sampling (Chapter 3). Whether 
your predictor is categorical-perhaps describing an inno­
vative treatment-or continuous, the strategy is similar. 
Simply stratify according to values of the predictor and 
draw separate random samples within each stratum. Strat­
ifying the predictor ensures that the sample contains a full 
range of different sorts of students. Drawing the sample 
randomly from within each stratum then ensures a repre­
sentative variation in the outcome. Thus, the likelihood 
that a given effect will be detected is increased. 

EXAMPLE: Stratifying to ensure variation: Minority students' in­
volvement on campus. 

Glenda Rooney (1985) used a stratified sample to examine minority stu­
dents' involvement in minority student organizations at the University of 
Wisconsin at Madison. Because she expected that student involvement 
would differ for the specific minority student organizations on campus, she 
stratified the target population into four groups: Afro-Americans, Asian 
Americans, Hispanics (Chicanos and Puerto Ricans), and Native Ameri­
cans. Noting that the sizes of the groups in the target population were very 
different, and wanting to be sure that she could compare responses across 
minority groups, she oversampled the smallest stratum (Native Americans) 
and the combined stratum (Hispanics), to ensure adequate representation 
of all five minority groups. The stratified sampling paid off. It was the Native 
American students who had the highest participation rate. Because they 
were the smallest subgroup, she might have not been able to detect this 
effect had she not used a disproportionate stratified sample. 
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Sometimes information on the stratifiers is not easily 
available. In that case, consider using a screening sample. 
First select a large sample from the target population. 
Then, for each participant, collect information on the stra­
tifiers and stratify the screening sample. Then select a 
subsample for in-depth data collection. 

If the target population is accessible, such as students in 
your classes, a screening approach may be feasible. But 
because a screening sample must be much larger than the 
final sample, screening costs can be high. When a screening 
sample is not feasible, because of logistics or resources, 
consider stratifying by an another variable, highly corre­
lated with the one you want. For example, if you want to 
stratify freshmen by writing ability, instead of collecting 
writing samples for a large screening sample, use data from 
English achievement tests. These scores are not perfect 
predictors of writing ability, but they are sufficiently cor­
related with it. Stratification based on these tests would 
ensure representation of people with different writing 
skills in your sample. The achievement test scores are for 
sampling purposes only, and measures derived from actual 
writing samples become predictors in your subsequent 
analyses. 

Don't Restrict the Range 

If, for any reason, the range of values of the predictors or 
the outcomes are restricted in any way, then their net 
variability will be decreased and the likelihood of detecting 
an effect will be diminished. In practice, you can restrict 
range in at least two ways: (1) by using measuring instru­
ments with coarse, limited scales so that "observed" scores 
do not adequately represent "true" values; (2) by studying 
unnaturally restricted or homogeneous samples. The first 
of these is relevant to all empirical research and can be 
ameliorated by the building of better and more reliable 
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measures (see Chapter 7). The second-the problem of en­
forced homogeneity-is a particular problem in higher 
education. 

Many studies examine the relation between academic 
qualifications of incoming freshmen and college GPA. In a 
1977 report issued by the Educational Testing Service, Su­
san Ford and Sandy Campos summarize the results of 827 
such studies. They found median correlations of .32 (for 
SAT math), .37 (for SAT verbal), and .52 (for high school 
record). But when Ford and Campos estimated the same 
correlation coefficients using a subsample of 84 studies 
where the median verbal SAT score of the students was 
550 or greater, the median correlations dropped to .26 (for 
SAT math), .33 (for SAT verbal), and .45 (for high school 
record). Why? Because the more select subsample was more 
homogeneous and led to a restriction of range in both the 
predictor and the outcome. A strong relationship in a 
heterogeneous group is diminished in homogeneous sub­
groups. 

Range restriction gets worse as the sample becomes more 
homogeneous. As a result, single-institution studies, which 
are limited to students who met the institutional criteria 
for admission, are especially susceptible. Paul Schaffner 
(1985) examined the predictive validity of high school ac­
ademic qualifications among students at Bowdoin College, 
which since 1970 has not required applicants to submit 
SAT scores. Approximately 31 percent of students who ma­
triculate at Bowdoin do not submit SAT scores. Using data 
from the remaining 69 percent, Schaffner examined the 
relationship between freshman GPA and the same three 
characteristics examined by Ford and Campos. He found 
correlations of .28 (for SAT math), .36 (for SAT verbal) and 
.37 (for high school record). Schaffner comments that al­
though the correlations for the two types of SAT scores 
were similar to what Ford and Campos found for selective 
institutions (such as Bowdoin), the correlation for high 
school record was lower than expected. Schaffner specu-
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lates that Bowdoin's optional-SAT policy, which empha­
sizes high school records, may have inadvertently re­
stricted the range on this variable even more than might 
be the case at other selective schools. 

EXAMPLE: The effects of range restriction: Does coaching im­
prove students' SAT scores? 

Dean Whitla (1988) describes a study conducted in 1987 among freshmen 
enrolling at Harvard University. He asked students who took the SAT twice 
to report whether they had attended a coaching program. Students who 
reported attending coaching programs gained an average of 94 points 
between tests; students who reported not attending coaching schools 
gained an average of 67 points. The 27-point difference between the two 
groups was well within the standard error of measurement, and thus Whitla 
was unable to decide whether coaching made any difference. 

Can we conclude that coaching has no effect? This is a complex ques­
tion, involving issues of statistical power (Chapter 8), generalizability of 
findings at an institution such as Harvard to other colleges (Chapter 3), and 
the accuracy of self-reported measures of coaching courses (Chapter 7). 
But let us ask about restriction of range here. Whitla points out that since 
students admitted to Harvard are a selected group, it is more difficult to 
detect an association between their SAT scores, or changes in their SAT 
scores, and any predictor, such as attending an SAT coaching class. To 
investigate the true effects of coaching on SAT performance, a research 
design should include students with a broad range of SAT scores. 

Continuous versus Discrete Measures 

Many predictors are, by their very nature, discrete and 
categorical. Either a student receives the new curriculum 
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or she receives. the old one. She majors in the humanities, 
the physical sciences, or the social sciences. She lives in a 
sorority house, a dormitory, or off-campus. Each category 
of these predictors simply names the group to which a 
student belongs. Variation in the values of these predictors 
over people is fixed once the levels of the variable have 
been decided. 

Other predictors are rp.easured along an underlying 
quantitative continuum. Incoming qualifications measures, 
such as SAT scores, achievement test scores, high school 
GPA, and high school rank, are all continuous predictors, 
as are student age, number of credits taken per semester, 
and amount of financial aid. On no account should perfectly 
good continuous predictors like these be artificially reduced 
to a small number of discrete categories. Incoming students 
should not arbitrarily have their SAT scores classified as 
"high," "medium," or "low." Amount of financial aid should 
not be dichotomized into "no aid" and "some aid." The very 
act of categorization reduces the intrinsic variation in the 
predictor and throws away information. 

In fact, some predictors often treated as discrete should 
always be reconceptualized as continuous if that is possible. 
For example, the class enrollment of a single student can 
be measured categorically (enrolled versus not enrolled). 
But a better representation might include hours of attend­
ance at class or level of participation, both of which are 
continuous and consequently much more informative. Par­
ticipation in intramural athletics is usually treated as cat­
egorical (participant versus nonparticipant). But number 
of hours spent in practice, number of games played per 
year, and number of sports played are all continuous var­
iables and may better represent the student's commitment 
to intramural athletics. 

Continuous predictors are all around us. But if they are 
so common, why are so many studies designed to incorpo­
rate only discrete predictors? The answer is simplicity. 
When planning a project, many researchers find it easier 
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to conceptualize their predictors as discrete so that they 
can regard their research as comparing the "haves" with 
"have-nots." You can always improve your research by 
treating your predictors as continuous variables. The im­
provement arises not only from being able to desigri more 
variation "into" your predictors but also from being able to 
take advantage of more powerful statistical techniques to 
handle your analyses (see Chapter 8). 

A consideration of the effects of part-time work on aca­
demic achievement illustrates this point. Rather than de­
signing a study of part-time work as a comparison between 
two groups, you should define part-time work as a contin­
uum, measured in number of hours per week. Combining 
all students who work part-time into a single, monolithic 
group is inefficient. Because the number of hours worked 
per week is reasonably easy to measure, it is the predictor 
to use. Maximize the sample variation in this predictor by 
including in your sample as many students as possible who 
work very few hours, and many who work lots of hours. 

Planning to use continuous outcomes and predictors has 
a great side benefit: nonlinear relationships between the 
predictor and the outcome become easier to identify. Sup­
pose, for example, you want to examine the relationship 
between the number of hours students spend studying and 
their performance on exams. Literature on preparation and 
stress suggests that the relationship is nonlinear: for mod­
est amounts of time, the more a student studies, the better 
her performance; but once a student exceeds an "optimal" 
number of hours, performance drops. How can you detect 
nonlinearity? By examining students who have studied for 
various numbers of hours, you derive a better picture of 
the relationship between preparation time and exam per­
formance. If you categorize preparation time by grouping 
students into predefined hourly ranges, then you may un­
cover a less interpretable pattern. 

Just as it makes no sense to artificially cat~gorize a 
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perfectly good continuous predictor, neither does it make 
sense to select out groups that are extreme on the predictor 
("very high" and "very low") for comparison (on the out­
come). Unfortunately, this strategy is very common and 
has an apparently convincing appeal. If you fail to find 
differences in outcome between these extreme groups, then 
it is hard to imagine exciting findings emerging from more 
ordinary comparisons. However, by choosing extreme 
groups, you are not only throwing away crucial informa­
tion-the participants who fall between the extremes­
with subsequent loss of power, but when you do detect 
differences in outcome across extreme groups, generalizing 
your findings can be chancy. Perhaps the students with the 
extreme values are simply "outliers." You could argue that 
if they are unusual with respect to the predictors, they 
might also be unusual with respect to the outcomes. Choos­
ing to study only unusual, atypical cases is logically defec­
tive. 

EXAMPLE: Investigating extreme groups: Do low-achieving and 
high-achieving fraternities attract different kinds of students? 

Fraternities enjoy differing reputations, some emphasizing social life, others 
community service, and still others academic performance. Roger Winston, 
Steven Hutson, and Sue McCaffrey (1980) examined whether differences 
in orientation toward academics accounts for some of the variation in aca­
demic achievement across fraternities. 

Two extreme groups of fraternities differed significantly with respect to 
emphasis on academic achievement, independence, and intellectuality. 
They did not differ significantly on SAT scores. Finding no differences in 
SAT scores among the two extreme groups, the authors conclude that 
"differences in academic abilities of members do not account for the differ­
ential academic performance of fraternities" (p. 452). But finding differences 
in social climate measures that one might expect to be associated with 
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academic performance (academic achievement and intellectuality), they 
also conclude that in high-achieving houses, "there is not only concern for 
grades ... but also concern for intellectual development beyond assigned 
classroom activities" (p. 453). 

How does their selection of the six most extreme fraternities affect our 
confidence in their findings? Because they found no differences in SAT 
scores for these extreme groups, it seems reasonable to conclude that, at 
this university, there is no relationship between fraternity academic standing 
and incoming SAT scores. This is especially plausible because the relation­
ship between academic standing and incoming SAT scores is unlikely to be 
nonlinear. 

But the use of extreme groups may color your views about differences 
between high- and low-achieving fraternities. The authors find that 44 per­
cent of the variation in academic achievement scores is attributable to a 
single categorical variable: fraternity type. Their use of extreme groups may 
give an exaggerated impression of the relationship between academic 
achievement scores and academic standing of fraternities. 

Other Reasons for Selecting Predictors 

Most predictors are included in your study because you 
want to learn about how they relate to particular outcomes. 
When you evaluate an innovation, for example, the cate­
gorical variable describing membership in the innovative 
treatment or control groups is the predictor. When you 
study the relationship between admissions data and college 
GPA, the admissions data are the predictors. The predictors 
are the "question variables": they are selected because you 
think they are substantively interesting or important. 

But sometimes you should incorporate other predictors 
into your design for two other reasons: (1) to disentangle 
the effects of the substantive predictors from the effects of 
other, less-important, "background" characteristics; (2) to 
determine whether two (or more) predictors interact in their 
relationship with the outcome variable. 
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Predictors as Covariates 

Some predictors are measured in a study simply as inter­
esting background characteristics. They are then included 
in the eventual statistical analyses as covariates, so that 
the influence of the key substantive predictors on the out­
come can be evaluated in the presence of the background 
effects. When you include covariates in your analyses, you 
are trying to distinguish the variation in the outcome that 
is attributable to the covariates from the variation that is 
explainable by the key substantive predictors. For exam­
ple, examining the relationship between entering SAT 
scores and freshman GPA may make more sense when 
socioeconomic status has been included as a covariate so 
that the effects of SAT score and background can be sepa­
rated. 

If the covariates and the "substantive" predictors are 
only weakly related, or unrelated, to one another, this 
strategy works well. But when the covariates and the pri­
mary predictors are strongly related, the teasing out of the 
separate influences may be difficult, perhaps impossible. 
To illustrate, suppose you are investigating the relation 
between athletic participation and scholastic achievement, 
perhaps represented by college GP A. Does involvement in 
sports reduce college GPA? The crucial predictor is whether 
or not a student plays on a team. But many other things 
affect academic performance, and athletic participation is 
only one. So to disentangle how athletics affect academic 
performance, you must include covariates in your analyses. 

Now suppose you collect data on just two predictors­
incoming SAT scores and participation in athletics-plan­
ning to include incoming SAT as a covariate when you 
evaluate the relationship between athletic participation 
and college GP A. You will find it difficult to separate out 
the effects of incoming SAT and athletic participation on 
college GPA because these two predictors are strongly re-
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lated to each other. Athletes often have lower SAT scores 
than nonathletes, so you often find an inverse relationship 
between athletic participation and incoming SAT scores. 
This correlation makes it difficult, perhaps impossible, to 
evaluate the unique effects of athletic participation on ac­
ademic accomplishments. 

Suppose on a simple graph you plot GPA as a function 
of both incoming SAT scores and whether or not each stu­
dent participates on an athletic team. You will probably 
find two effects. First, students with higher incoming SAT 
scores have higher college GPAs. Second, athletes have 
lower GPAs than nonathletes. Can these two effects-the 
"athlete" effect versus the "SAT" effect-be disentangled? 
The dilemma is that, because athletes have lower SAT 
scores than nonathletes, a selection bias exists. Perhaps 
the poor academic performance of college athletes is attri­
butable not to their participation in athletics but to their 
weaker academic preparation, which in turn is reflected in 
lower SATs. Perhaps these students would have low GPAs 
even if they had not played sports. And perhaps the non­
athletes would have just as high GPAs even if they did 
participate in sports. You cannot tell, because you have too 
little data on athletes who enter well-prepared, and on 
nonathletes who enter poorly prepared. The most sophis­
ticated statistical analyses will not enable you to disentangle 
the effect of incoming SAT from the effect of athletic partic­
ipation. 

When the effects of two predictors are hopelessly entan­
gled in this way, we say the predictors are confounded. In 
this example, participation in athletics is confounded with 
incoming SATs. The two groups in our study (athletes and 
nonathletes) are too different with respect to a background 
characteristic (incoming SAT scores). Because of this, you 
are unable to separate the effects, to control for the selec­
tion bias. 

Statistical techniques find it very hard to resolve this 
problem of confounding, for it is a problem of design, not a 
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problem of analysis. Statistical techniques such as regres­
sion analysis will only be successful if the confounding 
variables are not highly correlated with the crucial predic­
tors you most care about. If a covariate is highly correlated 
with a key predictor, there is no way to disentangle the 
effects by analysis. No, the problem can be resolved only 
by design. You can reduce the high correlation between 
confounding variables by using the principles of stratified 
sampling. For example, you could resolve the confounding 
of incoming SAT scores and athletic participation by strat­
ifying the incoming class of 3000 students at a large state 
university by athletic participation (athlete/nonathlete) 
and combined SAT score (perhaps using three strata: below 
900, 900 to 1100, and 1100 or more). This solution is illus­
trated in Table 4.l. 

Notice that membership in one group (athlete versus 
nonathlete) is highly related to membership in the other 

TABLE 4.1. DESCRIPTION OF PROPORTIONAL-ALLOCATION SAMPLE 
VERSUS EQUAL-ALLOCATION SAMPLE FROM A TARGET POPULATION: 
STRATIFYING TO ELIMINATE CONFOUNDING. 

SAT score 
<900 900 to 1100 >1100 Total 

Target population 

Athletes 300 150 50 500 

Nonathletes 500 1000 1000 2500 

Total 800 1150 1050 3000 

Proportional allocation 

Athletes 30 15 5 50 

Nonathletes 50 100 100 250 

Total 80 115 105 300 

Equal allocation 

Athletes 50 50 50 150 

Nonathletes 50 50 50 150 

Total 100 100 100 300 
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group (low, medium, or high SAT scores). In the target 
population, the majority of all athletes entering have SAT 
scores lower than 900, whereas the vast bulk of nonath­
letes entering is equally divided between the upper two 
categories of SAT. Your challenge is to select students into 
your sample to eliminate the confounding. 

Suppose you can afford to select a sample of 300 students. 
You could use proportionate allocation, taking 10 percent 
of the students from each of the six strata defined in Table 
4.1. But unfortunately, proportionate allocation replicates 
in the sample the confounding of SAT scores and athletic 
participation in the population. Of the 300 students in a 
proportional sample, only 5 would be athletes with SAT 
scores over 1100. Only 15 would be athletes with SAT 
scores between 900 and 1100. With these small sample 
sizes, incoming SAT and athletic participation would re­
main correlated and you could not disentangle the effect of 
athletic participation from that of incoming SAT on college 
GPA. 

What changes with an equal-allocation sample? Athletic 
participation and SAT scores are no longer confounded in 
the sample. Athletes as a group are oversampled, and ath­
letes with high SAT scores are oversampled even more. 
Nonathletes as a group are undersampled, and nonathletes 
with high SAT scores are undersampled even more. This 
over- and under-sampling unlinks the two predictors, en­
abling you to disentangle the effect of athletic participation 
from the effect of incoming SAT in subsequent analyses. 

Interactions as Predictors 

Researchers mostly ask questions about main effects. Does 
persistence in science differ by sex? By membership in a 
mentoring program? By the availability of a new financial 
aid package? However, there is sometimes a different re­
lationship between a predictor and an outcome for different 
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types of respondents. For example, the relationship between 
financial aid and persistence in science may not be similar 
for all sorts of students-it may differ depending on the 
student's financial need. Financial aid may have a larger 
impact among needier students than among less needy 
students. A new collaborative writing program may not be 
as effective for English majors as for nonmajors. When this 
happens-when the effect of one predictor, such as financial 
aid, or an outcome differs across levels of another predictor, 
such as need-we say that the two predictors interact. If 
you do not design your study to answer questions specifi­
cally about interactions, you may not gather enough data 
in each important subgroup to conduct the necessary sta­
tistical analyses later. For example, suppose only one-quar­
ter of the students taking writing classes are not English 
majors. Then a small random sample of students in writing 
classes will have few nonmajors. There may not be enough 
of the nonmajors to allow you to figure out whether the 
program is particularly effective (or ineffective) for them. 

Even when you collect data on many students in each 
subgroup, values of one predictor can be confounded with 
values of another. Suppose you want to evaluate the differ­
ential effectiveness of a writing program for two subgroups: 
(1) majors versus nonmajors, and (2) good writers versus 
poor writers. In the real world, you might expect English 
majors to have better writing skills than nonmajors. Of 
course, not all English majors are good writers, nor are all 
nonmajors poor writers. But suppose the two are strongly 
related. After collecting data on the writing programs, 
what will you conclude if the writing of the English majors 
improved more than that of the nonmajors? That the pro­
gram is more effective for English majors? Or that it is 
more effective for students who are initially better writers? 
Because membership in one category (major) is confounded 
with membership in the other category (initial writing 
skill), you will have a difficult time disentangling main 
effects from potential interactions among these predictors 
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and the treatment (the writing program) in the prediction 
of ultimate writing skill. 

No amount of statistical analysis can solve these prob­
lems. To avoid them, you should design questions about 
interactions between predictors directly into your study. By 
specifying, in advance, the interactions in which you are 
interested, you can make sure you have enough students 
in each combination of predictor values. You can then be 
sure that when your data are analyzed, you will have 
enough students in each important stratum to seek out 
potential interactions. 

Putting this recommendation into operation is similar to 
resolving the problem of confounding variables-you do it 
by stratified sampling. Stratify by the two predictors you 
think will interact, and then select separate random sam­
ples from each group. 

This is precisely what Elyse Goldstein did when selecting 
her sample of doctoral students to investigate relationships 
between gender of student, gender of advisor, and later 
research productivity. Her initial target population was 
481 doctoral degree recipients, divided into strata as shown 
in Table 4.2. By sampling approximately equal numbers of 
students within each of the four cells specified in the table, 
Goldstein was able to (1) ensure that she had enough stu­
dents with female advisors; and (2) ensure that sex of ad­
visor was almost unrelated to sex of student. This equal-

TABLE 4.2. MATCHING ADVISOR TO ADVISEE BY GENDER: GOLD-
STEIN'S STRATIFIED SAMPLING STRATEGY. 

Student gender Male 

Female 

Advisor gender in 
target population 
Male Female 

260 
155 

35 
31 

Advisor gender in 
stratified sample 
Male Female 

29 
30 

26 
25 
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allocation sampling prevented the gender of student and 
advisor from being confounded and enabled Goldstein to 
examine the interaction between the two predictors. 

The Integrity of Your Treatment 

When your key predictors describe participation in an in­
novative treatment group or a control group, there are 
additional issues that you must consider when designing 
your study. You must ensure that each participant receives 
the same "standardized" treatment. You must plan to mon­
itor and measure the implementation of the treatment, 
perhaps with a view to accounting for any variation in 
implementation when analyzing your data and presenting 
your findings. You must be aware that uncontrollable out­
side influences may mediate the effects of the treatment, 
especially when the treatment is oflong duration. We dis­
cuss each of these issues briefly below. 

Standardizing the Treatment 

In an ideal study, everyone in each treatment group has 
an identical, "standardized" experience. If the treatment is 
a new advising system, each student should have an ad­
visor who does similar things. For example, each student 
should have the same number of hours of contact with an 
advisor. If the "treatment" is part-time work, each student 
should work a similar number of hours at ajob with similar 
demands. Such levels of control are very difficult for re­
searchers to achieve. 

Short-term treatments are probably the easiest to stan­
dardize: the briefer the experience, the less opportunity for 
uncontrolled variation. When you are investigating longer­
term programs, treatment standardization is more difficult 
if not impossible. Suppose you want to evaluate a new 
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computer-based mathematics course for all entering fresh­
men who are not mathematics majors. The treatment, of 
course, is the new program. But this treatment will differ 
in many subtle ways among students. Not all students who 
enrolled will attend every class session. Not all students 
will complete every assignment. Not all students will pay 
equal attention in class. Not all students will spend equal 
time on the computer. Indeed, not all students will even 
complete the course. Although you want to evaluate "the 
course," different students are actually getting different 
treatments. 

How can such a treatment be standardized? The guiding 
principle is to work hard to make the stimuli that form the 
treatment as similar as possible. If different instructors are 
implementing a new curriculum, make sure they have been 
similarly trained. Provide each instructor with a reading 
list, a set of homework assignments, and topics for unwrit­
ten assignments. Encourage them to use similar grading 
criteria. Ensure that each class has approximately the 
same number of students. If scheduling permits, make sure 
they meet at roughly the same time of day on the same 
day of the week. Require every student to spend at least 
three hours per week logged onto the computer. Higher 
education is an arena in which such standardization of 
treatment is often relatively easy to achieve. 

The same principle applies to the comparison group: its 
experiences should also be standardized. The successful 
evaluation of a treatment's effect depends upon making an 
appropriate comparison (see Chapter 5). So the experiences 
of students in a comparison group should also be as ho­
mogeneous as possible. When comparing the new mathe­
matics course with the old one, see if any students in the 
comparison group are taking another mathematics class. 
Check whether they are taking any related courses, such 
as computer programming or applied statistics, that may 
influence their performance. The goal remains the same: 
standardize your treatments whenever possible. 
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Monitoring Implementation of Treatment 

Although standardization of treatment is a goal, it is not 
always attainable. No matter how much you control course 
materials and training, not all teachers are equally effec­
tive. Regardless of pressure to attend class, not all students 
will attend every meeting. And among those students who 
do, the degree of engagement will vary. Even in well­
controlled studies, each participant will inevitably receive 
a slightly different treatment. 

Because of this, you should monitor implementation of 
treatment. What should you do if you discover differences? 
Try to eliminate them where possible. Follow all partici­
pants-both instructors and students. Are they attending 
class on a regular basis? Are they fully engaged in the 
lectures? Are they turning in homework assignments? Are 
they logging onto the computers every week? You may have 
little control over their behavior, but you should be aware 
that the treatment is not necessarily being received by all. 

The participants themselves can provide useful infor­
mation on how well a treatment was implemented. As part 
of the overall data collection, ask them to reflect on what 
they felt were the most salient aspects of the treatment. 
Do they believe they fully received the treatment you were 
implementing? For example, suppose you want to study the 
effects on student learning of increased question-asking by 
instructors. You encourage several instructors in introduc­
tory economics classes to ask more specific questions during 
lectures. The instructors report that they have actually 
changed their behavior-they are indeed asking more ques­
tions during class. But perhaps the students do not perceive 
it that way. Perhaps they feel that while the professor now 
asks many questions, she is not open to receiving students' 
answers. There is a gap between the treatment planned 
and the treatment implemented. Before plunging into elab­
orate statistical analyses, you should know precisely what 
t:reatment has actually made it to the students. 
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Measuring Implementation of Treatment 

Another way to resolve the problem of varying levels of 
implementation is to measure how well a treatment has 
taken hold and to use this information in your analyses. 
To this end, even using broad categories is better than 
assuming everyone received exactly the same treatment. 
For example, you would be better off classifying students 
as regular attenders and irregular attenders than assum­
ing they all attended all class meetings. Information on 
the amount of treatment received can then be used during 
your analysis to figure out whether the amount matters. 
Was the new mathematics course more effective for stu­
dents who attended class faithfully? Was it more effective 
for students who made greater use of the computer? 

Adjusting the Definition of the Treatment 

Sometimes implementation of treatment varies so much 
among participants that you cannot consider all members 
of the treatment group to be equivalent.lfa student enrolls 
in the new mathematics course but rarely attends class, 
does she really receive the treatment? If a student signs 
up for the new advising system but never meets with her 
new advisor, does she really experience the new advising 
system? 

One way to resolve this dilemma is to use your mea­
surement of the amount of treatment more systematically. 
By including the amount of treatment as an additional 
predictor in your analyses, you can determine its relation­
ship with the outcome variable. 

Another approach is to narrow the definition of the treat­
ment so that only those receiving at least a pre specified 
amount of it will be regarded as participants. For example, 
you might restrict the evaluation of the new mathematics 
program to those students attending at least half the class 
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meetings. Or you might restrict the evaluation of the new 
advising program to those students meeting with their new 
advisor at least once during a semester. 

Narrowing the definition of treatment is not especially 
helpful if it occurs after data collection. But if it occurs 
before data collection-during the design phase of a proj­
ect-it can be valuable for targeting limited study re­
sources. The relationship between part-time work and ac­
ademic achievement illustrates this. Different students 
work different amounts oftime each week-some work only 
5 hours, others as many as 25. It seems likely a 5-hour 
work week would have a different influence on academic 
achievement from a 25-hour work week. The question is: 
Who should be included in the part-time work group? 

You could include all part-time workers in the treatment 
group and measure the number of hours each student 
works per week. You would then use this measurement as 
a predictor in subsequent data analyses. But suppose your 
study resources are limited. Then perhaps you should nar­
row the definition of part-time work to students whose jobs 
require at least 10 hours of work per week. They would be 
classified as working part-time only if they met this crite­
rion; the comparison group would still be those students 
who do not work at all. Within the smaller group of part­
time workers, you would still measure the number of hours 
worked. But narrowing the definition would help you to 
standardize the treatment, and would ensure that differ­
ences between treatment and comparison groups would be 
clear. 

Outside Influences 

Many higher-education programs are long term. They in­
volve semester-long, year-long, or even four-year-Iong ex­
periences. Because they are long term, each student's ex­
perience is not entirely within the investigator's control. 
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Outside factors can, and usually do, influence the partici­
pants. You need to work hard to maintain the integrity of 
treatment over time, especially if the design includes ran­
domization. When outside factors have not influenced stu­
dents, you can be reasonably sure that any effects observed 
in a randomized experiment are a result of the treatment. 
But when outside factors have influenced students, such 
conclusions are difficult to draw because the outside influ­
ences-not the treatment-may have created the outcomes 
you have detected. 

EXAMPLE: The influence of outside factors: Modifying medical 
education. 

The influence of outside factors made it difficult for Rudy Mitchell (1989) to 
evaluate the Pathways program introduced at the Harvard Medical School 
in 1985. As part of the Pathways program, students met in small groups 
with a mentor and used medical cases to learn the traditional medical school 
curriculum. Among the 82 percent of the incoming class of 1989 who 
volunteered to participate in the Pathways program, half actually participated 
and the remaining half were assigned to the older, standard curriculum. But 
those not in the Pathways program began to hear about what was happen­
ing in the program. They formed their own study groups. They borrowed 
materials used by their friends. What began as a randomized experiment 
devolved into a messy comparative study, with steadily declining integrity 
of treatment. By the third year, Mitchell despaired of making valid compar­
isons, and came to rely more on anecdotes and student self-reports of their 
experiences. 

Choosing Which Predictors to Study 

We close this chapter with a question: Among all the pre­
dictors available for investigation, how should you select 
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predictors you will design into your study? Borrowing from 
the work of Cox (1958), we present an exercise to assist 
you in identifying predictors worth including in your 
design. 

With your research questions in mind, make a list of all 
predictors you think might possibly be associated with your 
outcomes. Your list should be extensive, including both 
obvious and less obvious predictors. It should include pre­
dictors you can easily measure and predictors that are more 
difficult to measure. Conduct brainstorming sessions with 
colleagues. Try to develop as comprehensive a list of poten­
tial predictors as possible. Then, with list in hand, divide 
the predictors into four groups. 

1. Those of great importance. These are the predictors 
you are confident will be strongly associated with the 
outcome or whose effects you are interested in sub­
stantively. They are your "question" predictors. 

2. Those of moderate importance. These are the predictors 
you suspect will be strongly associated with the out­
come, but they are not a primary focus. 

3. Those of moderate importance, but that define small 
groups. These are the predictors that you suspect will 
be strongly associated with the outcome, but which 
identify very small groups that are not a central in­
terest. 

4. Those of little importance. These are all the other pre­
dictors that might be associated with your outcome. 

Predictors in group 1 are your highest priority. Design 
your study around them. Design your sampling strategy to 
incorporate these predictors. Predictors in group 2 are im­
portant, but not so important that you must design your 
study around them. These are predictors you will simply 
measure for all students in your study and possibly incor­
porate into your analyses. Predictors in group 3 are a spe­
cial case. Because they define small subgroups, they are 
typically predictors whose effects on the outcomes you 
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would like to eliminate. Consider redefining your target 
population to eliminate these small groups, using the tech­
niques described in Chapter 3. This may diminish the gen­
eralizability of your findings, but the complexity of your 
design and analysis will also be reduced. If the groups you 
eliminate are small enough, the diminished generalizabil­
ity will be small relative to your increased ability to pin 
down the effects of the predictors in groups 1 and 2. Pre­
dictors in group 4 have the lowest priority. If you have 
sufficient resources, collect data on them. But if sufficient 
resources are not available, simply choose not to measure 
them. There comes a time in every game when you have 
to make your bets and place your chips on the table. 



COMPARED TO WHAT? 

5 
How effective is the freshman advising system at your 
college? Does the expository writing program strengthen 
student writing? Is the need-based financial aid program 
working? How well are varsity athletes doing academi­
cally? None of these questions has a single, absolute an­
swer. The answer depends upon the baseline you use to 
define effectiveness and success. So, when designing studies 
investigating such questions, you must ask: Compared to 
what? 

Many research questions require comparisons. Some­
times you compare people with different levels of a predic­
tor-freshmen with different SAT scores, applicants receiv­
ing different amounts of financial aid, faculty members 
assigned different numbers of advisees. Sometimes you 
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compare people divided into groups according to a predic­
tor-students using the new curriculum and students using 
the old, men and women, athletes and nonathletes. In 
Chapter 4, we discussed decisions you must make when 
selecting predictors. But when the predictors define groups, 
you must make another decision as well: What is the ap­
propriate comparison group? 

Different comparisons yield different answers. For ex­
ample, if you compare writing samples from students cur­
rently enrolled in the expository writing program with 
samples from students ten years ago who had no program 
available, you may find a big effect. But is this the right 
comparison? Perhaps you should compare writing samples 
from current students in the program with samples from 
current students not in the program. Or compare them with 
samples from students enrolled in writing programs at sim­
ilar colleges. Each comparison can give a different answer 
about program effects. You must decide which is most ap­
propriate for your research questions. 

What makes a comparison group appropriate? Are some 
suited only for particular types of questions? Are some so 
bad they should never be used? In this chapter, we show 
how to select the best comparison group for your purposes. 
By the end of the chapter, you should understand: 

• Why you need comparison groups. Comparison groups 
are an essential feature of many research designs, yet 
many investigators fail to include them. Consider the 
problems this creates and why you should avoid them. 

• The advantages of randomization. The best comparison 
groups are formed by randomly assigning people to 
groups. You can randomize in many different ways, 
each having strengths and weaknesses. Become ac­
quainted with different strategies, how to implement 
them, and when to use them. 

• How to choose among the alternatives available when 
randomization is not possible. Comparison groups can 
be formed using many other strategies, each having 
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strengths and weaknesses. Trade off the many possi­
bilities, how to implement each, and when to use each. 

Why Do You Need a Comparison Group? 

Studies without comparison groups are among the weakest 
possible research designs. Suppose, for example, you ob­
serve a group of students after they all have had the same 
experience. For simplicity, we call the experience a treat­
ment, but it could also describe a distinguishing personal 
characteristic or a shared experience, such as being a mem­
ber of a minority group or a psychology major or partici­
pating in intramural sports. You want to relate your after­
treatment observations back to the treatment. For in­
stance, you might notice that students in small sections for 
calculus rarely complain about the quality of instruction. 
Or that students who use word processors write particu­
larly well. Should you conclude that small sections improve 
satisfaction? Should you conclude that word processors im­
prove writing? 

These hypotheses may be true, but you cannot know for 
sure with "after treatment only" designs. Without a com­
parison group, you cannot rule out rival explanations of 
the relationships you observe. Perhaps only experienced 
instructors taught the small calculus sections: perhaps it 
was not section size that created satisfaction, but instructor 
experience. What would have happened if the students had 
not written with word processors? Would they still have 
written well? Because it is impossible to know, you cannot 
definitively establish whether section size or word proces­
sors really make a difference. Because everyone received 
the treatment, values of the predictor do not vary across 
students. If you don't have predictor variation, you won't 
be able to detect any relation between predictor and out­
come (Pocock, 1983; Rutman, 1984; Dooley, 1984; Krath­
wohl, 1985). 
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A slight improvement on the "after treatment only" de­
sign is the "before and after treatment" design. Measure 
people twice-once before, and once after, the treatment. 
Then you can compare their "after" measurement with 
their "before" and see if they have changed. For example, 
you can see whether students write better after a semester 
of using a word processor. But attributing changes to the 
treatment remains difficult because you still have no com­
parison group. You have no way of knowing whether sim­
ilar changes would have occurred had the participants not 
received the treatment. The changes may be attributable 
to nothing more than natural maturation. Students grow 
learn, and change, whether or not they receive any partic­
ular treatment. Perhaps they would have become better 
writers anyway, even if they had continued to write their 
papers by hand. 

The perils of drawing inferences from studies without 
comparison groups are illustrated dramatically by Alex­
ander Astin (1970). Astin tells the story of a colleague who 
was distressed to discover that nearly a third of students 
who entered a highly selective college as science majors 
switched to other fields before graduation. The colleague 
decided this dropout rate was too high and deserved im­
mediate corrective action. He thought it reflected inade­
quacies in the science program, so he encouraged a curric­
ulum reform committee to consider changes that might 
improve persistence. Astin pointed out that this dropout 
rate was actually much lower than the rates at almost any 
similar school. Astin argued that this college's program 
indeed may have been exemplary, worthy of imitation. Cur­
ricular changes actually might bring about adverse effects, 
perhaps increasing the dropout rate. 

Because studies with no comparison groups are so weak, 
you should avoid conducting them at all costs. They appear 
less expensive because they require less primary data col­
lection, but you get what you pay for. Why waste time 
collecting data that, at best, offer indecisive answers to 
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your questions, and, at worst, might lead to erroneous con­
clusions? (Weiss, 1972; Bennett and Lumsdaine, 1975; 
Kleinbaum, Kupper, and Morgenstern, 1982.) 

EXAMPLE: The difficulties of drawing inferences without a com­
parison group: The efficacy of academic support services for 
high-risk students. 

Helene Abrams and Louise Jernigan (1984) collected data for 219 students 
who 'participated in Eastern Michigan University's PASS program (Promote 
Academic Survival and Success). Students enrolled in PASS have access 
to many services, including advising, workshops, and tutoring. Fifty-seven 
percent of the PASS students earned a freshman GPA of C or better. Those 
using more services had higher GPAs than those using fewer services. 
Reading skills improved as well, from a before-treatment mean of 11.10 (in 
grade equivalents) to an after-treatment mean of 11.52. 

Should we conclude that PASS works? Based on this before-and-after­
treatment study, it is hard to say. We do not know how the 219 students 
would have done if they had not participated in PASS. Perhaps they would 
have done as well, perhaps even better. We have no benchmark against 
which to judge these outcomes. Is 57 percent passing frighteningly low or 
amazingly high? Is a gain of .42 points in reading big or small? The authors 
are aware of this limitation: 

Tempering the study results [is the concern that] ... there is no true 
control group, because no corresponding group of high-risk students 
was admitted and offered an identical experience but without access 
to the support services ... The lack of a control group does preclude 
the claim that support services are the exclusive factor in success for 
these students. Yet, the data do portend a critical role for such pro­
grams, which should be confirmed or rejected on the basis of addi­
tional research. (pp. 271-272) 

Studies lacking a comparison group will always be suggestive at best. 
Determining the true effectiveness of PASS would require further compar­
ative research. 
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Randomized Control Groups: The Best 
Comparisons 

Recognizing the need for a comparison group is the first 
step; the next is identifying a good one. What should you 
look for? A simple principle summarizes the technical idea: 
Compare what happens to people who received the treat­
ment with what would have happened to these very same 
people had they not received the treatment. When scientists 
discover how to clone human beings, applied research will 
begin a new era, because it will then be possible simulta­
neously to observe the same people under different circum­
stances! For now, we must rely on a modified version of 
this principle and observe what happens to similar people. 
Therein lies the idea behind a good comparison group-it 
is composed of people who are similar to the people in the 
treatment group in all ways except that they did not receive 
the treatment. 

This idea leads to the argument for random assignment 
to treatment and control groups. Random assignment en­
sures that, on average, the comparison and treatment 
groups will be equivalent to each other with respect to any 
and all background characteristics. The comparability 
comes not from links between specific members of the two 
groups-there is no one-to-one correspondence between 
members of the treatment group and members of the com­
parison group-but from average equivalencies across all 
members of each group. Once random assignment has been 
used to create groups, any remaining accidental differen­
tiation between the groups can be attributed to sampling 
variation and will be handled automatically by the future 
statistical analyses. It is for this purpose that statistical 
analyses were designed! Because of the superior quality of 
comparison groups formed using random assignment, and 
the large amount of control you need to create them, such 
groups are called control groups. Studies using random 
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assignment to form groups are called experiments (Riecken 
and Boruch, 1974; Cook and Campbell, 1979). 

Is Random Assignment Really Feasible? 

But will study participants resist random assignment? 
Might they argue, for example, that random assignment is 
inequitable and that people should be assigned to treat­
ments on the basis of some other principle, such as need or 
merit? Fortunately, the available empirical evidence on 
this topic suggests just the opposite. For instance, when 
given a choice, it seems that college students actually pre­
fer random assignment. 

Evidence for this assertion comes from an experiment 
conducted by Camille Wortman and Vita Rabinowitz (1978) 
using 259 students enrolled in an introductory psychology 
course at Northwestern University. Early in the term, stu­
dents were told about an innovative program covering 
"hot" topics not addressed in the regular curriculum, such 
as child abuse and biofeedback. Students interested in par­
ticipating in the innovative program were asked to com­
plete a take-home test that presumably assessed their prior 
knowledge of psychology. 

One week later, each student received personalized in­
formation about the innovative program. Each was told 
that there were not enough places for all interested stu­
dents, so the instructors had selected a subset for partici­
pation. However, different students were given different 
information about the selection process. One quarter were 
told priority had gone to students with the highest test 
scores (the merit principle). Another quarter were told 
priority had gone to students with the lowest test scores 
(the need principle). A third quarter were told priority had 
gone to students who handed in the test early (the first­
come, first-served principle). The final quarter were told 
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admission had been based on a lottery (the random assign­
ment principle). 

Then the researchers manipulated the students' self-in­
terest under the different assignment criteria by randomly 
subdividing each group into four subgroups. Students in 
the merit group either were given no information about 
their test scores or were told they had done very well, 
average, or poorly. The idea was that students told they 
had done very well would have self-interest in the merit 
principle. Similar manipulations of self-interest were done 
for the other three groups by giving bogus test results (for 
the need group), bogus information on order of turning in 
exams (for the first-come, first-served group), or bogus in­
formation on lottery numbers (for the random assignment 
group). 

Students were then asked about the fairness of the se­
lection procedures, and told that their opinions would shape 
the next year's selection process. Across all experimental 
conditions, students rated random assignment as fairer 
than any other procedure. On a scale from 1 to 15, with 15 
being fairest, the mean ratings were 10.5 for random as­
signment, 7.8 for need, 6.5 for first-come, first-served, and 
5.8 for merit. And students who were told that selection 
would be based on random assignment rated this principle 
as fairest, regardless of whether they had a good chance of 
being selected because of their lottery number. 

Wortman and Rabinowitz conclude that "some of the 
objections to random assignment that administrators ex­
pect from participants may never materialize, and that 
among the majority of students, random assignment is 
likely to be judged the fairest of them all" (p. 184). Of 
course, results at Northwestern may not generalize to other 
colleges at other points in time. But all higher-education 
researchers should note that random assignment is often 
feasible, and when it is, students may actually prefer it to 
other methods of assignment. 
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Once you have decided to assign people randomly to treat­
ment groups, you must develop a strategy for carrying out 
your objective. In many situations, such as Wortman and 
Rabinowitz's study, implementation is straightforward­
the students are simply randomly assigned to the different 
groups. In other instances, especially in studies of treat­
ments that must be given to groups of people at the same 
time, implementation is not always so clear-cut. 

Suppose you want to compare two methods for teaching 
expository writing. Method A is the traditional one; Method 
B incorporates detailed feedback on several drafts of the 
same manuscript during the term. Ten professors agree to 
participate and to use any assignment mechanism you 
want. You decide to assign randomly. What are your op­
tions? 

One option is to ask each professor to assign students 
randomly to treatments within her class. Half the students 
will get Method A and half get Method B, with assignment 
within each class being random. Your analysis will then 
compare writing samples from the two groups of students, 
controlling for professor. This design is similar to conduct­
ing ten parallel miniexperiments. 

A second option is to assign randomly five intact classes 
to use Method A and the other five to use Method B. In 
this case your analysis will compare students in the first 
five classes with students in the second five. This is also a 
randomized design, but randomization occurs at the level 
of class rather than student. It is easier to implement from 
the faculty's perspective, because each professor uses the 
same method for all her students. The only constraint is 
that a random number table determines the particular 
method she uses. 

A third option is to assign all the potential students 
randomly to the ten sections. If five professors already use 
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method A and the other five already use B, this design 
allows professors to continue teaching the way they always 
have. And it certainly builds in some random assignments. 
You are randomly assigning students to classes, but not 
randomly assigning professors to methods. 

Each of these options has strengths and weaknesses. 
From a research design perspective, the first is clearly the 
best. Why? Because it randomizes people at the lowest 
possible level. By having each professor use both methods, 
the design controls for differences in outcomes that might 
arise from differences in instructional quality across pro­
fessors. And by randomly assigning students to methods, 
it rules out selection bias: students cannot select the ap­
proach they like best and professors cannot select students 
for the method they think best matches the students' needs. 

The drawback of this design is feasibility. It is the hard­
est to implement because each professor must use both 
methods in a single class. She must always remind herself 
which strategy to use with each student. If she is not con­
sistent, the experiment falls apart. It may become too com­
plicated to implement. But if the professors can carry out 
the procedures, this design yields the best information 
about the effectiveness of the innovative method. 

The second design randomizes at the class level. It is 
easier to implement for both you and the faculty. U nfor­
tunately, if you randomize at the class level, you need more 
classes to detect effects because you are dealing with effects 
in the aggregate. Five professors using each method may 
be too few. 

This problem stems from two sources. Professors differ 
in many ways other than just teaching methods. Because 
each professor uses only one method, and only five use each, 
differential effectiveness between professors is hard to con­
trol for. You may be studying hundreds of students, but 
you are studying only ten professors. To get a handle on 
variation among professors, you need more professors using 
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each method. In addition, if students have selected the 
professors they like, because of reputation or some other 
shared reason, students in the same class will be more 
homogeneous than students in different classes. In tech­
nical terms, students within classes will not be statistically 
independent. This violates an assumption of most statisti­
cal analyses, and the best way to compensate for it is to 
collect data on more classes, aggregate to the class level, 
and carry out your analyses at that level. The bottom line: 
If you randomize at the class level, be prepared to study 
many classes. 

The third option randomizes at the class level too, but 
only in the assignment of students to classes, not in the 
assignment of faculty to method. It is clearly the easiest 
option to implement. Professors continue teaching the way 
they always have; the only way your study affects them is 
in the particular students enrolled in their classes. But this 
design is the weakest for answering questions about cur­
riculum effectiveness. Not only do you have too few profes­
sors to control for differences in the quality of their teach­
ing, you also may have a selection bias. Randomly 
assigning students to classes eliminates some potential 
bias, but because professors choose the method they want, 
some bias may remain. You cannot find out whether dif­
ferences across classes are attributable to the method used 
or to other things the professors do. 

All three of these options employ random assignment. 
But some forms of random assignment are clearly better 
than others. Our advice is to randomize at the lowest pos­
sible level. If you can, randomize people, not intact groups. 
If you must deal with intact groups, such as students in 
courses or residence halls or faculty in departments, ran­
domize people within the groups. If you must assign intact 
groups, use more groups than you would if you randomly 
assigned individuals to the same treatments (Singer, 1982; 
1987). 
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EXAMPLE: Implementing a randomization strategy: The relation­
ship between learning styles and teaching format. 

Do some students prefer instructor-centered (IC) courses while others prefer 
peer-centered (PC) courses? Is student preference related to learning style? 
John Andrews (1981) conducted a randomized experiment investigating 
these questions using four teaching assistants and 102 freshmen enrolled 
in an introductory chemistry course for non majors at the University of Cal­
ifornia, San Diego. Unaware that different sections would be taught using 
different techniques, students signed up for one of eight sections, simply 
on the basis of schedules and personal considerations. Each TA taught two 
sections, one using IC techniques and the other using PC techniques. At 
the beginning of the term, each student filled out a standardized instrument 
assessing her own learning style; at the end of the term, each student filled 
out a questionnaire eliciting her reactions to the course. 

Compatibility between teaching format and learning style made a big 
difference-collaboratively oriented students gave PC sections high ratings, 
and competitively oriented students gave IC sections high ratings. Andrews 
used these results to refute the popularly held belief that all "students here 
[at UC San Diego] are too competitive-they will never work together or 
learn in small groups" (p. 176). 

Andrews's fine study design reinforces our belief in his findings. Since 
students signed up for sections without knowing the section's TA or teaching 
format, it does seem likely that "there is no known bias relevant to the 
hypotheses under study" (p. 164). This is supported by the lack of differ­
ences between the groups with respect to the measures of learning style. 
And since each TA taught one section of each type, aSSigned at random, 
the study controlled "for differences in TA personality, teaching style, and 
preference for section format" (p. 165). 

Two Caveats 

Anyone thinking about using random assignment should 
be aware that it can let you down in two ways. First, the 
statistical theory underlying random assignment ensures 
that it works best for large samples. With small samples, 
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groups may still differ substantially on some background 
characteristic. For example, if eight women and twelve 
men are randomly assigned to two groups of ten students 
each, it will not be astonishing if one group has six women 
and the other only two. And if gender of student is related 
to outcomes, this discrepancy may make a difference. 

The best solution is to assign randomly within subgroups 
(strata). If you suspect that a background characteristic 
may affect responses, stratify the sample by that charac­
teristic and assign within strata. For example, you might 
stratify the twenty students by gender and randomly as­
sign four women and six men to each treatment. Stratifica­
tion rules out potential imbalance. It is useful in many proj­
ects, but is especially helpful when you use small samples. 

The second way random assignments can let you down 
is by occasionally leading to a "quirky" result, even when 
the process is carried out with integrity. All the rich stu­
dents may end up in one group, or all physics majors may 
get the new treatment, or students who work especially 
hard may be assigned to large classes. Statisticians dis­
agree about what to do when this happens. Some consider 
respect for the integrity of the randomization process more 
important than worrying about the effects of a "fluke" ran­
domization. Others argue that if random assignment leads 
to groups that differ in some important way, you cannot 
ignore this nonequivalence. They suggest you start over, 
and randomly assign again. This has its appeal, but with 
modest-sized samples there will always be some difference 
between groups. The last thing any statistician would want 
you to do is to assign repeatedly until you "get it right." 
Repeated random assignment destroys the logic behind the 
process in the first place. 

Philosophical debates aside, the practical issue remains: 
What should you do if random assignment results in groups 
that are clearly none qui valent? Our advice is to respect 
the process and avoid repeated randomization. Stratify in 
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advance if possible. But even when you cannot stratify in 
advance, always make a concrete analytic effort to see 
whether the groups you form differ in dramatic or impor­
tant ways. At least you will know about differences that 
might matter, and you can interpret your findings with an 
eye to such differences. 

EXAMPLE: Randomizing within strata: Improving small-group 
discussion sections. 

Are discussion sections more effective when students prepare for them 
before class? Does the clear designation of a leader make a difference? 
Ernest Baxter (1985) found that the answer to both these questions was 
yes when he conducted a randomized experiment using 60 seniors enrolled 
in an educational psychology class at the University of Queensland, Aus­
tralia. He examined two predictors: student preparation and designation of 
a leader. Four groups were created by pairing all the possibilities: prepared 
students with an assigned leader; prepared students with an emergent 
leader; unprepared students with an assigned leader; and, unprepared 
students with an emergent leader. Measures of verbal activity and inactivity 
were taken during eight section meetings. 

Baxter was concerned that students' background characteristics would 
influence their participation. So he stratified the 60 students into 15 
subgroups based on academic achievement and scores on the Eysenck 
Personality Inventory, the Taylor Manifest Anxiety Scale, and the Tennessee 
Self Concept Scale. Within each stratum, he randomly assigned students 
to the four treatment groups. 

Baxter examined the success of the stratification in detail. He found no 
differences among the four groups according to the personality variables, 
academic achievement, or age. But the sex ratio differed slightly (but not 
significantly) across groups. Although the overall sample was 60 percent 
female, the percentage of women in the four groups ranged from 40 to 67. 
With only 60 students, such differences are expected; this slight imbalance 
shows just the type of variation you can expect when randomly assigning 
small numbers of people to groups. Sampling variation like this is accounted 
for automatically by the statistical methods used to analyze the data. 
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To implement a randomized study you often need the in­
formed consent of students or faculty members, and you 
must be able to answer several questions about what may 
happen if some don't participate. 

The first question you will be asked in return is: "Does 
the new curriculum work?" You may respond by saying, 
"If I knew the answer for sure, we wouldn't be organizing 
this study. After the results are in I can answer your ques­
tion." Yet your response will be stronger if you can assure 
the questioner that the "no worse" principle applies. That 
is, the questioner will become no worse off by participat­
ing in a randomized study. What makes giving such assur­
ances hard is the difficulty you will have saying anything 
in the absence of reliable information. Even if you are 
confident that a randomized study won't harm any partic­
ipants, you won't really know until you actually carry out 
such a study and analyze the findings. Yet it is hard to 
blame students for preferring to volunteer only when they 
know it won't hurt them. Since many students have strong 
views about what type of instruction is best suited to their 
particular learning style, most students prefer to choose 
which section of a course they join, and not to relinquish 
this control to you if they can help it. 

EXAMPLE: Innovative sectioning in a large core course. 

Barbara Bushey (1989) examined an innovative way to create sections in 
a large undergraduate course at Harvard University. Professor Harvey Cox's 
course "Jesus and the Moral Life" attracted 384 students in 1988. Each 
student was required to attend three lectures and one smaller section 
meeting per week. In the past, sections had involved 20 undergraduates 
led by a graduate student. Cox decided to organize an experiment, to see 
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if smaller section sizes would lead to more student involvement and greater 
learning. 

Each of the 384 students was given a choice at the beginning of the 
course: join a traditional section of 20 led by a graduate student, or join a 
"mentored cluster" of 5 students. In each mentored cluster, no graduate 
student would be present during sessions. Rather, 2 undergraduates out of 
the 5 would be responsible for leading each week's discussion. The 2 
leaders would meet with a teaching fellow for in-depth preparation before 
their class, and then again afterward to debrief and to make the session a 
better learning experience. The pairs of student leaders would rotate so 
that each student would be paired with several other students, and each 
would lead several classes. 

Free to choose, 304 students chose a traditional section, while only 80 
chose the mentored cluster innovation. When asked why they made their 
decisions, most students choosing the traditional section said that they were 
hesitant to try an unknown format, and that they had heard the traditional 
larger-section format was perfectly good. Students who chose the small 
clusters, in contrast, reported that they were generally neither happy nor 
effective in larger, more passive groups. They were confident they would 
learn more from the smaller, more active, clusters. 

Barbara Bushey collected data throughout the course on both concrete 
learning (test scores) and student participation in sections (videotapes). She 
found that while concrete learning was roughly the same in both formats, 
significant differences emerged in group participation for the different sec­
tions. Students in the mentored clusters improved much more in ability to 
function well as part of a group-fewer interruptions, more participation, 
more comments that moved an argument forward. 

Does this show that smaller, student-led sections will improve group 
participation for all students? Probably not. Bushey concludes that the 
mentored clusters are a wonderful option for those students who choose 
them freely. Simply making the choice gives a signal that they prefer a small 
group, and are willing, indeed enthusiastic, to lead group discussion. Bushey 
observes that she has no information at all about how the other 304 stu­
dents-more than 75 percent of the class-would have made out in the 
small clusters. She points out that only a randomized study would tell us 
that, and that she felt uncomfortable asking for consent for randomization 
when she had no evidence at all about the effectiveness of mentored 
clusters. 
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There is a way to increase the chances that students will 
participate in a randomized study, yet still respect fully 
the right of each student to give informed consent in ad­
vance. It was originally proposed by Marvin Zelen (1979) 
for medical settings, and we adapt it here. 

The standard randomized design requires you first to get 
each student's consent to participate. Students who consent 
are then randomized between, say, two curricula, A and B. 
Those who do not consent are dropped from the formal 
research entirely, and do not participate further. 

Here is an alternative. It is especially useful when a 
course meets in many sections. Randomize all students into 
two classrooms before seeking any consent. Students ran­
domly assigned to one classroom are not asked to consent 
to anything. They simply receive the current curriculum 
A. Students in the other classroom are asked whether they 
are willing to participate in a research study and to receive 
the new, experimental curriculum B. Those students who 
agree to try B stay in the room and get B. Those who decline 
are invited down the hall to a different classroom and given 
A, just like the original half who were randomly assigned 
to A. 

If you use this design, you will ultimately compare all 
the students randomized to A with those randomized to B 
who stayed. There are two strengths to this approach. One 
is that each student knows exactly where she stands­
whether she will get the old curriculum or the new-before 
participating. The second is that no student must ever give 
consent to the abstract process of randomization. She sim­
ply agrees to accept the new curriculum, or states she 
prefers the old and gets it. So this plan respects students' 
wishes to decline the new curriculum, and eliminates the 
need to ask students to agree to participate in any random 
assignment. 
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Volunteer Bias 

To conduct a randomized study, you need some degree of 
investigator control over who gets what treatment. It is 
inappropriate to have some students voluntarily sign up 
for a new curriculum, for example, while others voluntarily 
sign up for the old. 

If students are free to choose, you will never know if 
volunteer bias exists. Suppose the harder-working students 
tend to choose the new curriculum. Suppose the math 
hotshots choose the new one. Then students choosing to 
join the two curricula are simply different. You risk never 
knowing whether any differences in outcomes that you find 
later are due to the curriculum you are examining, or 
simply to who signed up. 

To implement a randomized study you need control, and 
often you also need student consent. It is often unethical, 
or administratively inappropriate, to assign students ran­
domly among treatments. Just as in medical research, 
where it is generally necessary to get patients' consent 
before assigning some to an old drug and others to a new 
one at random, research in college can require students' 
permission. 

Now you face a dilemma. What happens if you want to 
implement a randomized design, you ask students (or fac­
ulty colleagues) for their agreement to participate, and 
they don't all agree? You can forge ahead anyway and 
conduct your research only on those who volunteer. But 
there is a serious downside risk. Students who volunteer 
may be different, in some important way, from those who 
don't. You can try to measure differences between students 
who volunteer and those who don't on features such as age, 
race, sex, SAT scores, or whatever other factors you can 
think of. But you won't think of everything. Neither will 
your colleagues. So doing a research study using only vol­
unteers risks biasing your results. 
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David Oakes and colleagues (1974) have proposed a con­
structive plan to estimate volunteer bias. If none turns up, 
you need not worry further. If bias exists, you can develop 
an estimate of how serious it is. 

Oakes's proposal carries a third group for a comparative 
study. Assume you are comparing a new curriculum to an 
old one. In the early phases of study design, ask students 
whether or not they agree to participate in a randomized 
experiment. Some will say yes and others will say no. Those 
who say no are not part of your formal experiment-they 
simply sign up for either the old curriculum or the new one 
as they see fit. Those who do say yes, however, are then 
divided into two groups. All students in group one are 
invited to participate in the randomization, with some of 
them assigned to the old curriculum and others to the new. 
All students in group two are told, "Thank you for volun­
teering, but we simply have more volunteers than we need 
for the randomization. We chose participants for the actual 
randomization by lottery. You just go ahead and choose 
whatever you want, new curriculum or old, and you will 
be accommodated. Use your usual good judgment to 
choose." 

What do you know about the students in group two? You 
know after the experiment that each chose the new curric­
ulum or the old based on her own preference. So when 
choosing between curricula they behaved just like the stu­
dents in group one who didn't give their consent to be 
randomized. They chose on their own. But the key is that 
we know these students were volunteers for the randomi­
zation, even though they weren't actually randomized. 

Why is this design useful? Because by comparing out­
comes for students in group two with outcomes for students 
who refused to be randomized, you can estimate the size of 
any volunteer effect. For example, if the new curriculum 
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is modestly better than the old for both the group-two 
students and the non volunteers , you will be able to con­
clude that there is no big volunteer bias, and that the new 
curriculum is indeed modestly better. In contrast, if the 
new curriculum outperforms the old for the group-two stu­
dents while the reverse is true for the nonvolunteers, there 
is strong evidence of a volunteer effect, and you cannot 
have much confidence that the new curriculum is truly 
better. 

EXAMPLE: How effective is a special enrichment program for 
high-risk freshmen? 

An experiment to evaluate a support system for high-risk students illustrates 
how this proposal can be used. Stayner Landward and Dean Hepworth 
(1984) organized and evaluated an academic enrichment program (AEP) 
at a large state university. Entering freshmen described as "high risk" were 
the target population. High risk was defined as a predicted GPA of lower 
than C. The program's key features were: (1) an advisor helping students 
intensively; (2) a college official meeting regularly with each student; and 
(3) organizing high-risk students into study groups. 

The research design is in the spirit of Oakes's proposal. It has three 
groups. All 123 freshmen who indicated no interest in participating were 
called nonvolunteers. The 91 freshmen who did volunteer were randomly 
divided into two groups-3D who actually got the support program, and 61 
who were not chosen to participate. 

AEP assistance was offered to the 30 freshmen for ten weeks during 
the first semester. At the end of the semester, GPAs were computed for 
students in the three groups. The 30 freshmen getting AEP had a mean 
GPA of 2.14. The 59 (surviving from the original 61) volunteers for AEP 
who didn't get to participate had a mean GPA of 1.41. The 115 (surviving 
from the original 123) freshmen who had not volunteered had a mean GPA 
of 1.34. 

What could Landward and Hepworth conclude? First, they decided that 
based on first-term results, AEP was successful. The freshmen in AEP 
outperformed those not in it. To any skeptic who asserts that the students 
in AEP would have done better even if they didn't get the extra help, because 
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they are the go-getters, Landward and Hepworth can point to the 59 fresh­
men who volunteered for AEP but weren't accommodated. They did far 
worse than the AEP freshmen, yet they are the same go-getters in every 
other respect. They were at risk upon arrival, and they also volunteered for 
AEP. Finally, Landward and Hepworth note that there is a volunteer bias, 
although it is slight-the 59 freshmen volunteers not in AEP outperformed 
the 115 nonvolunteers with GPAs of 1.41 versus 1.34. 

Comparison Groups without Random Assignment 

You cannot investigate all research questions using ran­
domized experiments. When studying effects of a program 
that has already begun, or effects of personal characteris­
tics not within researcher control, you cannot randomly 
assign students or faculty to groups. Sometimes ethical, 
logistical, or legal constraints make random assignment 
out of the question. And because it may take a long time 
to conduct a good experiment, sometimes an immediate 
need for some information, even crude information, pre­
cludes the possibility of random assignment. 

Various strategies are available for selecting comparison 
groups when random assignment is impossible. Some lead 
to comparisons that are very good indeed, while others lead 
to comparisons that are so weak you should avoid them at 
all costs. We now describe these several options and suggest 
when each is particularly appropriate. Instead of exhaus­
tively cataloguing the many possibilities, we identify six 
popular ones and give a flavor of issues involved in assess­
ing the adequacy of others. 

Outlining Your Options 

Suppose you want to evaluate the effects of a recently 
instituted study-skills course. Any freshman can sign up 
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for the one-semester no-credit course covering study skills 
and strategies. The treatment group is all freshmen en­
rolled in the course during the current academic year. Suc­
cess will be measured by student GP A. You decide that 
random assignment is not feasible. To whom should you 
compare the enrolled students? Consider the following six 
possibilities: 

A. All freshmen at your school during the previous ten 
years. 

B. A simple random sample of current freshmen not en­
rolled in the course. 

C. A stratified random sample of current freshmen not 
enrolling in the course, stratified by proposed major 
and ACT or SAT scores. 

D. A sample of current freshmen not enrolling in the 
course, matched, on a person-by-person basis, accord­
ing to proposed major and ACT or SAT scores. 

E. A sample of current freshmen at high academic risk 
based on their incoming ACT or SAT scores and high 
school rank. 

F. A sample of current freshmen expressing interest in 
the course, but who could not enroll because of sched­
uling difficulties. 

Each of these six groups represents a possible comparison 
group. Because none was formed using random assign­
ment, none allows you to determine absolutely whether the 
study-skills course changes academic achievement. But 
each gives you some handle on whether tutoring and 
achievement are correlated. We now discuss each in greater 
detail. 

Historical Comparisons 

Comparison using group A-the freshmen from the previ­
ous ten years-is a historical comparison. The distinguish-
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ing feature of a historical comparison is its reliance on data 
collected at an earlier point in time. Most historical com­
parisons are created using records kept at the same school 
as the current study. Others are created from data pub­
lished in the literature or collected at other schools. 

Historical comparisons are seriously flawed, for a simple 
reason: The equivalence of a previous cohort of students 
assessed using different data-collection strategies is hard 
to ensure. Any change occurring during the intervening 
years invalidates the historical comparison. Changes in 
admissions procedures, yield rates, grading practices, fi­
nancial aid policies, or course requirements create uncon­
trolled differences. Sometimes the very process of doing 
research-with the extra attention given to participants 
and record keeping-not the intervention itself, affects per­
formance. Was similar attention lavished on previous stu­
dents not participating in a research project? 

For these reasons, we strongly discourage the use of his­
torical comparisons. But we do note that not all historical 
comparisons are equally weak. The worst are derived from 
published studies. Data culled from the literature provide 
helpful contextual information-where your college stands 
in relation to other colleges-but you should not use such 
data to make statements about treatment effectiveness. 
Your college differs from all other colleges in so many ways 
that arguing for true equivalence is futile. 

Slightly better are historical comparisons based on rec­
ords kept at the same school. Suppose, for example, that 
over the past ten years an average of 15 percent of fresh­
men failed each year, while among students in your new 
study-skills course only 5 percent failed. The course sounds 
very promising. But perhaps students in the course are so 
motivated to succeed that they would have been less likely 
to fail anyway. Or perhaps grade inflation has made the 
difference. With a historical comparison, it is hard to say. 

The best historical comparisons come from a previous 
study at the same college. Using historical comparisons 
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generated during previous research projects at a college 
ensures that data collection procedures are rigorous, rec­
ords are kept in a similar way, and students and faculty 
are roughly equivalent. But while these biases are mini­
mized, the groups are still distinguished by the passage of 
time. If any real change in other factors has occurred, it 
will destroy the quality of even this comparison. 

EXAMPLE: Using historical comparisons: Does the addition of 
plus and minus qualifiers improve the reliability of grades? 

In 1970 the University of California, Riverside, added plus and minus qual­
ifiers to its grading system. To investigate the effects of this change on the 
reliability of grades, Royce Singleton, Jr., and Eliot Smith (1978) compared 
grades given in the six years after the change (1970 to 1975) with grades 
given in the five years before (1965 to 1969). The average correlation among 
the grades given to each student was used to estimate reliability. 

Reliability estimates were different before and after the system change. 
Before the change, reliability was decreasing steadily; after the change, 
reliability began increasing, eventually exceeding the 1965 level. 

Did the system change improve the reliability of grades? Or does use of 
historical comparisons make this conclusion untenable? Singleton and 
Smith's careful consideration of other changes occurring during the study 
period enhances the face validity of their results. With regard to admission 
standards, only one minor change occurred during the study period-a lower 
GPA requirement for junior college transfers. Because this affected only 50 
students per year, the effect on reliability should have been small. With 
regard to the composition of the student body, the number of transfer 
students did increase during the study period, from 35 to 52 percent. But 
because this increase was steady during the period, while the trends for 
reliability reversed direction, this change could not have created the reli­
ability pattern observed. The only other change was the addition of a pass/ 
fail option in 1966. But because the percentage of courses taken pass/fail 
remained steady during the period, this change was unlikely to have caused 
the observed behavior of the reliability coefficients. Although historical com­
parisons are weak, the addition of plus and minus qualifiers does seem to 
have improved the reliability of student grades. 
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Simple Random Sample of Nonparticipants 

Comparison using group B-a simple random sample of 
freshmen not enrolling in the study-skills course-is a ma­
jor improvement over historical comparison. Examining 
students who matriculated in the same year at least rules 
out any differences that might arise from differences across 
time. 

This comparison group is appealing for another reason 
as well. A representative sample of freshmen not enrolling 
in the course provides important contextual information. 
For example, you can ask nonparticipants why they chose 
not to enroll. This might help future targeting of resources. 
And by comparing the groups with respect to background 
characteristics, you can determine who is most likely to 
take advantage of a study-skills course. 

But this very strength leads to the biggest flaw of com­
parison group B. After comparing the two groups, you are 
likely to discover that students enrolling in the course 
differ systematically from those not enrolling. They may 
be more motivated to succeed at college, they may feel at 
greater risk of failure, or they may simply be more willing 
to take advantage of free help. In advance of data collection, 
you will not know precisely how they differ, but they prob­
ably do differ in some way. Any such difference creates 
selection bias. 

EXAMPLE: Using a random sample as a comparison group: The 
effects of college football on social mobility. 

Does playing college football facilitate social mobility? Allen Sack and Rob­
ert Theil (1979) examined this question using data on 344 football players 
who graduated from the University of Notre Dame between 1946 and 1965. 
The researchers were acutely aware of the need for a comparison group. 
They comment on a study of the same question conducted at UCLA: "Most 
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importantly, he failed to use a control group of college students who were 
not varsity athletes. Thus, there is no way of knowing whether the mobility 
experienced by ballplayers in his study was a consequence of athletic 
participation or whether ballplayers and non-ballplayers alike experienced 
mobility during this period due to factors unrelated to athletic involvement" 
(p. 61). Sack and Theil addressed this problem by creating a comparison 
group of 444 Notre Dame nonathletes who graduated during the same time 
period. 

Both groups were upwardly mobile. Their incomes, educational levels, 
and occupational levels consistently exceeded those of their fathers. But 
the groups were not equivalent with respect to family socioeconomic sta­
tus-athletes tended to come from lower socioeconomic backgrounds. Con­
trolling for this difference, the researchers found no significant differences 
between the groups in occupational attainment or income. 

Can we safely conclude that athletic participation has no effect on social 
mobility? How well could the researchers control for the socioeconomic 
differential? Probably not too well because they had data for only 12 athletes 
from the highest socioeconomic level (compared with 57 nonathletes) and 
only 6 nonathletes from the lowest (compared with 31 athletes). Inclusion 
of a comparison group is only a first step. For a study to be credible, the 
comparison must be credible. 

Whenever you form a comparison group without random 
assignment, you risk selection bias. You must work to min­
imize bias through study design. This is precisely what the 
remaining four types of comparison groups may help you 
to do. 

Stratified Sample of Nonparticipants 

Reconsider the study-skills course. If science majors and 
students with low SAT or ACT scores are more likely to 
enroll, the treatment group will have more students with 
these characteristics, and a simple random sample of non-
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participants will have the opposite balance-more nonsci­
ence majors and more students with high SAT or ACT 
scores. Comparison using group C eliminates this imbal­
ance through stratified sampling. Stratification ensures 
group equivalence according to the stratifier and facilitates 
the detection of effects associated with the stratifier. 

To create a stratified comparison sample, divide the pop­
ulation of comparison students into strata based on the 
background characteristics creating the potential selection 
bias. In this example, stratify by major and ACT score. 
Then draw separate random samples from each stratum. 
The easiest approach is to assign the same number of 
students from each stratum to the control group as are 
in the treatment group from that stratum. So if the 
treatment group has 40 science majors with low ACT scores, 
randomly assign 40 similar students to the comparison 
group. 

This strategy's success depends upon using the "right" 
stratifiers. If the groups differ only with respect to the 
stratifiers, or correlates of them, this procedure minimizes 
bias. But if the groups differ according to other factors, 
even a rigorously implemented stratified sampling scheme 
will yield a nonequivalent comparison group. For example, 
suppose use of a personal computer is an important predic­
tor of GPA, but you never thought of stratifying by it. If 
the groups are not comparable on this factor-perhaps stu­
dents in the study-skills course are less likely to have 
personal computers-you may find misleading results and 
the course will appear less effective than it really is. 

The challenge in creating a good comparison group using 
stratified sampling therefore comes down to anticipating 
the factors likely to differ across groups, or likely to affect 
the outcome. Common sense is helpful, as is a careful re­
view of the literature. In the present example, you would 
want to stratify by factors previous researchers have found 
to be associated with GPA. Of all the comparison groups 
available, those created using stratified sampling are 
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among the most effective. But their success always depends 
upon choosing good stratifiers. 

EXAMPLE: Using a stratified sample as a comparison group: 
Differences between Arab and Jewish students in Israel. 

Are college admissions tests more or less accurate predictors of academic 
performance for Arab students than for Jewish students in Israel? Moshe 
Zeidner (1986) investigated this question by examining test scores and 
freshman grades for a stratified random sample of 104 Arab and 308 Jewish 
students selected from a population of 1,017 Arab and 1,778 Jewish stu­
dents at the University of Haifa. Although Arab students had lower freshman 
GPAs even after controlling for their lower entrance exam scores, the 
strength and magnitude of the relationship between admissions scores and 
GPA did not differ for the two groups. 

Why did Zeidner use a stratified sample? Examining the population, he 
noted a marked gender imbalance: 59 percent of the Arab students were 
male as compared with 39 percent of the Jewish students. A simple random 
sample would have replicated this imbalance, and if gender was associated 
with GPA, the two groups would have been nonequivalent. He therefore 
stratified each group by gender, and selected equal numbers of male and 
female Arab and Jewish students for study. 

Unfortunately, Zeidner may not have stratified by the most important 
variable. He considered stratifying by student major. His interest in this 
factor stemmed from course enrollment patterns for the two groups: many 
Jewish students major in quantitative areas such as math, statistics, com­
puter sciences, and economics, and many Arab students major in non­
quantitative areas. If major is an important predictor of GPA, as it is likely 
to be, the two groups probably are nonequivalent, so even the stratified 
random sample did not yield an ideal comparison group. Zeidner points out 
this limitation in his account. 

Matched Comparison Groups 

A matched comparison group is composed of people who 
correspond, one-to-one, to specific people in the treatment 
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group. You construct a matched sample by arraying all 
members of the treatment group according to the charac­
teristics you think might create selection bias. Then array 
the comparison population according to the same charac­
teristics. Matches can be formed through several different 
algorithms, but the idea remains the same: For each stu­
dent in the treatment group, assign a student to the com­
parison group who matches her on every background char­
acteristic possible. Think of a matched sample as a 
stratified sample taken to the extreme-each student in 
the treatment group defines her own stratum. 

Matching ensures equivalence between treatment and 
comparison groups according to every stratifier used in the 
matching process. If you matched by stratifiers strongly 
correlated with the outcome, then this is a powerful way 
of assigning a comparison group. But you can never be sure 
that you matched by every important stratifier. If you omit­
ted any crucial stratifier, the two groups may differ on this 
dimension. And if this stratifier strongly influences the 
outcome, your omission can have serious consequences. 

A deeper problem with matching is the inherent diffi­
culty and laboriousness of the process. To find good 
matches, you need complete data for many more compari­
son students than you will ultimately study. Finding a 
match for extreme or unusual cases is particularly hard. 
Who would be a good match for a 69-year-old retiree en­
tering college for the first time? And what do you do when 
you cannot find a good match-settle for a poor one, or set 
the treated case aside? Matching also complicates statisti­
cal analyses. Whenever you use a matched sample, your 
analyses must take the matching into account. If not, your 
tests of inference may be too conservative, failing to find 
an effect that is really there. 

Most people who have tried constructing matched com­
parison groups ultimately conclude that it sounds easier 
and better than it actually is. We recommend this strategy 
only when you have easy access to all the data you might 
need on a very large pool of potential comparison cases, 
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and when you are reasonably sure that you are matching 
on the "right" stratifiers. Only then can you fully realize 
the gains of matching. 

EXAMPLE: Using matched comparison groups: Academic per­
formance of college athletes. 

Does playing varsity sports adversely affect student academic performance? 
Debra Stuart (1985) addressed this question by studying 91 freshmen who 
entered Iowa State University between 1977 and 1980 and who received 
scholarships for playing football. Concerned that race and major would be 
associated with grades, and that the distribution of students by these char­
acteristics might differ by athletic status, Stuart selected a matched sample 
of 91 nonathletes for comparison. Nonathletes were defined as students 
who did not receive a grant-in-aid to play sports and who did not participate 
as a "walk-on." For each of the 91 athletes, a nonathlete of the same sex, 
year of entry, race, and major was randomly selected for study. Athletes 
arrived at school less well prepared than nonathletes; however, no differ­
ences in college performance were found. 

Restricted Treatment and Comparison Groups 

Consider a slightly different approach to creating compar­
ability. Instead of studying everyone exposed to a treat­
ment, study a subgroup. This is precisely what comparison 
using group E does-it focuses attention on a subgroup at 
high risk for academic failure. Narrowing the definition of 
both groups makes them identical with respect to the re­
stricting factor. Eliminating variation in the outcome that 
might be associated with the restricting factor rules out a 
potential seiection bias. 

This procedure is not without problems, however. By 
excluding classes of participants, you change the target 
population you are examining. For example, in using group 
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E you will no longer be studying the effects of the study­
skills course on all freshmen, but only on freshmen at high 
risk. This limits generalizability, because you cannot gen­
eralize from high-risk students to all students. 

When you restrict attention to subgroups, you trade im­
proved comparisons for weakened generalizability. You 
hope to learn something about a limited group, instead of 
nothing about a larger group. Of course this is a compro­
mise, but often a wise one. We recommend using this strat­
egy when the excluded classes are small, because the re­
duction in genera liz ability is also small and the potential 
gain in inference is large. 

EXAMPLE: Restricting attention to subgroups: On-campus ver­
sus off-campus living. 

Do commuter students have different college experiences from their peers 
who live on campus? Ernest Pascarella (1984) examined this question using 
data from students at 74 public and private four-year schools participating 
in the Cooperative Institutional Research Program. Rather than studying 
the entire group of 9448 students, Pascarella limited his work to 4191 
students who: "1. entered a four-year college or university in 1975 as full­
time students; 2. were attending the same institution at the time of the 1977 
follow-up survey; and 3. had lived either on-campus during the 1975-1977 
academic years, or with their parents during the same time period" (p. 250). 
His final sample included 3410 students who lived on campus and 781 
students who commuted. 

By restricting eligibility for both groups in this way, Pascarella ensured 
comparability with respect to many characteristics such as level of school 
and enrollment status. This limited his generalizability-he was unable to 
comment on the effects of commuting on part-time students, students at 
two-year schools, students living on their own, or students who changed 
living arrangements-but it enabled him to say something about the ho­
mogeneous group he chose. And Pascarella's large sample size allowed 
him to control statistically for any remaining differences between the groups. 
His trade of generalizability for comparability seems well justified. 
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Students Who Applied but Did Not Get In 

Despite all attempts to ensure comparability, every com­
parison group considered so far suffers from a potentially 
serious flaw: students who decide they need a study-skills 
course may differ from those who decide they do not. Com­
parison using group F attempts to minimize this bias by 
comparing students who enrolled in the course with stu­
dents who were interested in the course but could not enroll 
because of logistics. 

This group, more than any of the other five, is likely to 
be similar to the treatment group on many characteristics 
associated with motivation to take a study-skills course. All 
other procedures manipulate objective criteria-high 
school achievement and proposed major. Comparison group 
F is equivalent to the treatment group with respect to a 
much more amorphous, but probably more important, fac­
tor-self-perceived need. No objective measure can account 
for differential perceptions. For this reason, group F may 
be the best comparison group among the six broad possi­
bilities. 

Many research questions are amenable to such compar­
isons. When evaluating the academic performance of ath­
letes, compare them to students eligible for the team, per­
haps even recruited, but who decided not to participate. 
When evaluating the effects of a new MBA program, com­
pare matriculating students to students who were admitted 
but chose not to attend. 

Despite the strengths of comparison using group F, it, 
too, is flawed, because students who manipulated their 
schedules so that they could attend the study-skills class 
may differ systematically from students who did not 
make the effort to do so. Perhaps those who chose not to 
attend did not feel they needed the course quite as much. 
Perhaps other demands on their time made enrollment 
impossible. Without random assignment, such rival hy­
potheses will always cloud your study's results (Hoaglin et 
aI., 1982). 
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EXAMPLE: Students who applied but couldn't get in: The effects 
of a career awareness course. 

David Carver and David Smart (1985) used this strategy when evaluating 
the effects of a career course for undecided freshmen at the University of 
Northern Colorado. (We described this study in Chapter 2, and refer the 
reader there for background information.) They selected the comparison 
group from a list of students who had expressed interest in taking the course 
but who could not enroll because of scheduling conflicts or unavailability of 
slots. The researchers believe that this process "ensured that the treatment 
and comparison groups were reasonably similar with respect to year in 
school, undeclared major status, and expressed interest in taking the ... 
course" (p. 40). To back up this hypothesis, Carver and Smart compared 
the groups with respect to a host of characteristics, ranging from age, sex, 
and race to financial status, residence, and employment, and found no 
differences. Although random assignment would have improved the validity 
of their comparison, the researchers' comparison group seems well suited 
for their purposes. 

What to Do in Practice 

Finding a good comparison group is never easy. You must 
explore many options and evaluate their strengths, weak­
nesses, and feasibility. We reiterate that random assign­
ment eliminates problems that can come back and haunt 
you. But if random assignment is not feasible, we make 
the following recommendations. 

The best comparison group is composed of students as 
similar as possible to students in the treatment group. You 
need similarity across objective criteria, such as class year, 
sex, and academic achievement, and similarity across sub­
jective criteria, such as motivation to learn, flexibility, and 
orientation to school. A group of students interested in or 
eligible for a special program, but unable to participate 
because of external factors, is probably your best bet. A 
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well-chosen stratified sample, or restricted sample, of non­
participants is second best. Consider matching only if you 
have easy access to all requisite information. Historical 
comparisons and simple random samples should be 
avoided. 

Sometimes you can improve the quality of a comparison 
by combining two or more of these strategies. Study a 
stratified random sample of nonparticipants who expressed 
an interest in the treatment but were unable to participate. 
Or study a matched sample of nonparticipants restricted 
to students from the largest categories. Circumstances 
unique to a particular research situation may suggest other 
possibilities. 

Whatever choice you make, the burden of demonstrating 
comparability remains with you. If the groups are non­
comparable, your findings will not be persuasive. Make 
every effort to ensure equivalence through design. After 
doing so, use statistical analyses to determine whether any 
differences remain. If you find any, try to disentangle their 
effects using further statistical analyses. 

Retrospective Case-control Studies 

Sometimes a researcher, studying students or faculty with 
different outcomes, wants to find out, retrospectively, what 
predictors contributed to the difference. You might compare 
students who graduated with students who dropped out and 
ask what academic and personal characteristics were as­
sociated with their behavior. You might compare students 
who defaulted on their loans with students who repaid 
them and ask whether you could have predicted the 
chances of default. You might compare students who chose 
to attend your college with those who declined their ad­
missions offer to see what makes students decide to attend. 
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These studies differ in a very important way from all the 
others described in this chapter. Instead of comparing peo­
ple receiving different treatments (having different values 
of a predictor) and seeing whether they respond differently, 
you compare people displaying different responses (having 
different values of an outcome) and examine whether they 
differed according to the predictors. You move from out­
comes to predictors, not from predictors to outcomes. When 
you use such a design, you are conducting a retrospective 
case-control or ex post facto study (Suchman, 1967). 

Although case-control studies sound compelling on the 
surface, they usually lead to nothing but equivocal results. 
The problem is that they make you reason backwards. Take 
the case of college dropouts. Does outside employment, part 
time, increase the risk of dropping out? Suppose you inter­
viewed a group of students who dropped out and asked 
them if they worked part time. Then you asked the same 
question of a comparison group of students at the same 
college who did not drop out. If the frequency of part-time 
work was higher among the dropouts, you might conclude 
that employment was responsible for students' dropping 
out. 

But would you be right? Probably not, because many 
other plausible explanations of the difference loom large. 
Perhaps the two groups of students came from different 
socioeconomic backgrounds. Those who dropped out might 
have come from poorer families, less able to put their chil­
dren through college, while those who stayed might have 
come from richer families, better able to support their chil­
dren for four years. Maybe family socioeconomic back­
ground, and not part-time employment, is what actually 
affects persistence. 

Once again, the problem is identifying an appropriate 
comparison group. Which persisting students should be in 
the comparison group? If you select a simple random sam­
ple of students who did not drop out, they are likely to 
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differ from those who dropped out in many ways other than 
just the frequency of part-time work. You can attempt to 
control for differences using the strategies we describe in 
this chapter, but the basic problem will always remain: 
How can you be sure you controlled for all the important 
factors? 

Retrospective case-control studies suffer from other prob­
lems as well. A major difficulty is that the passage of time 
clouds memories. If you ask seniors about their exposure 
to a treatment as freshmen, such as hours of part-time work 
or financial resources, you are likely to get imprecise an­
swers lacking credibility. The problem worsens when the 
predictors you need to know about happened years earlier. 
Can you remember exactly how many hours per week you 
worked in your sophomore year of college? Written records 
may yield good information on some topics, but many types 
of information will have to be collected through retrospec­
tive interviews. The precision and credibility of such infor­
mation is shrouded in doubt. 

If retrospective case-control studies are so weak, why are 
they so common? The answer lies in their feasibility, es­
pecially when studying infrequent occurrences. To design a 
prospective study of a reasonably rare occurrence, such as 
defaulting on a student loan or dropping out, you must 
initially study a very large sample of students and then 
follow them over many years. After all, only a small per­
centage of any cohort will default on their loans or drop 
out of school. The rarer the event, the more students you 
must initially study. 

A retrospective case-control study allows you to focus 
immediately on students known to have a particular char­
acteristic. You do not have to study a large cohort and wait 
until the event of interest occurs. But convenience comes 
at a price. Inferences concerning the relationship between 
predictors and outcomes will always be limited by your 
ability to rule out rival explanations and to justify the 
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accuracy of retrospective measurement (Judd and Kenny, 
1981; Katzer, Cook, and Crouch, 1982). 

EXAMPLE: Conducting a retrospective case-control study: The 
role of financial support in predicting student attrition. 

Stanley Iwai and William Churchill (1982) conducted a retrospective case­
control study at Arizona State University to determine whether students who 
withdraw from school use fewer sources of financial support than students 
who persist. Questionnaires were sent to 3322 students who withdrew 
between the first and second semesters of the 1975-76 academic year and 
to a "comparable" sample of 3909 students who persisted through the year. 
(No details are given on how comparability was achieved, but the factors 
dealt with were student gender, ·school year, and college of enrollment.) 

As often happens in case-control studies, response rates were low and 
differed across groups: 32 percent of the persisters responded as compared 
with 18 percent of the withdrawers. And although response rates did not 
differ by gender, school year, or college of enrollment, they did differ by 
GPA-in both groups, students with high GPAs were more likely to respond. 
To compensate for this potential bias, Iwai and Churchill subdivided each 
group by GPA, splitting persisters into two subgroups (high and low) and 
withdrawers into three (high, low, and failing). 

Controlling for GPA, school year, and gender, withdrawers reported using 
fewer sources of support than perSisters. Iwai and Churchill provide three 
plausible explanations for this finding: (1) persisters are more motivated to 
succeed in school and so they seek out more sources of financial support; 
(2) persisters have personality characteristics (such as maturity) that pro­
mote finding and keeping a job or scholarship; and (3) persisters realize 
the advantages of not "putting all their eggs in one basket" and so try to 
maintain multiple sources of support. 

Although each of these explanations may well be correct, consider two 
rival ones based on methodology: (1) because persisters are still using the 
support sources, they are unlikely to omit any when they answered the 
questionnaire, whereas students who withdrew from school may have for­
gotten the sources they once used; and (2) although withdrawers who 
responded to the survey may have had fewer sources of support, withdraw­
ers who did not respond may have had many sources; perhaps they did 



138 

BY DESIGN 

not respond because they were disappointed that, despite all their support, 
they were unable to persist. The point here is that no matter how well done 
the retrospective analysis is, a critic will always be able to come up with 
possible alternative explanations for your findings. Therefore, if you cannot 
design and carry out a good, prospective randomized study, try to anticipate 
as many explanations for your findings as possible, and have data ready 
to inform those potential explanations. 

Design Effects Can Swamp Treatment Effects 

The key idea in this chapter is that research findings often 
differ dramatically depending upon what research design 
underlies them. Put simply, research design matters. Some 
cynical observers would even argue that how you choose to 
design your study has such a major influence on what you 
find that you can shape your findings by shaping your 
design. 

We are far less cynical, and simply urge you to choose a 
good comparison group. We also urge you to develop a 
reasonable fallback position for situations in which you 
can't implement your first choice. We believe that knowing 
the implications of choosing different designs will help you 
to shape your work, and also to assess the work of others. 

In this spirit, you should be alert for circumstances when 
a decision about design is so crucial that this decision has 
as much effect on your work's outcome as does the treat­
ment you are examining. This sounds extreme. How could 
choice of a research design, a kind of abstruse step for many 
practitioners, be as important as the actual treatment? The 
following example shows how. 
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EXAMPLE: Does the effectiveness of SAT coaching courses de­
pend on how you study them? 

How helpful is coaching for SAT exams? In its publications, the College 
Board argues that coaching can help very little, and that long-term, sus­
tained academic work is the best preparation. Meanwhile, coaching orga­
nizations such as Stanley Kaplan, Inc., and the Princeton Review advertise 
their programs as able to raise SAT scores by 150 points or more. What 
does the concrete evidence show? 

Rebecca DerSimonian and Nan Laird (1983) undertook to review the 
evidence. They found mountains of it. Conflicts were widespread. During 
President Carter's administration the Federal Trade Commission conducted 
hearings to assess SAT coaching, and found it had "questionable value." 
In contrast, earlier reviews found that coaching can raise scores substan­
tially. 

DerSimonian and Laird located 19 studies of coaching for the verbal 
SAT exam and 17 for the math. After examining how each was done and 
its results, they concluded that each author's choice of research design is 
a better predictor of study results than anything else. We quote from their 
summary: 

Our analysis ... shows on average a positive gain but also a large 
variation in the effect of coaching from study to study that cannot be 
explained by the method of evaluation. When coached students are 
Simply compared to national norms, as in uncontrolled studies, the 
mean gains in verbal and math scores are about 40 to 50 points. For 
controlled, but unmatched and unrandomized studies, the mean gain 
is about 15 pOints for both math and verbal scores, and is reduced 
to about 10 pOints for matched and randomized studies. (p. 13) 

These findings are fascinating, for two reasons. First, they offer concrete 
evidence about how results can vary depending upon choice of research 
deSign. Second, they are a dramatic illustration of how design effects can 
swamp treatment effects. The numbers are compelling. Randomized studies 
find that coaching is worth perhaps ten to fifteen pOints, while research 
design effects are more than twice as big. Choosing a weaker study design 
makes the coaching look better. 
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How to Fix It 

The only way to fix it is to make every effort, when design­
ing your project, to anticipate the effects of your research 
design. If there is no evidence that research design affects 
results, you are fortunate. The best way to find out is to do 
a careful research review, of the kind we describe in Chap­
ter 2. Your review should turn up design effects if they are 
substantial, as in the SAT coaching example. Your task is 
then to decide which design will most effectively isolate 
the treatment you are examining, and to implement that 
design if possible. A good presentation of results to col­
leagues will include your findings about any design effect, 
and your reasons for choosing a particular design for your 
work. 



WHAT ARE YOUR OUTCOMES? 

6 
Outcomes are the yardsticks you use to judge a predictor's 
effects. By selecting good outcomes and credible methods 
for measuring them, you increase the quality of your find­
ings and the chances that your results can inform educa­
tional practice. 

Your research questions should guide you toward partic­
ular outcomes relevant to your purposes. For example, 
what outcomes are relevant if you are studying complaints 
about the teaching skills of foreign graduate students lead­
ing sections in the natural sciences? Two very different 
types of outcomes come immediately to mind: how much 
students in these sections learn during the semester, and 
how well such students like the course. If most students 
learn a lot but those with foreign teaching assistants do 
not take another science course because they hated their 
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first one so much, isn't there a problem? Yet enjoyment 
alone also is insufficient-if most students love the sections 
taught by American teaching assistants but few students 
learn anything new, isn't there also a problem? 

After selecting outcomes, you must measure them. One 
method of collecting information about student enjoyment 
is to ask the teaching assistants. But are instructor ratings 
reasonable indicators of student enjoyment? Would you be 
better off asking faculty members to observe and find out 
what they think? Would the best approach be to ask the 
students directly? 

Choosing what to measure, and how to measure it, is not 
nearly as simple as it appears. In this chapter, we raise 
issues that should help you identify your options, evaluate 
which of them make the most sense, and determine which 
will generate the most compelling results. By the end of 
the chapter you should be familiar with: 

• Different kinds of outcomes. Higher-education research­
ers use many different kinds of outcomes. Measures of 
academic achievement are most common, but you 
should consider other types of measures as well. 

• The distinction between achievement and learning. Are 
you interested in knowing the status of people at a 
particular time, or are you interested in measuring 
their change, development, and growth? 

• The importance of validity. Why are some measures 
more credible than others? A good instrument must be 
more than a catch-as-catch-can potpourri of items-it 
must be a systematic means of gathering data. What 
are the different types of validity, and how can you 
determine how valid your measures are for your pur­
poses? 

Different Kinds of Outcomes 

Sometimes you will state your research questions in terms 
of specific outcomes. How well do our seniors applying to 
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medical school perform on the MCATs? How many hours 
per week do freshmen spend on extracurricular activities? 
Has the persistence rate for women majoring in science 
increased as a result of the new advising program? All 
these questions specify a single outcome-MCAT scores, 
hours per week, persistence rate-and all you must do is 
find a good way of measuring each one. 

More often, however, you will state your research ques­
tions in terms of general domains of measurement, not 
specific outcomes. You might ask what effect the new core 
curriculum has on academic achievement, but you must 
still decide what kind of academic achievement to mea­
sure-factual knowledge or general thinking skills? You 
might ask what effect participation in student government 
has on students' self-esteem, but you must still identify 
those dimensions of self-esteem that are of prime interest. 
On these occasions, selecting good outcomes is more com­
plex, and to avoid omitting an important outcome, you 
should usually use more than one. 

Outcome Domains 

Higher-education researchers generally assess the effects 
of college and college programs using easily quantifiable 
indicators of academic achievement: course grades, persist­
ence to graduation, standardized test scores, admission to 
graduate or professional school, and so on. There are many 
good reasons for the popularity of these outcomes, including 
their availability, face validity, precision, and close corre­
spondence to clear college goals. When you are evaluating 
the effects of a new curriculum, academic achievement is 
certainly one good criterion for gauging success. 

Although the popularity of these outcomes is well de­
served, we urge you to consider measures from other do­
mains as well. College affects students in myriad ways, and 
different experiences in college-friends, living arrange­
ments, extracurricular activities, courses, and so on-affect 
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different aspects of development. During their college 
years, students not only increase the breadth and depth of 
their academic and professional knowledge and skills; they 
also change in other ways. Some learn social skills. Some 
acquire leadership skills. Some modify their beliefs and 
values. Some refine their professional and personal goals 
and expectations and their attitudes toward themselves, 
others, and society. Some cultivate a stronger sense of self, 
with a clearer vision of their role in the world. Outcomes 
from these ancillary domains can round out your portrait 
of the effects of college (Bowen, 1977; Boyles, 1988; Volk­
wein, Carbone, and Volkwein, 1988). 

Our purpose here is not to list all the potential outcomes 
you might want to use in anyone project. Several excellent 
books describing the diversity of college outcomes are avail­
able, and we refer the reader to those by Peter Ewell (1984), 
Kenneth Feldman and Theodore Newcomb (1969); Robert 
Pace (1979; 1985); and Robert Klitgaard (1985). Our goal 
is simply to point out the many possibilities, and to call for 
a broader sweep of measures, moving beyond the impor­
tant, but not exclusively important, academic domain. 

EXAMPLE: Using outcomes from different domains: Effects of 
individualized curricula on students. 

In the late 1960s, many colleges relaxed academic distribution require­
ments, allowing students to pursue individualized degree programs. Darwin 
Hendel (1985) of the University of Minnesota conducted a randomized 
experiment evaluating the effects of one such program, the Bachelor of 
Elected Studies (BES). Among the 428 students who applied to the BES 
program during 1974-75, 244 were randomly selected to participate and 
184 were required to remain in departmental programs. 

Hendel initially evaluated the success of the program using objective 
academic indicators. Across many academic dimensions, including total 
number of quarters enrolled, total number of credits completed, breadth and 
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depth of courses taken, GPA, graduation rates, and enrollment in graduate 
or professional schools, Hendel found no differences between the two 
groups. He used this consistent pattern to argue that BES had no adverse 
academic effects. 

But BES also had positive nonacademic effects that were found only 
because Hendel also conducted a follow-up survey focusing on student 
satisfaction. Five years after admission (or denial of admission) to the 
program, he sent questionnaires to all 428 students. Those admitted to BES 
reported higher levels of overall satisfaction with their undergraduate edu­
cation, and of specific satisfaction with their program's role in helping them 
obtain a liberal education and learn about a particular discipline. By using 
both academic and nonacademic outcomes, Hendel was able to provide a 
fuller portrait of the effects of BES. 

Will You Measure Status or Development? 

Students' learning and development are central goals of 
college. Curricular and extracurricular activities are de­
signed to foster and maintain changes in knowledge, atti­
tudes, and beliefs, and it is these changes and their con­
sequences that we hope will persist after graduation. 

So, having decided on a set of outcomes, you must decide 
whether to study the status of students on these outcomes 
at one point in time or changes in status over a period of 
time. Are you interested in how much accounting business 
majors know at the end of freshman year (their status) or 
in how much accounting they learned during the year (their 
gain)? In the level of students' conversational skills in 
French by graduation, or in changes in these skills during 
four years of study? 

The need to distinguish sharply between status and de­
velopment is reflected in the recep.t call by Alexander Astin 
(1977), Ernest Pascarella (1987), and others for "value­
added" analyses. Although the term value added has been 
used by different people to mean different things, the gen-
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eral idea remains the same: because students come to col­
lege with diverse backgrounds and skills, we should 
broaden our research focus from achievement at anyone 
point in time (status) to growth over time (change) (New­
comb et al., 1967; Smart, 1985; Singer and Willett, 1988). 

Despite a longstanding interest in student growth and 
development, only recently have educational researchers 
agreed on the right way to study it. Heated debate among 
methodologists about how change should be studied has led 
some authors to suggest (incorrectly) that it is so difficult 
to study development that researchers are well advised not 
to try. 

But recent work by John Willett (1988), Anthony Bryk 
and Steven Raudenbush (1987), and others shows that the 
study of development is easy, if you collect the right data. 
These methodologists have shown that the central problem 
with studying student development stems from poor re­
search design. Too many researchers try to examine devel­
opment using data collected at only two timepoints, a prob­
lem because the accurate depiction of development requires 
data collected at three or more timepoints. The implications 
for design are clear: you must decide early whether you are 
interested in status or development, and if you choose de­
velopment, you must design your study accordingly. 

Designing a Study of Development 

Cross-sectional data cannot describe student development 
over time. At an intuitive level, this statement seems tau­
tological-to study people as they develop, you must ob­
serve them over a period of time and watch them grow. 
Questions concerning development must be studied longi­
tudinally, using data collected on the same people on each 
of several occasions. The more occasions (or "waves") you 
include, the better you will do. 

The weakest study of development involves data col-
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lected at two points in time, a pretest and a posttest. Sub­
tracting pretest from posttest yields a difference score sum­
marizing each student's growth during the research period. 
These difference scores become outcomes for subsequent 
data analysis. 

Although two is the minimum number of waves neces­
sary for studying development, two waves cannot portray 
the complex patterns of growth we expect of college stu­
dents. Among the many problems with two-wave designs 
is their omission of data required for characterizing the 
shape of each student's growth trajectory. All you know is 
each student's status at two points in time; you do not know 
how they got from point A to point B. Did all the learning 
occur immediately after pretest, and did the student then 
coast for several years? Did most students grow at a steady 
pace, learning approximately equal amounts each year? 
Did some students peak at the end of junior year, only to 
fall off during senior year? With two waves of data, you 
will never know. 

The best way to be sure you can comment cogently on 
development is to collect data at three or more timepoints. 
With three or more waves of data, you can construct a more 
fine-grained photograph of each student's development over 
time. Patterns of student growth can be seen even in simple 
plots of status versus time. Is growth linear or curvilinear? 
Do most students peak at some point, or do most level off 
over time? Are there ceilings on growth? What are they, 
and when do they occur? 

If three waves are better than two, it should come as no 
surprise that four waves are better than three. In fact, the 
rule of thumb is "the more, the better." Additional waves 
of data allow you more accurately to represent and measure 
students' growth. Of course, advice like this is cheap; put­
ting this advice into practice is expensive. But multiwave 
data collection is the only way to be sure that you can 
comment on development. If you want to study develop­
ment, you must bite the bullet and collect data at three or 



148 
BY DESIGN 

more points in time (Rogosa and Willett, 1985; Willett, 
1989; 1990). 

EXAMPLE: Studying development using multiwave designs: 
How do students' moral judgments change during college? 

Does attending college promote students' moral judgment, or do people 
offer increasingly sophisticated responses to moral dilemmas whether or 
not they go to college? James Rest (1988) investigated this question lon­
gitudinally by interviewing 102 people four times over a ten-year period. 
Initial data collection took place during the senior year of high school; follow­
up data were collected two, four, and ten years after high school graduation. 

Rest presents results for three subgroups of students, classified accord­
ing to the amount of education they eventually completed: (1) high: college 
graduate; (2) moderate: two to four years of college; and (3) low: less than 
two years of college. At every timepoint, students in the high education 
group had higher mean levels of moral judgment than their peers in the 
other two education groups, suggesting that, even in high school, students 
who will go on to complete college differ from others with respect to moral 
judgment. 

The differences in developmental trajectories were even more interest­
ing. During the four years after high school graduation, mean moral judg­
ment scores for all three groups steadily increased, steeply during the first 
two years and gradually during the following two years. But, ten years after 
high school graduation, the mean moral judgment scores for the high and 
moderate education groups remained stable and high, while the mean moral 
judgment score for the low education group fell considerably, nearly back 
to high school levels. Rest used this evidence to argue that college grad­
uates have different developmental trajectories from noncollege graduates, 
and that college does promote moral development. 

Short-term versus Long-term Effects 

Researchers who find strong relationships between predic­
tors and outcomes in the short term often want to know 
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whether the effects persist' over time. This issue arises for 
two very different reasons. One is to see whether an effect 
is "real," or whether it is attributable to the very process 
of research and experimentation (the so-called Hawthorne 
effect). Do the high volunteer rates following a public ser­
vice publicity campaign persist once the campaign's nov­
elty wears off? 

The other reason to examine long-term effects is to see 
whether the effects persist within people over time. Often, 
new programs have good initial results but their benefits 
peter out over the years. The education literature is filled 
with evaluation reports documenting powerful short-term 
effects followed by gradual diminution of benefits. If you 
collect data only during intensive program participation, 
you will never know about long-term efficacy. 

We do not mean to imply that short-term effects are 
insufficient for demonstrating program effectiveness. 
Rather, you should think about whether you are interested 
in the immediate impact of a program, or in the persistence 
of its effects. 

EXAMPLE: Short-term versus long-term effects: The efficacy of 
an intervention program for high-risk students. 

During the 1970s, many public colleges experimented with open admissions 
policies, creating what critics have called a revolving door. Poorly qualified 
students were admitted, they enrolled, and then they performed poorly, 
leading them to withdraw or be dismissed, never to complete their degree. 

Stayner Landward and Dean Hepworth (1984) examined the efficacy of 
an intervention designed to break this pattern. Using high school grade 
point averages and ACT scores, they identified 224 high-risk freshmen 
enrolling at a large state university and invited them to participate in an 
Academic Enrichment Program (AEP), a two-credit, first-quarter course 
providing academic support and counseling. Thirty of the 91 students who 
volunteered were randomly aSSigned to participate. The remaining 61 
formed one control group and the students who refused to participate formed 
a second control group. 
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The short-telm success of the program was remarkable. Students who 
participated had a mean first-semester GPA of 2.14, as compared with 1.41 
and 1.34 for the two control groups. Second-semester perSistence also 
differed dramatically: 86 percent of the AEP students returned for the winter 
quarter as compared with 54 and 52 percent of the two control groups. 

Based on these initial data, we might conclude that AEP was a great 
success. But a long-term perspective yields a different picture. By the 
second quarter, the mean GPA of program participants fell to 1.29, and was 
indistinguishable from the mean GPA of the two control groups. And by the 
third quarter, the three groups were virtually identical with regard to aca­
demic performance. 

Are Your Measures Valid? 

Having selected your outcomes and predictors, you must 
decide how to measure them. How should you measure the 
effectiveness of teaching, for example? By using instructor 
reports? Student ratings? Faculty ratings? Each of these 
sources would tell you something about teaching effective­
ness, but how well does each one assess exactly what you 
want to know? Does each one cover every aspect of effective 
teaching? What dimensions does each overlook? Are you 
sure that ratings are the best way to proceed? Would you 
be better off using an entirely different approach, such as 
measures of student achievement or learning (the eventual 
"products" of teaching)? 

Validity describes how well a measure actually assesses 
what you want it to. A valid measure of teaching effective­
ness really tells you about effective teaching. Validity is a 
relative concept, describing the soundness and appropri­
ateness of a measure for your purposes. Just because an­
other researcher carefully established the validity of a mea­
sure for her purposes with students in her school does not 
make it valid for your purposes with students in your 
school. Measures are not universally valid; each time you 



151 

WHAT ARE YOUR OUTCOMES? 

use a measure with different people, for a different purpose, 
in a different context, or at a different time, you should 
reassess its validity. 

EXAMPLE: The importance of examining validity: Do self-reports 
of teaching effectiveness really reflect teaching effectiveness? 

Penelope Kegel-Flom (1983) studied 55 instructors at the School of Optom­
etry at the University of California, Berkeley, who agreed to rate themselves 
and to have students and faculty colleagues rate them with regard to 
effectiveness of teaching. Three sets of ratings were obtained on the 
school's standard instructor-evaluation form, which consisted of one global 
rating of teaching and five five-item scales: professional breadth, instructor­
student relationship, interactive teaching, feedback effectiveness, and in­
structor-patient relationship. 

The lack of agreement among the three sources was remarkable. The 
average correlation between faculty and student ratings on the same scale 
was only .28, suggesting that faculty members and students use different 
criteria to judge an instructor's effectiveness. Acknowledging that the term 
"effective teaching" means different things to faculty and students, how valid 
are instructors' self-reports in comparison to both these sources? Kegel­
Flom found that self-reports had virtually nothing to do with either student 
or faculty ratings-the average correlation between self reports and either 
student or peer ratings was .05. Although limited to a single school using a 
single rating form, Kegel-Flom's findings suggest that self-reports may not 
be valid indicators of teaching effectiveness. 

Content Validity 

A measure is content valid if its individual items, as a 
group, cover all the different domains you want to measure. 
A final exam in a course is content valid if it includes 
questions on everything discussed during the term in pro­
portion to each topic's representation in the curriculum. 
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Student evaluations of teaching effectiveness are content 
valid if the form deals with all relevant aspects of effective 
teaching. 

Methodologists distinguish between two types of content 
validity: face validity and sampling-content validity. Face 
validity is the weaker of the two. You establish face validity 
by having "experts" examine the measure and agree that 
it does assess what it is supposed to assess. The measure 
looks right, reads right, feels right. 

Because face validity is in the eye of the beholder-what 
looks right to you may not look right to someone else-you 
should also consider sampling -content validity. You estab­
lish sampling-content validity by identifying all the specific 
domains of interest and by clearly showing how your items, 
taken together, cover them. Establishing the sampling-con­
tent validity of a final examination, for example, would 
require that you comb through the syllabus, lectures, and 
textbook and develop a pool of items representing the con­
tent of the entire course, paying systematic and propor­
tional attention to the structure and flow of the curriculum 
(Banta, 1988). 

EXAMPLE: Examining content validity: Developing valid compre­
hensive examinations. 

Trudy Banta and Janet Schneider (1988) describe how the administration 
at the University of Tennessee, Knoxville, encouraged faculty members to 
develop content-valid comprehensive examinations for 11 different bache­
lor's and master's degree programs. 

For each program, faculty committees began by defining the content 
areas to be included on the test, using final examination files, comprehen­
sive examinations from other universities, item pools generated for previous 
tests, and placement examinations administered to graduate students. Once 
content areas were identified, faculty members began writing the actual 
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examinations. The format of the examinations differed by program: two 
used only essays, five used only multiple-choice questions, and four used 
a combination of these approaches. Faculty members sought items requir­
ing both simple cognitive skills (recall of information) and higher-order cog­
nitive skills (problem solving, analysis, synthesis, and evaluation). All par­
ticipating faculty were given two textbooks on test construction, and 
consulting time with a measurement specialist. 

Three additional steps were taken to ensure the content validity of the 
examinations. First, two outside consultants reviewed each of the tests; this 
helped faculty establish face validity and identify ambiguous or unclear 
items. Second, several departments pilot-tested the instruments with se­
lected students, a process that also led to item modification. Third, large 
samples of students in each of the eleven departments were required to 
take the examinations, with the guarantee that performance on the exami­
nation would not affect grades. These students were then asked to comment 
on the examinations, and discuss whether they thought the tests reflected 
the content of what they had learned in the program. 

Banta and Schneider conclude with good advice for all higher-education 
researchers trying to develop valid comprehensive examinations: "Don't use 
questions from final examinations. Most of these are too narrow; coverage 
should be broader for a comprehensive examination. Use a measurement 
specialist to improve the quality of the items and to conduct item analyses 
after the test is given. Don't underestimate the difficulty of getting all faculty 
to agree on what should be learned by all students" (p. 81). Developing 
valid measures is a difficult, time-consuming process. But if your measures 
are not valid, what meaning can you ascribe to them? 

Criterion Validity 

Most outcomes and predictors can be measured using sev­
eral different strategies, which vary in accuracy and cost. 
Although you always want the best data you can get, you 
must decide how much quality you really need, because 
better data usually come only at increased cost. It is often 
wise to use less expensive measures, as long as the com­
promise in quality is small relative to the cost saving. For 
example, many researchers ask students for their SAT 
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scores on questionnaires rather than examining students' 
admissions folders, because such self-reports are usually 
highly correlated with actual SAT scores. Criterion validity 
describes how well measures of convenience actually assess 
the criterion of interest. 

Methodologists distinguish between two types of crite­
rion validity-concurrent and predictive-differing only in 
the time when the criterion is measured. If student reports 
of cumulative GPA are strongly related to actual cumula­
tive GPA, the self-report has concurrent validity. If student 
reports of expected course grades at midterm are strongly 
related to actual final course grades, the self-report has 
predictive validity. 

If your measure has been used before and its criterion 
validity was established at that time, it is probably safe to 
reexamine criterion validity during regular data collection. 
The easiest way to do this is by selecting a subsample of 
respondents and collecting data on both measures. For ex­
ample, you could investigate the concurrent validity of stu­
dent reports of SAT scores by checking admissions folders 
for a random sample of 100 students participating in the 
regular study. Or you could investigate the predictive va­
lidity of student midterm course grades by following a ran­
dom sample of 50 students until the end of the semester, 
after your main project ends, and then gathering data on 
the criterion (actual course grade). 

But if your measure is new, be sure to validate it before 
using it in a full-scale project. Why wait to find out that 
your measure may be invalid after it's too late to fix any 
problems? If you examine criterion validity before collect­
ing data, you can use measures shown to have criterion 
validity with confidence, and you can improve invalid mea­
sures before investing additional time and effort. 

Although criterion validity appears more objective than 
content validity, it, too, rests heavily on human judgment. 
The quality of your assessment of criterion validity depends 
entirely on the credibility of the criterion. What importance 
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should you give to a relationship between an inappropriate 
criterion and a measure? A good criterion must be fair, 
reliable, relevant, and accessible. 

Criterion validity must be established using a represen­
tative sample of respondents. A haphazard, convenience 
sample will not do. You should select respondents using 
the principles of probability sampling discussed in Chapter 
3. After all, any demonstration of criterion validity is only 
generalizable to the main study if the respondents in the 
validity study are representative of the larger group. 

Be sure that the full range of variation in the criterion 
is displayed in the validity subsample. If not, restriction of 
range, discussed in Chapter 4, can lead you to conclude 
(incorrectly) that a perfectly valid measure is invalid. For 
example, when investigating the predictive validity of mid­
term grades for final grades, you may get a low correlation 
simply because many students doing badly at midterm opt 
to drop the course. When you correlate the two sets of 
scores, you will have to set aside these students, decreasing 
the variation in the criterion and diminishing the corre­
lation between measures. Similar range restrictions are 
created when students who are doing less well in school 
stop out, or drop out, before graduation. Don't incorrectly 
conclude that a perfectly good measure is invalid simply 
because of selective attrition. 

EXAMPLE: Taking advantage of good predictive validity: The re­
lationship between research productivity and teaching effec­
tiveness. 

John Centra (1983) examined the relationship between research productiv­
ity and teaching effectiveness in a sample of 2973 faculty members from 
61 four-year colleges and universities. As part of normal course evaluations, 
each faculty member had students fill out the Student Instructional Report 
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(SIR), a comprehensive measure of teaching effectiveness whose items 
relate to six dimensions of teaching performance: course organization and 
planning, faculty-student interaction, communication, course difficulty, and 
workload. 

Rather than verify the publication records of the nearly three thousand 
faculty participating in the study, Centra used faculty self-reports of research 
productivity. He supported this procedure as follows: 

Self-reported number of publications generally accurately reflects the 
actual number of articles published. In one sample of psychologists 
... the self-reported number of articles correlated .84 with entries in 
Psychological Abstracts (for a sample of 4-year college teachers the 
correlation was even higher at .97). The number of articles produced 
is also related generally to the quality of research and scholarship, 
as judged by the number of citations of published work. [Other studies] 
reported correlations in the .60 to .72 range between citation counts 
and number of publications. (p. 382) 

Although Centra did not investigate the predictive validity of self-reports in 
this specific sample, the evidence he cites is compelling. 

Construct Validity 

Construct validity refers to the degree to which a measure 
actually assesses the underlying theoretical construct it is 
supposed to assess. It is perhaps what first comes to mind 
when nonresearchers talk about validity. A valid measure 
of academic achievement will generate scores that actually 
represent academic achievement. If a student can get a 
high score using strategies unrelated to academic achieve­
ment (such as by guessing or by being good at test-taking), 
or if student characteristics unrelated to academic achieve­
ment affect performance (as might happen if a test is 
framed in language unfamiliar to the student), then the 
scores are not construct-valid indicators of academic 
achievement. 

Construct validation is a never-ending process. You must 
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constantly look for evidence demonstrating that a measure 
assesses what you think it does. Construct validation is an 
art, relying heavily, sometimes too heavily, upon substan­
tive analysis. You must link a solid theoretical foundation 
to empirical evidence supporting your argument. 

Look for positive and negative evidence concerning va­
lidity. For example, suppose you developed a measure of 
career orientation consisting of thirty items generated sys­
tematically from a strong psychological and sociological 
framework. A logical analysis might suggest that the mea­
sure was construct valid. But if you find large cultural 
differences, with foreign students consistently scoring 
much lower than American students, your measure may 
not be as valid as you think. 

Construct validity is usually investigated by testing the­
ories about the measure's behavior under different circum­
stances. You might hypothesize about group differences, 
strong relationships that might exist with other measures, 
or weak relationships that might exist with still others. 
For a measure of prose writing skill, for example, you 
might hypothesize that journalism majors would score 
high, and that chemistry majors would score low. You 
might further hypothesize that the measure would not dif­
fer for men and women. Or you might predict that the 
measure would be strongly related to reading comprehen­
sion and vocabulary but unrelated to physical strength. 

Unlike the demonstration of criterion validity, where the 
criterion may be remote or expensive to measure, you often 
have easy access to the measures with which the construct 
has a hypothesized relationship. As a result, construct va­
lidity may not necessarily have to be investigated using a 
subsample of respondents. If there is already strong evi­
dence of construct validity, and you simply need supple­
mental evidence in your sample, you can investigate con­
struct validity during your project using the entire sample 
of respondents. If you are unsure about the construct va-



158 
BY DESIGN 

lidity of your measures, however, take the time to study it 
before your major project begins. We describe the design of 
construct-validation pilot studies in Chapter 9. 

Validity over Subsamples 

Many studies sample respondents from different groups. 
Sometimes you use group membership to stratify the target 
population before drawing a sample, and interest centers 
on differences among groups. For example, you might com­
pare writing samples obtained from a current sample of 
students with writing samples from students enrolled in 
earlier years or at similar schools. 

Comparisons across groups are acceptable only if the 
same scores mean the same thing for people in all groups. 
If grade inflation has become a problem on your campus, 
today's A may not indicate the same level of performance 
as an A did in 1980. Just as you would not compare the 
heights of one group with the weights of another, neither 
should you compare groups using measures with different 
metrics. In technical terms, scores must be equatable across 
groups. 

Scores are equatable only if the measure is valid in every 
subgroup. This is not simply a matter of giving the same 
instrument to everyone. People from different subgroups 
may interpret the same items differently. Such problems 
occur not only among different cultural groups (for whom 
language differences almost ensure that key words, 
phrases, and ideas will not translate), but also among 
groups that appear similar but do not really share the same 
perspective. Freshmen and faculty members are likely to 
interpret questions about college goals, for example, quite 
differently. Divergent perspectives may make your mea­
sures invalid. 

How can you ensure validity across subgroups? Our ad­
vice is to pilot test your measures with people from all 



159 
WHAT ARE YOUR OUTCOMES? 

subgroups to be included in your study. Debrief pilot re­
spondents, ask them to identify problematic items or in­
structions and to suggest alternative wording. It would be 
a shame, for example, if foreign students were unable to 
answer your questions about current events because the 
items included many acronyms (e.g., NATO, CIA, PRI) 
which do not translate the same way in all languages. 

Validity when Studying Change 

Researchers generally use one of two approaches for col­
lecting developmental data-administering the same in­
strument repeatedly or administering "parallel" or "equiv­
alent" forms. Validity issues are especially complex under 
either strategy, for your measures must be equatable not 
only across groups but across time. 

Administration of physically different but psychometri­
cally equivalent tests takes a major toll on the test-con­
struction process, and we strongly urge you use parallel 
forms only when they have been developed and rigorously 
tested by organizations such as Educational Testing Ser­
vice, American College Testing Program, and the Psycho­
logical Corporation, which specialize in the construction of 
tests. 

EXAMPLE: How much should you worry about pretest bias? The 
effects of coaching programs. 

Robert Bangert-Drowns, Chen-lin Kulik, and James Kulik (1983) examined 
29 controlled studies of coaching programs designed to raise achievement 
test scores of applicants to college, and found a marked pretest sensitization 
effect. In the 16 randomized studies using only a posttest achievement 
measure, the average effect size for coaching was .18. In the 13 studies 
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using both pretests and posttests, the average effect size was twice as 
large, .32. The authors conclude that giving a pretest to both the treatment 
and the control groups produces a greater comparative effectiveness of 
coaching. Perhaps for some students the experience of taking the pretest 
ties in to some of the coaching instruction and strengthens it. 

What should you do about pretest effects? We have one 
concrete suggestion, one that assumes you are willing to 
make an effort to separate a pretest effect from a real 
treatment effect. You can do this by embedding a small 
second treatment group into a research design where pos­
sible. This second group is a randomly selected subset of 
the full treatment group. But students in this second group 
do not take a pretest. Adopting this plan will give you 
three groups to compare-a treatment group getting both 
pretest and posttest, a treatment group getting just post­
test, and a control group getting both pretest and posttest. 
Comparing the first treatment group with the controls 
gives an estimate of the impact of the treatment. Compar­
ing the two treatment groups gives a sense of whether or 
not, and how much, the simple step of taking a pretest 
influences students' posttest performance. 



HOW CAN YOU 

IMPROVE YOUR MEASURES? 

7 
The dean decides to weigh instructional effectiveness more 
heavily when making tenure decisions. Two assistant pro­
fessors with similar publication records are up for promo­
tion. Students in their classes are surveyed and, on a scale 
1 to 5, one receives a rating of 2.5, the other a rating of 
3.5. Can the dean be sure that these professors actually 
differ? Could the ratings be so inaccurate that 2.5 is indis­
tinguishable from 3.5? Should a tenure decision be based 
on such fallible measures? 

Proponents of the interdisciplinary program for fresh­
men argue that their courses improve students' critical 
thinking skills. A randomized experiment reveals that stu­
dents in interdisciplinary courses average 85 on a test of 
critical thinking skills and students in traditional courses 
average only 60. The difference seems large, but is not 
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"statistically significant." Are interdisciplinary courses 
really no better than traditional ones, or is the test simply 
too inaccurate to pick up the difference? Should decisions 
about curriculum be based on such imprecise information? 

Inaccuracy creeps into measurement in myriad ways. 
Measuring age and number of earned credits is relatively 
easy; measuring attitudes, behavior, and aptitudes is far 
more difficult. Consider instructional ratings, the mainstay 
of college assessment. Do all of the 20 questions on the 
student rating form assess the same instructional qualities 
equally well? Would the students' ratings change if you 
worded the questions somewhat differently? If the students 
filled out the forms a week later? A month later? At the 
beginning of class instead of at the end? At home instead 
of in class? 

Few things can be measured perfectly. But by making 
judicious design decisions you can improve the quality of 
your measurements, and in this chapter we present several 
specific strategies for doing so. By the end of the chapter, 
you should: 

• Understand what influences measurement quality. 
Quality is undermined by the presence of measurement 
error. Most errors come from one of three sources­
flaws in the instrument and its administration, random 
fluctuations over time in the people being measured, 
and disagreement among raters or scorers. Learn what 
the sources of error are, and how they creep into your 
measurements. 

• Learn how to minimize the effects of measurement error. 
Methodologists have developed many strategies for 
minimizing the effects of measurement error. We pres­
ent six specific strategies we find useful and discuss 
when and how you can use them. 

• Know when to investigate measurement quality. The 
quality of your data can be investigated before or dur­
ing your study. Think about when you should investi­
gate it before data collection, and when you can get 
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away with embedding a study of measurement quality 
into your main project. 

What is Measurement Error? 

Ask any two students about the quality of a professor's 
teaching and you probably will get two different answers. 
Ask one of these students the same question after the 
course is over and you probably will get yet a third answer. 
Ask a professor about a student's aptitude twice, once early 
and once late in the term, and you probably will get two 
different answers. Has the professor's effectiveness 
changed? Has the student's aptitude changed? Perhaps, but 
not necessarily. The observed variation may be due to noth­
ing more than measurement error. 

Whenever you collect data, you are not necessarily re­
cording the underlying "true" value of a characteristic 
(such as instructional effectiveness); you may be recording 
a combination of this true value and some accompanying 
measurement error. Remember when you didn't do well on 
a test simply because you slept poorly the night before? 
You told yourself, and perhaps your professor, that your 
observed score did not show what you really knew. Your 
score imprecisely reflected your true knowledge-it was 
contaminated by measurement error. 

Measurement error arises from many sources. Uncon­
trollable fluctuations in people's psychological and physical 
condition during data collection, misinterpretations of the 
wording of the instrument, the impact of the particular 
time and conditions under which the instrument is given, 
and variations in its administration and scoring can all 
lead to unsuspected error. Even seemingly small details, 
like poor lighting or extreme temperatures, can distort 
responses. 

Although the sources of error are diverse, the effects are 
the same-measurement error makes observed scores falli-
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ble indicators of true scores. An instrument laden with 
measurement error does not yield the information you 
want-the underlying true scores. Some observed scores 
will be too high, others will be too low, and you will never 
know which is which. 

The magnitude of the measurement errors determines 
the trustworthiness of your data. When errors are small 
relative to true scores, observed scores closely mirror true 
scores: the observed scores of people closely parallel their 
true scores. When errors are small and you compare the 
instructional ratings of different professors, you can be 
pretty sure that the professors do, in fact, differ in the way 
observed. The one with the higher rating really is more 
effective, at least as measured by this instrument. The 
observed variation in scores is worth knowing, reflecting 
real differences among people. 

But when errors are large relative to true scores, your 
data are little more than "noise." The "signal" has been 
disturbed, made less intelligible and less informative; ob­
served scores may not closely mirror true scores. If you had 
asked the questions slightly differently, given the instru­
ment later in the term, or used different raters or scorers, 
you might have gotten dramatically different results. So 
not only would the scores of professors differ from scores at 
another time, the one you got this time might bear little 
resemblance to the true score. If this can happen, can you 
be sure that professors with different ratings do, in fact, 
differ by the amount observed? They may not even differ 
in the direction observed! Should tenure decisions rely on 
ratings so error-laden that the weaker of two professors 
might get a higher score simply because she handed out 
the forms at the beginning of class while the other professor 
handed them out at the end? 

Even a well-planned study will fail if it relies on data 
that are riddled with measurement error. You can select a 
stratified random sample of students and randomly assign 
them to treatment and control groups, but if your instru-
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ments are heavily contaminated by measurement error, 
you may not detect an effect that really occurs. Once the 
data have been collected, it is too late to fix any problems, 
for they arose during data collection. Statistical analysis 
cannot retrospectively repair a flawed instrument. 

But good design can prospectively minimize the influence 
of measurement error. By carefully constructing instru­
ments, controlling the conditions under which they are 
given, deciding when they should be given, and choosing 
and training the people who score them, you can reduce 
the effects of measurement error. Of course, you will never 
eliminate all of it. By its very nature, measurement error 
is hidden. If you are unaware of a particular source of error, 
how can you be sure to alter those design features that 
could control it? And some sources of error are not easily 
controlled. But your inability to eradicate all error should 
not stop you from minimizing it as much as you can. 

Reliability and Measurement Error 

Rather than thinking about measurement error directly, 
researchers often evaluate their measurement in terms of 
its reliability. Reliability describes the extent to which two 
sets of measurements of the same characteristic on the 
same people duplicate each other. If an instrument yields 
identical duplicate measurements, then the rank-order of 
the people measured will be consistent, and we say that 
the measurement is reliable. The question "What is your 
date of birth?" is a reliable method for gathering data on 
age because most people give the same answer each time 
they are asked. 

If an instrument yields inconsistent duplicate measure­
ments when it is given at different times, under different 
conditions, or by different people, then it is not reliable. 
Another way of gathering age data is to ask "How old are 
you?" This question is not nearly as reliable as "What is 
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your date of birth?" because people respond differently un­
der different circumstances and people of the same exact 
age may give slightly different answers. For example, most 
people give their ages in whole numbers-a student will 
say she is 20 or 21, not 20 years, 6 months, 5 days. Asking 
for such accuracy could create arithmetic errors. With 
rounded numbers, some people round down, staying 20 
until their twenty-first birthday, while others round up, 
becoming 21 once their twentieth birthday party is over. 
And rounding can be inconsistent. If asked at the end of 
an interview about drinking, a student who usually says 
"20" may say "21" simply because of the state drinking 
age. So what appears to be a direct and simple question 
may not yield high-quality data. 

Three Ways of Estimating Reliability 

Most estimators of reliability work by finding the correla­
tion between duplicate measurements of the same charac­
teristic. A variety of estimators are available, differing 
primarily in how the duplicate measurements are gath­
ered. When you examine the consistency of responses given 
by the same people to the same instrument, or two parallel 
instruments, at different times, you estimate test-retest re­
liability. When you examine the consistency of ratings of 
the same stimuli (such as students' essays) by different 
judges or raters, you estimate interrater agreement. When 
you examine the consistency of peoples' responses to differ­
ent items on the same instrument at the same time, you 
estimate internal-consistency reliability. 

Estimating test-retest reliability and interrater agree­
ment is fairly easy. For the former, give the instrument 
twice to a group of students and correlate the two sets of 
scores; for the latter, give the instrument once, have two 
raters score the data, and correlate the raters' scores. 
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Estimating internal-consistency reliability is a bit more 
difficult conceptually, because only one set of data is avail­
able-the responses of one group of people at one time. 
What is there to correlate? 

Methodologists have developed an ingenious solution to 
this dilemma. Instead of two versions of the instrument 
being given (as when estimating test-retest reliability), the 
single instrument is split in half, the two parts are treated 
as equivalent, and the two half-test scores are correlated 
(with a small adjustment for total length of instrument). 
Of course, as your instrument gets longer, the number of 
ways to divide it skyrockets. And why divide it in half? 
Why not thirds, fourths, or fifths? Why not even treat each 
item as a separate mini-instrument, correlate the scores 
for all items, and use some sort of average correlation to 
estimate internal-consistency reliability? Broadly speak­
ing, this logic leads to the three most popular estimates of 
internal-consistency reliability: the Kuder-Richardson 
coefficients (KR-20 and KR-21) and Cronbach's alpha. 

Because different reliability estimators are sensitive to 
different sources of error, they will not necessarily agree. 
An instrument can have high internal consistency, for ex­
ample, but low test-retest reliability. This will happen if 
all its items homogeneously assess a single characteristic 
at one instant, but if students are so variable from moment 
to moment that responses change when the same questions 
are asked at different times. Measures of mood and affect, 
for example, can be internally consistent, but often have 
low test-retest reliability. 

This means you must examine several different reliabil­
ity estimates before deciding whether your instrument is 
really reliable. Each separate estimate presents an incom­
plete picture. If the student rating forms handed out during 
the last two weeks of the term are to accurately assess 
perceived effectiveness of instruction, they must be inter­
nally consistent, stable across the two-week period, and 
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reasonably similar across students within classes. Other­
wise, no one administration of the forms will yield decent 
information for decisionmaking or research. 

A Flaw in the Concept of Reliability 

Measurement error is only one of two factors affecting re­
liability. In general, the less precision with which you mea­
sure each person, the bigger the variation attributable to 
measurement error and the lower your estimate of reli­
ability. But the effect of measurement error on reliability 
is not absolute, because reliability indirectly compares the 
magnitude of variation in measurement error to the mag­
nitude of variation among people's true scores. 

A simple example illustrates this abstract concept. Sup­
pose we give a test to two different groups of people. Sup­
pose further that the average true score in both groups is 
identical, say 50, but the range of true scores is different: 
45 to 55 in one group, a to 100 in the other. If the variation 
attributable to measurement error in both groups is iden­
tical, with errors ranging from -5 to +5, will the instru­
ment be equally reliable in both groups? No, because the 
effect of measurement error on reliability depends upon the 
amount of true variability in the groups being measured. 
The test appears more reliable in the group with greater 
true variability, because the errors end up having little 
effect on the relative rankings of the people in the group. 
An error of 5 points moves the average student (with a 
score of 50) to 45 or 55. Either way, the student is still 
approximately "average." In the other group, a 5-point er­
ror moves the average student to either the highest or the 
lowest possible score. If an average student can get such 
extreme scores just because of measurement error, the in­
strument is certainly unreliable! 

When the true scores of students in a sample are homo-
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geneous, variability in true scores is low, and even a small 
amount of variation due to measurement error can make 
an instrument appear unreliable. When the true scores of 
people in a sample are heterogeneous, variability in true 
scores is high, and so even a large amount of variation from 
measurement error may not affect the appearance of reli­
ability. If you study a sample of people whose true scores 
are homogeneous, reliability will necessarily be low. So, if 
you use a normally reliable instrument in a restricted sam­
ple, it can appear very unreliable, even though it is provid­
ing precise and accurate measurements of a group of stu­
dents. 

This can be a serious problem for researchers in higher 
education because of the intrinsic homogeneity of college 
populations. Although most schools seek diversity, admis­
sions procedures usually reduce variability on some dimen­
sions, certainly those of academic achievement and apti­
tude. If your research interest centers on these dimensions, 
it can be difficult to find or construct reliable instruments. 
But this may not mean that your measurements are im­
precise; it may simply mean that all the students in your 
sample are similar. 

Attrition exacerbates the problem of homogeneity, and 
nonrandom attrition makes it even worse. As Vincent Tinto 
(1975) notes in his classic paper on attrition, most students 
withdraw for specific reasons: "Academic dismissal is most 
closely associated with grade performance ... [Voluntary] 
withdrawal, instead, appears to relate to the lack of con­
gruency between the individual and both the intellectual 
climate of the institution and the social system composed 
of his peers" (pp. 116-117). Because students drop out non­
randomly-with the least successful or the socially ostra­
cized being the first to leave-the consequences for reli­
ability 'can be dramatic. Measures shown to be reliable for 
the entire freshman class may not be reliable for honor 
students or seniors. Measures shown to be reliable in a 
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large state university may not be reliable in a small private 
college, even though the measurements may be equally 
precise on both campuses. 

But the converse is also true: if you study a more het­
erogeneous sample, reliability will appear higher even 
though precision remains unchanged. When you select stu­
dents from a target population in which true variability 
dwarfs variation from measurement error, you increase 
reliability. Of course, you should not modify your target 
population simply for this purpose. When studying the 
freshman foreign language program, do not include seniors 
simply to improve the reliability of a measure of language 
achievement. But do use a stratified sample to ensure that 
the full spectrum of population variability is represented 
in your sample. 

Does the effect on reliability of heterogeneity in true 
scores make reliability a useless parameter to estimate? 
Not at all. In Chapters 3 and 5 we argued that increasing 
heterogeneity in your sample improves your chances of 
finding strong effects. Now we are arguing that you should 
also try to reduce measurement error. More true hetero­
geneity and greater precision-a winning combination. 
Both will increase reliability and improve the quality of 
your work. But remember: reliability is not necessarily the 
best indicator of your success, because it does not tell you 
separately about variation in true scores and variation 
attributable to measurement error-it tells you about them 
together. 

One final note about examining measurement quality. 
Estimating the quality of your measurements is not an end 
in itself. You must use the information to improve your 
study. If an instrument has low test-retest reliability, this 
may be telling you that, because people's responses fluc­
tuate randomly from day to day, you should gather data at 
several different times and take the average. To assess the 
prevalence of depression among freshmen, for example, 
have students fill out questionnaires several times during 
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the year. The goal is not simply to find out how good your 
measures are, but to learn how to make them better. 

EXAMPLE: The effect of homogeneity on reliability: The reliabil­
ity of the Law School Admissions Test (LSAT). 

Standardized tests such as those developed by the American College Test­
ing Program (ACT) and the Educational Testing Service (ETS) usually have 
impressive reliability estimates. But if you use these tests with restricted 
populations, your estimate of reliability can be lower. 

Brian Powell and Lala Steelman (1983) estimated the equivalent-forms 
reliability between scores on two different versions of the LSAT using 51 
students enrolled in an LSAT preparatory training course. Students took the 
June and October 1980 versions of the LSAT on two consecutive days; 
testing order was determined by randomization. Finding an estimated cor­
relation of .80 between scores on the two forms, the authors wrote: "The 
correlation of .80, although high, is slightly lower than the correlation found 
in the total test population. This occurs because ... the sample's scores 
have less variability than the national scores" (p. 37). 

Six Strategies for Improving Measurement Quality 

You can vastly improve measurement quality through 
thoughtful design, instrument construction, and data-col­
lection procedures. A haphazard collection of questions ad­
ministered in catch-as-catch-can fashion to a convenience 
sample of students or faculty will not yield high-quality 
findings. The time spent creating good instruments and 
ensuring variability in true scores across people in the 
sample has an exceptionally high payoff. Here are six spe­
cific ways to design quality into your data collection. 



172 
BY DESIGN 

Selecting and Revising Items 

Most instruments-be they achievement tests, attitude 
scales, or rating forms-consist of many individual ques­
tions ("items"), each of which is a tiny indicator of the 
underlying construct. The SAT, for example, is composed 
of dozens of multiple-choice questions, each a little measure 
of a student's "scholastic aptitude." Total scores summarize 
responses to the individual items. The choice of individual 
items affects the quality of the total. 

Each item must really assess what it is supposed to 
assess. Constructing a reliable, but invalid, measure makes 
little sense; you can reliably determine the number of stu­
dents in a lecture hall, or pieces of chalk on the board, yet 
these are certainly not valid indicators of teaching effec­
tiveness. But reliability is a necessary precondition for va­
lidity. An unreliable measure cannot be valid. If students' 
scores on a history test fluctuate widely depending upon 
how the questions are asked, the time of day the test is 
given, and who does the grading, the test cannot be a valid 
measure of knowledge of history. 

For an instrument (or a subscale) to yield high-quality 
measurements of a single construct, it must be internally 
homogeneous and coherent. All items must be substantively 
and psychometrically equivalent; they must fit into the 
whole. Including items unrelated to the construct you are 
measuring adds irrelevant variation, increases measure­
ment error, and reduces precision. Including reading com­
prehension items on a measure of students' moral judgment 
would undermine the quality of measurement because each 
student's score would now relate to reading comprehension, 
a construct perhaps irrelevant for moral judgment. 

Always check your instrument's performance before us­
ing it on a large scale. Examine each item's behavior alone 
and in relation to all others. Administer the instrument to 
some colleagues, a small group of experts, or a small sample 
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of students. Debrief each person, examining her answers 
and asking her why she gave each response. Ask for cri­
tiques of the instrument's structure and organization and 
of each item's content and wording. Clarify wording, fix 
the instrument's flow and structure, and replace any prob­
lematic items. 

Increasing the Number of Items 

If each item in an instrument is really measuring the same 
thing, why not use just one item? This would shorten the 
instrument, eliminate repetition, and reduce the burden on 
students and faculty. Data collection would be quicker, 
more efficient, and less expensive. 

Unfortunately, the single-item test is especially suscep­
tible to the influence of measurement error. Because each 
item is a fallible indicator of students' true scores, the score 
on anyone item (even the "best" item) can be far from the 
true score. Across many similar items, some scores will be 
too high, others too low, but, on average, they should be 
near the true value-after all, they are all measuring the 
same thing. As long as any errors are unsystematic, inde­
pendent of one another and the underlying true value, 
individual item scores will fluctuate randomly about the 
true score. Summing over many items cancels out the er­
rors, yielding a total closer to the true score. 

So one good way to improve measurement quality is 
simply to include more items in your instrument. As long 
as each item equivalently measures the underlying char­
acteristic you are examining, the reliability of the total 
score will increase dramatically with additional items. This 
is an extremely effective strategy because as items are 
added, variation caused by measurement error is rapidly 
dwarfed by the increasing variability in true scores. (As 
items are added, variability in true scores increases mul-
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tiplicatively, while variation caused by measurement error 
increases only additively.) 

For similar reasons, you should try to gather several 
indicators of each characteristic you are measuring. In­
stead of using one self-report measure of student self-es­
teem, ask roommates and professors, too. When measuring 
achievement, give both multiple-choice and open-ended ex­
ams. Socioeconomic information should include data on the 
income, occupation, and education of both parents. If each 
indicator assesses the same characteristic, you will improve 
measurement quality when you combine the multiple in­
dicators in your analyses. 

Obviously, practical constraints and respondent tedium 
make it impossible to include hundreds of items to measure 
each characteristic. But reliability increases quickly when 
only a few items are added, and the effects of adding items 
are most dramatic when you begin with but one or two. 
For example, if the average correlation between items is 
.3, as is common in testing college students, adding two 
items to a two-item scale increases internal consistency 
reliability (Cronbach's alpha) from .46 to .63, but adding 
the same two items to a ten-item scale only increases it 
from .81 to .84. 

EXAMPLE: Longer versus shorter instruments: Measuring lone­
liness among college students. 

College can be a lonely time: students leave home and have new demands 
placed upon them. But can loneliness be quantified? Deciding the answer 
was yes, Dan Russell, Letitia Peplau, and Carolyn Cutrona (1980) devel­
oped the Revised UCLA Loneliness Scale. In this instrument, students are 
given 20 statements such as "I feel in tune with the people around me," 
"No one really knows me well," "I can find companionship when I want it," 
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and "People are around me but not with me" and are asked to use a 4-
point scale (1 = never, 2 = rarely, 3 = sometimes, 4 = often) to indicate 
how often they feel described by these statements. Reliability was estimated 
in two samples: 162 UCLA freshmen, and 237 students in psychology 
courses at UCLA or the University of Tulsa. Internal consistency was high 
in both (Cronbach's alpha = .94). 

If you want to study loneliness at your school, do you really need all 20 
items? The authors say perhaps not. Discussing this pOint, they suggest 
that if resources are limited, a 4-item scale might be reasonable. Using the 
"best" four items (the actual items cited above), the authors estimated 
Cronbach's alpha to be .75 in their sample of UCLA freshmen. Although 
the longer instrument is certainly more reliable, in some applications the 4-
item scale could suffice. 

Lengthening Item Scales 

Many characteristics are measurable using commonly ac­
cepted scales-age, GPA, and high school rank, to name a 
few-but others, such as attitudes, opinions, and percep­
tions, are not easily quantified. No universal metric exists. 
What metric underlies satisfaction. with roommate assign­
ments? Realizing that most people can make more than 
yes/no distinctions-satisfaction is certainly a relative con­
struct, varying along some continuum, from extremely dis­
satisfied to extremely satisfied-you can ask for ratings on 
short ordinal scales such as 1 to 3, 1 to 4, or 1 to 5. 

The important point for measurement quality is that the 
scale's length is within your control. Construct the scale so 
that students or faculty can give as precise responses as 
they are able, allowing differences among them to shine 
through. For decades, 3-, 4- and 5-point scales have been 
popular, owing to tradition and an implicit belief that peo­
ple cannot distinguish accurately among more than a hand­
ful of points on a scale. But surely few characteristics have 
such limited variability. Longer scales offer a greater range 
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of possible responses. As long as students at your campus 
can distinguish among the options, the observed scores 
from longer scales are more likely to reflect any true var­
iation that exists across students, making the measure 
more reliable. 

We therefore recommend that you make your scales as 
long as your resources permit. Seven-point scales are better 
than 6-point scales, which are better than 5-point scales, 
and so on. Unfortunately, the ambiguity of this statement 
is necessary. We can't unequivocally say that the best 
scales have 7 points or 70 points: optimal length is deter­
mined by the nature of the characteristic you are examin­
ing and the extent to which students can discriminate 
among levels. At one extreme, you could argue that if the 
underlying characteristic is really continuous, the scale 
should be unbounded (of infinite length). But this is im­
practical, and might ultimately lead to poor measurement 
quality, for how could such a scale have identical meanings 
for, and be used equivalently by, everyone? 

So boundaries are necessary, and your challenge is to 
select the "right" number of points. Think of extending the 
scale until your students can no longer discriminate be­
tween adjacent values-when they can no longer tell the 
third point from the fourth or the second. That's where you 
should stop, because it's where haphazard responses begin 
to add imprecision back into your measurements. When 
does this happen? In real terms, you'll never know-the 
best you can do is guess, and then test your hunch in a 
pilot study. But erring on the side of overextension is al­
ways preferable, because during analysis you can collapse 
scales that were too long, but you can never lengthen scales 
that were too short. 

The principle of lengthening scales can be extended to 
questions you would use to assess characteristics such as 
the number of classes taken per semester or the number of 
hours spent studying each day. Colleagues often "precode" 
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continuous responses using broad categories such as (a) less 
than 1.00; (b) 1.00-1.99; (c) 2.00-3.99; (d) 4.00 or more. 
Consider the advantages of a different approach. Invite 
students to answer using a continuous scale. Let them give 
as precise answers as they can. If they cannot give a precise 
answer, ask them to estimate. If they give a range, you can 
always use the range's midpoint. And if you still prefer 
precoded categories, at least use more of them. Coarsely 
categorizing continuous data eliminates important infor­
mation. Using longer scales allows the real values to shine 
through and makes true differences among students more 
likely to be detected. 

EXAMPLE: Lengthening item scales: The effects of including 
plus and minus qualifiers on the reliability of student grades. 

Although plus and minus qualifiers are included in grading systems for 
many reasons often unrelated to measurement considerations, a side effect 
of this practice is to improve measurement quality. Why? Because qualifiers 
extend 5-point scales (A, B, C, D, F) to 13-point scales (assuming no 
qualifiers are added to F). 

This effect is illustrated by Jason Millman, Simeon Slovacek, Edward 
Kulick, and Karen Mitchell (1983) in their study of the reliability of grades 
given to 124 civil engineering students who earned both bachelor's and 
master's degrees at Cornell University between 1976 and 1980. Reliability 
was estimated by correlating the students' grades in their major field with 
their combined GPA for these courses. At the undergraduate level, reliability 
based upon the 13-point scale was .777; with the 5-point scale, it was .745. 
But at the graduate level, where grades are more homogeneous (grades of 
C or lower are rare), the effect of scale length was more pronounced. 
Reliability using the 13-point scale was .736; using the 5-point scale it was 
.674. If you can get the data, longer scales are clearly preferable to shorter 
scales. 
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Administering the Instrument Systematically 

The conditions of instrument administration-the room, 
the clarity and wording of instructions, the length of time 
given to complete questions-all affect measurement qual­
ity. If you allow administration conditions to vary across 
students, you can introduce large and irreversible mea­
surement errors into your data. 

All instructions must be clear and unambiguous. On self­
administered instruments, include practice items so stu­
dents can check their comprehension of the task. Inter­
viewers should be carefully trained. They should not re­
word questions, lead students, or feel too relaxed about 
interpreting replies. Give them standardized probes to use 
when students hesitate and standardized replies to use 
when students ask questions. The goal is to make sure that 
every student receives an identical stimulus. You don't 
want any inconsistency that can increase variation due to 
measurement error and decrease precision. It would be 
unfortunate, for example, if students at the back of the 
room got low scores on a listening comprehension test sim­
ply because they could not clearly hear the taped passages. 

The Timing of Data Collection 

How do you decide when to collect data? Convenience is 
certainly one factor, but should it be the only one? If stu­
dents' responses are unlikely to differ across time, the an­
swer to this question is yes. As long as responses will be 
identical (or nearly identical) regardless of when you collect 
data, simply choose the most convenient opportunity. Make 
it easy on yourself. 

But if responses are likely to differ, timing becomes cru­
cial. If you are faced with different responses to the same 
question, which one best reflects the "true" underlying re-
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sponse? Unfortunately, you'll never know. The best you can 
do is: (1) determine whether there is a problem by giving 
the instrument several times and comparing the sets of 
responses; and (2) if the test-retest correlations are low, 
collect data at several times, hoping that the errors will 
cancel out, leading to a summary score more representative 
of the underlying true score. 

But this strategy has a problem. Low test-retest corre­
lations are not always due to measurement error; some­
times students genuinely change between measurement 
occasions. For example, measures of achievement should 
change during the semester. A low test-retest correlation 
for an achievement test does not always imply lack of pre­
cision for the individual measurements. If learning does 
occur, but people learn different amounts, the test-retest 
correlation will suffer but measurement precision may still 
be high. You may know everyone's true scores accurately 
on each testing occasion, but their differing growths may 
have shuffled their relative rankings so that the test-retest 
correlation is deflated. So if true scores actually change 
over time, a test-retest correlation cannot disentangle these 
changes from measurement error; it pools them together. 
You cannot be sure what part of the observed change over 
time is attributable to measurement error and what part 
to real change. 

The potential impact of heterogeneity in real growth on 
test-retest correlations suggests that the length of time 
between administrations is important. When the gap is 
large, you may inadvertently leave room for real change 
that will be misinterpreted as error. Closing the time gap 
resolves this, but may be impractical. Not only can this 
abuse students' good nature by subjecting them to seem­
ingly unnecessary reassessment with the same instrument, 
but memory can affect retest responses: "Oh, I remember, 
I said very satisfied." So you want to use a time gap short 
enough so that little real change can occur, but long enough 
so that students are willing to be retested. 
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EXAMPLE: Estimating test-retest correlations: The stability of re­
sponses to the University Residence Environment Scales 
(URES). 

The 96-item URES is a popular instrument for assessing the social climate 
of university residences. Marvin Gerst and Rudolf Moos (1973) examined 
its internal consistency using 466 students and staff living in 13 dormitories 
at an unnamed private university. All ten scales were reasonably internally 
consistent, with KR-20s ranging from .76 to .87. 

But is one administration of the URES sufficient for constructing a stable 
estimate of residence climate? Does a dormitory's climate change from day 
to day and week to week? To investigate these questions, the authors went 
to two dormitories (one male, one female) at an unnamed public university 
and gave the URES on three separate occasions to 83 students. They 
found that 

individuals living in these two dormitories perceived their respective 
environments in similar ways both one week and one month after an 
initial testing. The correlations ... range from .67 to .75 after one 
week and from .59 to .74 after one month. While there is some 
decrease in the correlations from the one-week to the one-month 
testing, as would be expected, the drop-off is quite small indicating 
adequate individual stability of perceptions over 11 % of the academic 
year. (p. 518) 

And if responses are aggregated to the dormitory level, as is often done, 
the stability of the URES increases to well above .80. Gerst and Moos 
conclude that a single administration of the URES should be sufficient for 
gathering good data on residence social climate. 

Use Multiple Raters or Scorers 

When several professors grade the same essay, they should 
be reasonably consistent in their assessments. After all, if 
this did not happen, what meaning could be attached to 
course grades? Without common standards, all subjective 
evaluations are questionable. 
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But agreement usually goes only so far-beauty remains 
in the eye of the beholder. One professor might call a senior 
thesis innovative; a colleague might call it trifling and 
derivative. No matter how commonly held you believe your 
standards are, some disagreement is natural. So when us­
ing data that are dependent upon subjective judgment, you 
must identify the criteria to be used for rating and decide 
whether multiple raters are necessary. At issue is the mag­
nitude of error introduced into the measurements because 
of raters themselves, over and above any imprecision as­
sociated with the instrument. 

To illustrate, suppose you wanted to exempt students 
from a freshman expository writing course based upon es­
says written during the first week of school. Is it enough 
to have each student's essays read by only one professor? 
Perhaps, but not necessarily. Your answer depends on the 
magnitude of the disagreement among professors. 

The first strategy for coping with disagreement among 
raters is to eliminate as much disagreement as you can 
before it arises. To do this, you must rid yourself, and your 
raters, of the assumption that we all share common stan­
dards. We might like to think we do, but empirical evidence 
suggests the contrary. We do not all agree on what consti­
tutes a good essay. Gather the raters together and have 
them articulate, discuss, and refine their criteria. Have 
them focus on both broad and fine distinctions; they may 
agree on the difference between an A and an F, but the 
difference between an A-and a B+ is far trickier. Stan­
dardization is essential; without it, interrater agreement 
will suffer and imprecision will creep into your measure­
ments. 

Having developed standardized criteria, you must then 
decide how many colleagues will rate each paper. To decide, 
select a random sample of papers, have two or three pro­
fessors read each one, and then estimate interrater agree­
ment. Make sure the ratings are "blind"; don't let the raters 
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see their colleagues' ratings. If interrater agreement is very 
high, then perhaps only one professor will need to read 
each paper; anyone professor's evaluation is similar 
enough to all the others that one measurement yields a 
precise assessment. If interrater agreement is low, how­
ever, several professors should read each. This is a critical 
investment of resources; without it, your data may reflect 
little more than the individual biases of which professor 
read which paper. 

EXAMPLE: Estimating interrater agreement: Peer assessments 
of research, teaching, and service. 

Lawrence Root (1987) examined interrater agreement among a six-member 
Executive Committee that assessed the research, teaching, and service 
contributions of faculty members at the University of Michigan's Graduate 
School of Social Work. Ratings were made on an 8-point scale ranging from 
o = unsatisfactory to 7 = exceptional. 

The first step was an effort to standardize rating criteria. The Executive 
Committee implemented some basic training techniques in an effort 
to establish a common understanding of the ratings. The initial step 
involved reviewing and discussing the criteria ... [Then cases] were 
selected to illustrate the levels of performance which had previously 
been associated with high and low ratings. This exercise was intended 
to encourage greater continuity and consistency over time as well as 
to clarify the criteria employed. (p. 74) 

To increase standardization of the materials, faculty members were given 
a reporting form, which they could use if they wanted. Each faculty member's 
packet was then rated by every committee member. 

Interrater agreement was generally high; with the exception of one rater, 
correlations between raters always exceeded .60. But consistency differed 
across faculty activities; the average correlation between research ratings 
was .850; between service ratings, .607; and between teaching ratings, 
.603. 
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Should all six raters continue to examine each faculty member's perfor­
mance, or does the high level of interrater agreement suggest that fewer 
raters could suffice? Root addresses this very point: "One practical impli­
cation of the high interrater reliability is the possibility of a reduction in the 
number of raters with only a modest loss of composite reliability. Given the 
extensive time necessary for performing these assessments, reducing the 
number of raters represents a significant time savings" (p. 80). He suggests 
using three raters, arguing that the effect on research ratings would be 
small and the effect on teaching and service ratings would be tolerable. 
But, he concludes, "the question of 'how much reliability is enough' remains 
a matter of judgment" (p. 80). 

Looking at Measurement Quality 

No single study can establish the quality of an instrument 
for all purposes, in all settings, for all time. Measurement 
quality must be established in context, for a well-described 
use in a specific setting. Always gather such information 
either before or during your study. 

To decide when to collect information about measure­
ment quality, think about how much you already know 
about your instruments. If you or others have used them 
before with a sample from a similar population and they 
worked well at that time, take advantage of this previous 
work. Don't reinvent the wheel. Higher-education journals 
are filled with reports of measurement quality gathered 
during studies at various colleges, under various condi­
tions, for various purposes. If your application is similar, 
measurement quality should be maintained. After all, if 
this were not the case, why bother using published instru­
ments? 

But be careful: Previous estimates of measurement qual­
ity are informative only if you use the instrument in a 
similar way, for a similar purpose, with similar people. 
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Rigidly structured administrations of published instru­
ments are not as common as you might believe. Most re­
searchers modify instruments, use them for slightly differ­
ent purposes, or use them with somewhat different types 
of students. Even subtle differences can diminish the ap­
plicability of published estimates. 

We therefore recommend that you always reestimate re­
liability and evaluate the precision of your instrument. 
Just because an instrument worked well when it was used 
at Ohio State does not guarantee it will work well at Mich­
igan State. Even an instrument that worked well at your 
own college ten years ago may no longer perform as well 
today. If you modify an instrument or use it with different 
students or at a different time, you must reinvestigate its 
quality. This helps both you and other researchers; your 
study will extend knowledge about other situations in 
which the instrument may be useful. 

When should you collect data on measurement quality? 
If you are confident the instruments will perform well in 
your project, then collecting data "along the way" should 
suffice. As long as you end up confirming your hunch, you 
will save time and money. Of course, the instruments may 
not perform as well as you expected. If this happens, there 
will unfortunately be little you can do about it. 

So if your measures have not been used in a similar 
setting with similar students, and especially if they have 
never been used before, take the time to examine their 
performance before large-scale data collection. Collect data 
on measurement quality as part of a small-scale pilot study 
while investigating other aspects of design, such as sam­
pling strategies, use of stratifiers, and the choice of an 
appropriate comparison group. Although pilot studies may 
appear unnecessarily expensive and time-consuming, they 
ultimately pay huge dividends, improving the quality of 
any final project. In Chapter 9 we present a detailed dis­
cussion of how to organize pilot studies. 
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EXAMPLE: Deciding when to collect data on measurement qual­
ity: Examining the relationship between residence-hall environ­
ment and students' sense of competence. 

Steven Janosik, Don Creamer, and Lawrence Cross (1988) used a modified 
version of the University Residence Environment Scales (URES) to examine 
the relationship between students' sense of how well they fit into their 
dormitory and their sense of interpersonal and intellectual competence. 
They found that "higher sense of competence scores were associated with 
perceptions that residence life should provide greater emotional support, 
greater involvement of students in governance, and less competition" (p. 
322). 

Because of the well-documented reliability of the URES (see the example 
earlier in this chapter), the authors collected supplemental internal-consis­
tency reliability data "along the way" using their full stratified random sample 
of 600 freshmen. The additional reliability information was especially im­
portant because they modified the URES, changing its true-false format 
into a 4-point scale ranging from strongly agree (1) to strongly disagree (4). 
They made this change with the hope of improving measurement quality. 

But because their measure of perceived competence-the Sense of 
Competence Scale-was new, they conducted a pilot study with 97 students 
to investigate its performance. This 23-item instrument included 2 sub­
scales: 13 questions designed to assess intellectual skills, and 10 designed 
to assess interpersonal skills. These subscales yielded estimated Cron­
bach's alphas of .76 and .79 respectively. Armed with this information, the 
authors were able to collect their data more confidently, and their findings 
are convincing. 



HOW MANY PEOPLE 

SHOULD YOU STUDY? 

8 
You've stated a research question clearly and reviewed 
previous research. You've identified the target population 
and developed a sampling plan. You've thought carefully 
about predictors and the comparisons inherent in them. 
You've selected instruments and improved them. You now 
face a crucial design question: How many people should 
you study? 

When asked this question by colleagues-and we are 
asked this question more often than any other-we invar­
iably respond "The more, the better." The more people you 
include in your study, the better your chances of finding 
effects that really exist. But, of course, this advice is too 
general to be practical. Research is time consuming, and 
you can't afford to use all your resources collecting data. 
You need to know not just that "more is better"; you need 
to know "how many is enough." 
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In this chapter, we provide guidelines to help you make 
this decision. We discuss conceptual issues involved in de­
termining the minimum necessary sample size and we give 
some ballpark estimates of sample size we have found ap­
plicable in many research situations. By the end of the 
chapter, we hope you will: 

• Understand why we say "more is better." Choosing your 
sample size is a crucial feature of design. If you don't 
collect data on enough people, an otherwise well-de­
signed study may not yield statistically significant re­
sults, or results clear enough to guide policy decisions. 

• Know how other design features affect decisions about 
sample size. The types of instruments you use, their 
reliability, the types of analyses they support, and ex­
pected attrition all affect how many people you should 
include in your study. Learn how to account for these 
factors when setting your sample size and how design 
modifications will allow you to get away with studying 
fewer people. 

• Get a feel for some ballpark estimates of sample size. 
Even without mastering the technical details, you can 
get an intuitive sense of how big a sample is needed in 
many research settings. 

Why Is Sample Size So Important? 

To understand why sample size is so critical, it helps to 
think through exactly what you are doing when you ana­
lyze your data. If you've selected your sample from a clearly 
specified target population using probability sampling 
methods, you can be reasonably sure, within the limits of 
sampling variation, that what you find in the sample holds 
in the population-that your results can be generalized. 
When you generalize from the sample to the population, 
you are making a statistical inference. 

Statistical inference is actually a four-step process lead­
ing to proof by contradiction. The first step is straightfor-
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ward-state your research questions as research hy­
potheses, statements of the way you think things really 
are in the population. For example, when studying the 
effects of using computers to teach Russian, your research 
hypothesis might be that computer-aided instruction (CAl) 
is better than traditional "chalk-and-talk" methods. Spe­
cifically, you might hypothesize that students taught using 
CAl methods have higher Russian achievement test scores, 
on average, than students taught using traditional 
methods. 

Second, reframe your research hypotheses as null hy­
potheses, statements of the way you think things aren't in 
the population, statements you might like to reject on the 
basis of sample data. In the Russian example, your null 
hypothesis might be that, in the population, students 
taught using CAl methods have Russian achievement 
scores equal, on average, to those of students taught using 
traditional methods. You don't really believe the null hy­
pothesis; it is a straw man to be shot down. You hope the 
data will refute it, thereby supporting your CAl innovation. 

Third, using an appropriate statistical test, determine 
how likely it is that you would have gotten the sample 
results you did if the null hypothesis were really true. 
That's what p-values tell you-the probability that you 
would have gotten a result as extreme as (or more extreme 
than) you actually did, if the null hypothesis were true. In 
a way, p-values tell you how closely the observed data 
match what you would have expected to find if the null 
hypothesis were true: if the observed data are inconsistent 
with the null hypothesis, the p-value is near zero; if the 
observed data are not inconsistent with the null hypothesis, 
the p-value is far from zero (and close to one). 

Fourth, use the p-value to make an inference, reasoning 
as follows: If the p-value is near zero, the observed data 
are inconsistent with the null hypothesis, so the null hy­
pothesis must not be true, and you reject it. Rejecting a 
statement of no effect implies a conclusion that there is 
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some effect-that teaching method makes a difference. If 
the p-value is far from zero, the data are not inconsistent 
with the null hypothesis, so the null hypothesis may be 
true, and you can't reject it. You simply don't know whether 
teaching method and Russian achievement are or are not 
related. When a p-value is far from zero, it is telling you 
that, with the sample data you have, you can't answer your 
research question. 

This four-step procedure forms the cornerstone of deduc­
tive empirical research. But it does have an inherent draw­
back: you can never be sure your inferences are correct. 
Because you do not study all students in the population, 
sampling idiosyncrasies can distort your results. You are 
making an informed guess based on limited evidence from 
a representative group of students. If sampling variation 
misleads you, you may be wrong. Sampling variation adds 
uncertainty to all statistical inference, for and against null 
hypotheses. Inferences are based on probabilities. You re­
ject a null hypothesis when you are reasonably sure it is 
false; you fail to reject it when you can't be sure it is false. 
You are never certain; at best, you are very confident. 

Kinds of Mistakes 

Two types of mistakes are possible. You can reject the null 
hypothesis when it is really true, making a Type I or alpha 
error, or you can fail to reject the null hypothesis when it 
is really false, making a Type II or beta error. If CAl is 
really not more effective than traditional methods but you 
say it is, you are making a Type I error. If CAl is really 
more effective than traditional methods but you don't say 
it is, you are making a Type II error. The possibilities of 
such failures of inference-rejecting a null hypothesis that 
is really true and failing to reject a null hypothesis that is 
really false-will always remain with us. The best you can 
do is try to minimize them. 
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Type I errors are serious: no one wants to sayan effect 
exists when, in fact, the opposite is true. To minimize the 
chances of such errors, you test null hypotheses at pre­
specified alpha levels, such as .01 and .05. Conducting tests 
at low alpha levels doesn't eliminate the chance of making 
a Type I error, it just limits it to a comfortably small value. 
The most popular alpha level is .05, but this value is not 
absolute; it is simply a compromise between making a Type 
I error and never rejecting the null hypothesis at all. Most 
researchers feel secure in knowing that, with an alpha level 
of .05, they have only a 5 percent chance of rejecting the 
null hypothesis incorrectly. 

Type II errors are also serious: if an effect exists, you 
want to have a good chance of finding it. Yet most research­
ers consider Type II errors less consequential, arguing that, 
if an effect exists, failing to find it in anyone study is not 
too serious because eventually someone will find it! We 
disagree; the one study you have the biggest investment in 
is your study. Because you want your study to be able to 
say something definitive, you must not shrug off Type II 
errors. Only when their chances of occurring are low are 
you likely to find effects that really exist, allowing you to 
answer your research questions. When the chances of Type 
II errors are high, you face a dilemma if you are unable to 
reject your null hypothesis-you will not be able to say 
whether an effect does or does not exist. You court the risk 
that, after investing all your time and effort, your research 
questions will remain unanswered. 

How can you minimize the chances that Type II errors 
will occur? One way is to test your null hypotheses at 
relaxed alpha levels, say .10 and .15. Using a relaxed alpha 
level makes you more likely to reject all null hypotheses, 
including ones that should be rejected, thereby decreasing 
the chances of a Type II error. But, of course, you are also 
more likely to reject null hypotheses that should not be 
rejected, thereby increasing the chances of a Type I error. 
Although using a relaxed alpha level does decrease the 
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chances of Type II errors, this amounts to little more than 
statistical sleight of hand. 

Type II errors should be minimized in another way-by 
design. The single most important design feature affecting 
the occurrence of Type II errors is sample size-the more 
students you study, the lower your chances of making such 
errors-but other features, such as the precision of your 
measures and attrition in your sample, also playa role. By 
making judicious design decisions, you can hold the prob­
ability of a Type I error to .05 or .10, while still minimizing 
the chances of a Type II error. 

Statistical Power Analysis 

The process of determining how many students (or faculty 
members) to include in your study in order to control the 
chances' of a Type II error is known as statistical power 
analysis. Statistical power is defined as one minus the prob­
ability of a Type II error, and it is the probability that you 
will detect an effect that is really there. By increasing power, 
you decrease the chances of making a Type II error and 
increase the chances of finding real effects. If CAl methods 
are really better than traditional ones, you stand a better 
chance of finding out. 

In theory, simply decide how much power you want and 
set your sample size (and other design features) accord­
ingly. If you think a 20 percent chance of Type II errors is 
tolerable, design your study to have a power of .80; to be 
more sure, design your study to have a power of .90. But 
increased power comes at increased cost-you increase 
power by including more people in your study. To increase 
power to .99 usually requires so many people as to be 
impractical (often several thousand), whereas powers from 
.70 to .90 can be had with more manageable sample sizes 
(often from one hundred to several hundred). Although 
there is no consensus about the power you should routinely 
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adopt when planning your study (as there is with the .05 
alpha level), we recommend that you design your study to 
have at least moderate power, between .70 and .90. This 
limits your chances of making a Type II error to a tolerable 
level, from .30 to .10, without breaking the bank. 

Four factors directly influence the sample size you will 
need to attain the level of statistical power you have 
chosen: (1) the minimum effect size you want to have a 
good chance of finding; (2) the statistical analyses you will 
use; (3) the precision of your measures; and (4) how many 
students will drop out after the sample has been selected. 
In the following four sections, we discuss these factors, 
show how they are related to decisions about sample size, 
and provide some ballpark estimates of sample size for 
different types of studies you might design. 

EXAMPLE: Designing a study with good statistical power: Do 
college admissions decisions differ by an applicant's race or 
gender? 

Elaine Walster, T. Anne Cleary, and Margaret Clifford (1970) were among 
the first researchers to attend specifically to the concept of statistical power 
while designing a higher-education research project. To investigate whether 
the gender or race of an applicant affects college admission decisions, they 
conducted an ingenious experiment. They took the college applications of 
three real high school seniors in Wisconsin (with three very different levels 
of academic achievement as measured by high school grades and ACT 
scores), and systematically manipulated the students' reported gender and 
race. For each of the three students, four different applications were created: 
one making the student a black male, one making the student a black 
female, one making the student a white male, and one making the student 
a white female. 

The researchers then randomly selected a sample of 240 colleges from 
Lovejoy's Col/ege Guide and sent each of the 12 applications to 20 ran­
domly selected colleges from this sample. By looking at the variation across 
the 240 admissions decisions, the researchers hoped to ascertain whether 
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males were preferred over comparable females, and whether black appli­
cants were preferred over white applicants-reasoning that, after all, the 
three sets of 80 applications were identical except for reported gender and 
race. The researchers did not find the effects they expected: although for 
the "low ability" application males were preferred over females, there were 
no statistically significant differences in admissions decisions according to 
the applicant's race. 

How much faith can we place in Walster, Cleary, and Clifford's results, 
especially the finding of no difference by race? We believe the results are 
especially compelling because the researchers studied so many schools, 
making it difficult to argue that the null findings might be a consequence of 
low statistical power. The researchers address this very point directly, noting 
that the 

sample size can markedly affect the probability of obtaining statistical 
significance ... [We specified] magnitudes of effects that are either 
important or unimportant and control[led] the probabilities of making 
correct decisions by solving for the sample size ... In this study we 
decided that a mean difference relative to underlying variability of 0.5 
would be important to detect with a probability of .90. In addition, 
alpha was set at .05. Specifying these parameters led to the choice 
of a sample size of 240. (p. 238) 

Had Walster, Cleary, and Clifford studied only a few schools, their null 
findings with respect to race might easily have been attributed to low sta­
tistical power. With such a large sample size, however-240 colleges-we 
find the authors' argument compelling that either there are no differentials 
by race, or if there are such differentials they are small in magnitude. 

What Size Effect Do You Want to Detect? 

In Chapters 2 and 4, we introduced the idea of effect size 
and discussed why bigger effects are easier to detect than 
smaller effects. If you are searching for large effects, and 
they really exist, the null hypothesis is so wrong that you 
can see just how wrong it is by studying only a few people. 
If CAl methods are really so much better than traditional 
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ones, even a small study will reveal the difference. But 
when you are searching for small effects, even if they really 
exist, the null hypothesis of no effect is so close to the truth 
that you must include many students in your study before 
being able to reject it. After all, if the null hypothesis is 
nearly true, it should be difficult to reject, even if you study 
hundreds of students. 

So before determining how many students to include in 
your study, you must decide how big an effect you want to 
find. Although this may seem like putting the cart before 
the horse-if you already know the effect size, why do the 
study?-it actually is not. When specifying an expected 
effect size, you are simply indicating the minimum effect 
size you consider worthy of your time. You are deciding on 
the smallest effect of computer-aided instruction you care 
about. Is a difference of 5 points in Russian achievement 
big enough to warrant your interest, or are you interested 
only in differences of at least 15 points? 

It is difficult to decide just how large an effect you care 
about. But rough guidelines are available, and by using 
them carefully you can come to a reasonable working de­
cision. 

Some helpful advice is given by Jacob Cohen (1988), who 
provides three rules of thumb: 

• A small effect is undetectable by the naked eye: a dif­
ference of .20 standard deviations between two group 
means, a correlation of .10 between a predictor and an 
outcome, or the difference between 50 and 45 percent. 
A small effect corresponds to the mean difference in 
heights between 15- and 16-year-old girls-two groups 
that differ, but not by much. 

• A medium effect is large enough to be detected by the 
naked eye: a difference of .50 standard deviations, a 
correlation of .30, or a difference between 50 and 35 
percent. A medium effect corresponds to the mean dif­
ference in infant mortality between blacks and whites 
in the east south central states. 
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• A large effect would not be missed by even a casual 
observer: a difference of .80 standard deviations, a cor­
relation of .50, or a difference between 50 and 25 per­
cent. A large effect corresponds to the mean difference 
in height between 13- and 18-year-old girls. 

Cohen's guidelines are widely accepted by empirical re­
searchers, and you may find them useful if you have no 
other information to go on. 

A better way to decide on a minimum effect size is to 
think about practical significance, the real-world meaning 
you can give to effects of various sizes. Practical signifi­
cance is very different from statistical significance. If you 
include enough students in your sample, for instance, a 
difference of 5 points on the SAT will become statistically 
significant, but for an individual student, an admissions 
officer, or even a researcher, this difference is probably 
trivial. A difference of 50 SAT points is another matter. 

Practical significance is in the eye of the beholder. You 
must know your outcomes and how big an effect your pre­
dictors are likely to have in relation to them. Because 
practical significance depends upon the research context, 
only you can judge if an effect is large enough to be impor­
tant. Don't waste time worrying about minuscule effects; 
design your study so that it is powerful enough to detect 
effects of practical significance. After all, if an effect is so 
small that it is barely detectable by the naked eye or an 
expert judge, should you be spending your time studying 
it? 

A third way to decide on the minimum effect size of 
interest is to use your research review, especially if you 
have conducted or have found a meta-analysis. In a meta­
analysis, an effect size is estimated for each study; taken 
together, the distribution of estimated effect sizes gives a 
rough indication of what the next study is likely to find. 

Meta-analyses often reveal a sobering fact: effect sizes 
are not nearly as large as we all might hope. Table 8.1 
presents average estimated effect sizes from six meta-anal-
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TABLE 8.1. A SUMMARY OF TYPICAL EFFECT SIZES: MEAN EFFECT 
SIZES IN SIX META-ANALYSES OF HIGHER EDUCATION. 

Number of 
studies Mean 

Topic and author in review effect size" 

Financial aid and persistence 46 .13 
(Murdock, 1987) 

Computer-based teaching 59 .25 
(Kulik, Kulik, and Cohen, 1980) 

Programs for high-risk students 60 .27 
(Kulik, Kulik, and Schwalb, 1983) 

Student feedback on instruction 22 .38 
(Cohen, 1981) 

Coaching for non-SAT aptitude tests 24 .43 
(Kulik, Bangert-Drowns, and Kulik, 1984) 

Keller's personalized system of instruction 75 .49 
(Kulik, Kulik, and Cohen, 1979) 

'Standardized mean difference (see Chapter 2 for details). 

yses in higher education, on topics ranging from the effects 
of programs for disadvantaged students to the relationship 
between student feedback on instruction and teaching per­
formance. All six meta-analyses concluded that the average 
effect was different from zero-that the outcomes and pre­
dictors were related (that treatment and control groups 
differed)-but the average effect sizes were in the small to 
medium range. Because small to medium effects are the 
norm, make sure your study has enough power to detect 
them. Only then will you be able to do credible research. 

Once you have decided on the smallest effect that inter­
ests you, it's easy to figure out how many students you 
should include in your study. Several books can help you 
with computational details (see, for instance, Cohen, 1988; 
or Kraemer and Thiemann, 1987). In this chapter, we sim­
ply present some ballpark estimates of sample size that you 
may find helpful. 



197 
HOW MANY PEOPLE SHOULD YOU STUDY? 

Table 8.2 presents the total sample sizes needed to detect 
"small," "medium," and "large" effects at three levels of 
statistical power (.70, .80, and .90). Sample sizes are pre­
sented for the two major ways of denoting effect size: a 
correlation coefficient (applicable when examining the re­
lationship between a continuous outcome and a continuous 
predictor) and a standardized difference between group 
means (applicable when comparing outcomes between two 
groups). In all cases, we assume that two-tailed statistical 
tests are being conducted at the .05 alpha level. 

Small effects are difficult to detect. Regardless of the 
type of effect you are studying and the amount of power 
you want, you must study several hundred or a thousand 
students to have a reasonable chance of detecting them. 
But don't be dismayed. You may never want to design a 
study to detect small effects because they are not usually 
of much practical significance. 

Medium-sized effects, in contrast, can be detected with a 
moderate-sized sample, usually between 100 and 200, de­
pending upon the power you want. One popular guideline 
is that you should include enough people to have a reason­
able chance (power of .80 or so) of detecting medium-sized 

TABLE 8.2. HOW MANY STUDENTS SHOULD YOU SELECT? SOME 
BALLPARK ESTIMATES OF TOTAL SAMPLE SIZE. 

Type of Statistical Statistical Antici~ated effect size 
effect size test used power Small Medium Large 

Correlation Pearson .90 1,047 113 37 
coefficient correlation .80 783 85 28 

.70 616 67 23 
Standardized Two-group .90 1,052 170 68 

mean difference t-test .80 786 128 52 
.70 620 100 40 

Note: Two-tailed test, alpha = .05. 
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effects. This allows you to strike a balance between the 
detection of tiny effects and blockbuster effects, while still 
keeping your budget in check. 

Large effects are easy to detect, even using small sam­
ples. If you were comparing achievement scores among 
students using two different computer-based curricula, for 
example, you would have a 90 percent chance of detecting 
differences between the groups with as few as 68 students 
altogether (34 students per group). 

Many of our colleagues examining these ballpark esti­
mates of sample size think about detecting only large ef­
fects. They consider designing a study with 20 or 30 stu­
dents, supporting their decision with lofty talk of practical 
significance. Don't fall into this trap. Few important effects 
are actually that large, and if your study has power to 
detect only large effects, you have little chance of finding 
the more realistic small and medium-sized ones. After the 
data are in, and you cannot reject your null hypothesis 
because your sample is too small, you will have simply 
missed an opportunity. 

EXAMPLE: Making a preliminary calculation of sample size: The 
effectiveness of mastery learning systems for teaching calculus. 

Samuel Thompson (1980) conducted an experiment at the U.S. Air Force 
Academy comparing the calculus achievement scores of students taught 
using conventional lecture-discussion-recitation (LDR) strategies and indi­
vidualized mastery (1M) strategies. He stratified 840 freshmen into four 
ability groups based on their high school GPA and college admissions test 
results, and within each stratum he randomly assigned equal numbers of 
students to the two teaching methods. 

Thompson's excellent study is well worth reading. He paid careful atten­
tion to many methodological details. For example, comparability between 
the two instructional groups was enhanced by scheduling classes at the 
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same time of day, randomly assigning professors to teaching methods, and 
having both groups use the same textbook. Observer bias was controlled 
by having each exam graded blindly by two instructors, one from each 
instructional group. 

But why did Thompson study 840 students? Examining Table 8.2, we 
see that with that many people he had enough power (between .80 and 
.90) to detect even small effects-a difference of .20 standard deviations 
between the two groups. He detected no statistically Significant differences 
in calculus achievement between the two groups: "with the same level of 
instructional effort, individualized mastery instruction and conventional in­
struction produced indistinguishable results in mathematics achievement. 
This result emerged from an experiment in which the design, methodology, 
and statistical power were sufficient to detect achievement differences of 
any practical significance" (pp. 371-372). Because he designed a study 
with a good chance of detecting even small effects-that is, because he 
studied 840 people-Thompson's findings are especially persuasive. 

What Type of Analysis Will You Use? 

Statistical power is actually a property of an analytic tech­
nique and a corresponding statistical test, not of research 
design. Most hypotheses can be tested in several ways, and 
some statistical tests are intrinsically more powerful than 
others. A more powerful test allows you to detect effects of 
identical size in smaller samples. This means if you can 
answer your research questions using more powerful tests, 
you can get away with studying fewer people. 

So before deciding on a final sample size, you must think 
about how you will analyze your data. In general, we have 
avoided discussing analytic dilemmas in this book, because 
they often are tangential to the development of good design 
and considering them would complicate matters. We raise 
the topic now because, when statistical power is under 
discussion, analysis becomes a design issue. 

The sample sizes presented in Table 8.2 assume that you 
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will use simple parametric analyses-Pearson correlation 
coefficients for examining the relationship between contin­
uous predictors and outcomes, and two-sample t-tests for 
testing differences between group means. If you think that 
you will use other analytic techniques, you must modify 
your target sample size accordingly. We turn now to two 
fundamental choices that directly affect power and sample 
size: the use of analyses that incorporate covariate infor­
mation, and the use of parametric versus nonparametric 
tests. 

Including Covariates in Your Analyses 

In Chapter 4, we described the important role of covariates: 
predictors not of direct substantive interest but likely to 
be associated with the outcome. In a study of the effective­
ness of different ways of teaching calculus, for example, 
scores on a calculus pretest, or on the mathematics portion 
of the SAT, might be important covariates. In a study of 
the impact of athletic participation on college GPA, high 
school GPA might be an important covariate. Covariates 
are predictors that you expect to be related to the outcome, 
and whose impact you would like to disentangle from the 
impact of the predictors in which you are really interested. 

Covariates can be incorporated into your data analyses 
as extra predictors in multiple regression analysis and 
analysis of covariance. Including extra predictors in this 
way enables you to increase statistical power. Adding a 
predictor means using more information; more information 
means more power. With more powerful analyses, you can 
study fewer students or faculty members and still detect 
effects of the same size, or you can study the same number 
of people with higher power. 

Table 8.3 presents the smaller sample sizes needed when 
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HOW MANY STUDENTS SHOULD YOU SELECT WHEN CO-
VARIATE INFORMATION IS AVAILABLE? BALLPARK ESTIMATES OF 
SAMPLE SIZE, ADJUSTED FOR COVARIATE INFORMATION. 

Antici~ated effect size 
Small: Medium: Large: 

Statistical Statistical (correlation =) (correlation =) (correlation =) 

method power .20 .50 .20 .50 .20 .50 

Multiple .90 998 778 103 79 32 24 
regression .80 742 578 77 59 25 18 

.70 590 460 61 47 20 14 
Analysis of .90 1,010 594 164 128 66 52 

covariance .80 756 444 122 96 50 38 
.70 594 350 96 76 40 30 

Note: Assuming a two-tailed test, alpha = .05, and that the covariate and other 
predictors are uncorrelated. 

the correlational analyses and t-tests of Table 8.2 are re­
placed by multiple regression analysis and analysis of co­
variance. Sample sizes are given for two situations: when 
the correlation between the covariate and the outcome is 
.20, and when it is .50. 

Comparing parallel entries in Tables 8.2 and 8.3 shows 
just how helpful covariate information can be. Even when 
the relationship between the covariate and the outcome is 
fairly weak (such as a modest correlation of .20), you can 
reduce your target sample size by up to 15 percent, de­
pending upon the effect size you are looking for, the amount 
of power you want, and the type of analysis you anticipate. 
When the association between the covariate and the pre­
dictor is stronger (such as a correlation of .50), you can 
reduce your target sample size by as much as 40 percent. 

The more covariate information you can include, the 
more power you gain. The sample sizes given in Table 8.3 
assume that you are including only one covariate, and that 
it has a correlation of .20 or .50 with the outcome. Since 
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both multiple regression and analysis of covariance allow 
you to include as many covariates as you want, you can 
increase your power (or decrease your target sample size) 
by including additional covariates. For example, if several 
covariatesjointly predict 50 percent of the variation in your 
outcome, you can cut your target sample size in half. 

But the gains in power (or reductions in sample size) 
derived from the use of covariate information are realized 
only if you use good covariates. Choice of covariates is 
largely a substantive challenge-there should be a com­
pelling reason for including the covariate when disentan­
gling the effects of other predictors. But over and above 
these substantive issues, good covariates should also meet 
two statistical criteria: they should be highly correlated 
with the outcome, and relatively uncorrelated with each 
other (so that they are not redundant in their prediction of 
the outcome). By using covariates that meet these criteria, 
you can gain considerable power. 

Parametric versus Nonparametric Tests 

Just as you can increase statistical power by adding infor­
mation to your analyses through covariates, so can you 
reduce statistical power by setting aside information. Al­
though this may seem a foolish thing to do-why would 
you ever want to reduce power?-it is exactly what happens 
when you use non parametric statistical techniques such as 
Spearman's rank-order correlation, the Wilcoxon test, the 
Kruskal-Wallis test, or contingency-table techniques to an­
alyze your data. 

Why are nonparametric and contingency-table tech­
niques less powerful than their parametric counterparts? 
The reason is simple: they ignore important information. 
Nonparametric techniques replace continuous scores with 
ranks; contingency-table analyses ignore even the ordering 
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among people, basing results only on the way people are 
spread out among categories. These substitutions diminish 
the amount of information contained in the specific data 
values, leading to reductions in variability and ultimately 
producing a decrease in power. Parametric techniques such 
as correlational analysis, multiple regression analysis, and 
analysis of variance and covariance are intrinisically more 
powerful simply because they exploit all available infor­
mation in continuous data. 

If parametric techniques are so much better, why does 
anyone ever resort to nonparametric and contingency-table 
analysis? The reason is that the increased power of para­
metric techniques comes at a price: parametric analyses 
require stringent distributional assumptions. In fact, it is 
the building in of these assumptions that adds information 
to the analyses. The assumptions differ across analytic 
techniques, but one common assumption is that, in every 
possible subgroup of the population of students or faculty 
members, the outcome must be normally distributed. If 
assumptions like this are met, parametric analyses are 
indeed more powerful. But if the assumptions are not met, 
the differential advantage of parametric analyses disap­
pears, and they may give you the wrong answer. If this is 
the case, then you can resort to nonparametric and contin­
gency-table analysis. 

So to use the most powerful analytic tools available, you 
must ensure that all assumptions-including the all-im­
portant distributional assumptions-will be met. How can 
you do this? Two strategies are helpful: use instruments 
that yield data that are continuous (not categorical), and 
select outcomes that are normally distributed. Many of the 
strategies offered in Chapter 7 for improving the quality 
of your measures will ensure that your data meet these 
criteria. For example, totaling several items rather than 
using a single item to measure an outcome will increase 
the chances that your data will be continuous and normally 
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distributed. Your choice of measures can therefore have a 
big effect on statistical power. 

EXAMPLE: Increasing statistical power by using covariates and 
parametric tests: The effect of a university rape-prevention pro­
gram. 

Recent increases in reports of sexual assault on the nation's campuses 
have led some schools to initiate rape-prevention and awareness programs. 
Lynn Borden, Sharon Karr, and A. Toy Caldwell-Colbert (1988) investigated 
the effectiveness of one such program using 50 male and 50 female un­
dergraduates at Emporia State University in Kansas. Following a pretest 
administration of two standardized instruments-an Attitudes Toward Rape 
Questionnaire and the Rape Empathy Scale-half the men and half the 
women in the sample participated in a 45-minute seminar on rape aware­
ness and prevention. Although students were not randomly assigned to 
treatment and control groups, assignment was made on the basis of class­
section meeting times, a factor the authors viewed as unrelated to attitudes 
toward rape. A follow-up posttest was given to both groups four weeks later. 

The authors were unable to find that the rape prevention seminar had 
any statistically significant effect on students' attitudes toward rape. But this 
may not mean that the program is ineffective. As shown in Table 8.2, a 
total sample size of 100 provides power of only. 70 to detect medium-sized 
effects. It may be that the rape-prevention program is actually modestly 
helpful, but that the sample size simply did not give sufficient statistical 
power to detect a true positive effect. Lack of statisical power always looms 
large as a possible explanation for null findings. 

Nevertheless, the researchers adopted two excellent strategies to in­
crease the statistical power of their study. First, they incorporated covariate 
information into their analyses-the students' gender, pattern of church 
attendance, and personal acquaintance with a rape victim. Second, they 
used sophisticated parametriC analysis (multivariate repeated measures 
analysis of variance), a statistical procedure that was appropriate because 
of the high quality of the instruments they used. Even though both of these 
strategies increased the study's statistical power, the researchers still could 
not find a statistically significant effect for the program. 

Borden, Karr, and Caldwell-Colbert were surprised by their null findings. 
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They concluded: "The nonsignificant results for the program were not antic­
ipated because the university rape prevention program has received strong 
support and praise by students, as well as faculty. Indeed, there has been 
a steady request for the program throughout the community, indicating that 
it was successful in conciousness raising . . . More applied research on 
college campuses is needed" (p. 135). When anecdotal evidence conflicts 
with findings from a study, the study can override the anecdotal evidence 
only if it is carefully designed and has high enough power. 

Instrument Precision and Sample Size 

The ballpark estimates of sample size presented so far as­
sume that your instruments are free of measurement error. 
But, as we discussed in Chapter 7, this is rarely the case. 
If your instruments have some error, you will have less 
power than you think. You will be less likely to detect 
effects that really exist, regardless of their size and your 
analytic technique. So before choosing a final sample size, 
you must consider the possibility of measurement error. 

Probably the best approach to dealing with the effects of 
measurement fallibility on sample size is to try and im­
prove your measures so much that you need not bother 
making any adjustments at all. Design away as much error 
as you can. The time spent improving your instruments 
before using them is time well spent. Precision of your 
instrument is a controllable cost factor. Don't try to save 
money by collecting data using less time-consuming, but 
less precise, instruments. Although per-person data collec­
tion may be cheaper, total data collection usually ends up 
being more expensive because you must collect data for 
more people to compensate for the imprecision of the in­
strument. Otherwise you sacrifice statistical power, and the 
savings are illusory. 
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Nevertheless, despite your best efforts, some measure­
ment error may persist. If you suspect this will happen­
and experience shows that it usually does-be sure to in­
crease your target sample size accordingly. The sample 
sizes given in Table 8.2 are for studies that use perfectly 
reliable instruments (reliability = 1.00). Table 8.4 presents 
target sample sizes for studies that use fallible instru­
ments, with real-world reliabilities of .60 and .80. To find 
a target sample size for another reliability value, simply 
interpolate between the two sets of numbers. 

Comparison of parallel entries in Tables 8.2 and 8.4 
shows the advantage of using precise measurements. As 
reliability decreases, your sample size must rise dramati­
cally to ensure the same level of statistical power. For 
example, if your outcome is perfectly reliable (Table 8.2), 
you need only 113 students to have a 90 percent chance of 
detecting a medium correlation (.30) between it and any 
predictor. But ifthe reliability of your outcome is .80 (Table 
8.4), you must study an additional 27 students to have the 

TABLE 8.4. HOW MANY STUDENTS SHOULD YOU SELECT WHEN MEA­
SUREMENT IS NOT PERFECTLY RELIABLE? BALLPARK ESTIMATES 
OF SAMPLE SIZES YOU NEED, ADJUSTED FOR MEASUREMENT FAL­
LIBILITY. 

Antici~ated effect size 
Small: Medium: Large: 

Statistical Statistical (reliabilit~ =) (reliabilit~ =) (reliability =) 

test used power .60 .80 .60 .80 .60 .80 

Pearson .90 1,741 1,306 189 140 65 47 
correlation .80 1,302 977 142 106 49 36 

.70 1,025 769 112 83 39 29 

Two-group .90 1,754 1,316 282 212 112 84 
Hest .80 1,312 984 212 160 84 64 

.70 1,032 774 166 126 66 50 

Note: Assuming a two-tailed test, alpha = .05. 
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same amount of power. If its reliability is .60, you must 
include yet another 49. 

Notice that the effect of measurement fallibility on power 
and on sample size is most dramatic when you are looking 
for small effects. If you wanted a 90 percent chance of 
detecting a small correlation of .20, for example, the nec­
essary increases in sample size (over what you would need 
if your measures were perfectly reliable) are 259 and 694 
for reliabilities of .80 and .60, respectively. The bottom line: 
measurement imprecision exacts a very high toll. Try and 
eliminate all the error that you can. 

What If Students Drop Out? 

Not everyone you select for your study will agree to par­
ticipate. Not everyone who agrees to participate will follow 
through on this intention. Not everyone who begins to 
participate will persevere until the end of the study. Some 
students drop out or are dismissed, others transfer, and 
many may simply forget to show up for testing and inter­
views. Faculty members and administrators change jobs or 
aren't on campus on a certain day. From the standpoint of 
statistical power, the reason for refusal and attrition is not 
important, but the disappearance of people from your sam­
ple is. 

Don't be tempted to select an initial sample size just 
large enough to provide a specific amount of statistical 
power. It is not the initial sample size that counts, but the 
final one. You must incorporate realistic rates of refusal 
and attrition into your calculations of sample size. 

The estimates given in Tables 8.2, 8.3, and 8.4 are the 
sample sizes you need to have in your final analyses. Be­
cause of attrition and refusal, you must increase your ini­
tial sample size to compensate for people who will disap­
pear from your sample before analysis. If roughly 10 
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percent refusal and 40 percent attrition are likely, for ex­
ample, you should double your initial sample size. 

What rates of refusal and attrition should you expect? 
No single rule of thumb is particularly helpful because, 
even among similar studies, these rates differ widely. Some 
researchers have been very successful in limiting refusal 
and attrition. For example, in a longitudinal study of with­
drawals from the University of California at Berkeley in 
the class of 1974, Carl Simpson and his colleagues (1980) 
obtained an initial response rate of92 percent in November 
1971 and a follow-up rate of 80 percent almost two years 
later in June 1973. 

But others have not been so lucky. In a study of influ­
ences on academic growth among students at a large public 
university in the Northeast, Patrick Terenzini and Thomas 
Wright (1987) got an initial response rate of 50 percent of 
the 1980 entering class. On follow-up at the end of each of 
the four subsequent academic years, this sample fell by 
about 35 percent per year. By the end of the study, only 19 
percent of the original sample remained. 

We suggest that you make an educated guess based upon 
the experiences and advice of colleagues. Look for similar 
studies and examine their rates of refusal and attrition. 
Model your follow-up procedures on studies that got high 
rates of cooperation. Ask your registrar and personnel of­
ficers what they think you will find. Consult the admissions 
and student records offices. Check how many students 
transfer into, and out of, your school each year. Check how 
many students are accepted into each program and how 
many drop out before graduation. Check the Year Abroad 
programs. Consult employment and financial services of­
fices to determine the transience of faculty and staff. If in 
doubt, err on the conservative side, assuming slightly more 
refusal and attrition than you really expect. After all, you 
can always choose to not follow up all participants, but you 
cannot so easily add new students to your sample once your 
study has begun. 
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EXAMPLE: How much attrition should you anticipate: What have 
other researchers found? 

Common sense suggests that the longer your study, the more attrition you 
should expect. If you design a study with a four-year postgraduate follow­
up, anticipate sizable attrition rates. Many graduates will move, others will 
lose contact with the alumni office, and some will not return your question­
naire. If you design a study that can be completed within a single semester, 
you can reduce attrition dramatically. 

Many researchers have been successful at limiting attrition. Table 8.5 
gives the percentage of students successfully followed over time in 10 
studies we described elsewhere in this book. Not surprisingly, researchers 
who use short follow-up periods are particularly successful at maintaining 
contact with students. For example, in their one-semester studies of aca-

TABLE 8.5. HOW HARD IS IT TO KEEP ATTRITION LOW IN LONGITU­
DINAL STUDIES? FOLLOW-UP RATES IN TEN LONGITUDINAL STUDIES. 

Author 

Abrams and Jernigan (1984) 

Andrews (1981) 

Muehlenhard, Baldwin, Bourg, 
and Piper (1988) 

Landward and Hepworth 
(1984) 

Pascarella, Terenzini, and 
Wolfe (1986) 

Simpson, Baker, and Mellinger 
(1980) 

Theophilides, Terenzini, and 
Lorang (1984) 

Terenzini and Wright (1987) 

Stuart (1985) 

Hendel (1985) 

Length of % successfully 
follow-up contacted 

1 semester 96 

1 semester 93 

4 months 87 

1 quarter 96 
2 quarters 54 
3 quarters 50 

1.5 semesters 53 

1 month 92 
2 years 80 

1.5 semesters 35 
2 years 27 

1 year 65 
2 years 42 
3 years 27 
4 years 19 

2 years 76 

5.5 years 67 
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demic programs, both Abrams and Jernigan (1984) and Andrews (1981) 
were able to retain over 90 percent of the respondents in their original 
samples. 

Some researchers have been successful at limiting attrition even when 
following students for longer periods of time. After two years, for example, 
Simpson, Baker, and Mellinger (1980) maintained an 80 percent success 
rate, and Stuart (1985) maintained a 76 percent success rate. And after 5.5 
years, Hendel (1985) succeeded in contacting 67 percent of his original 
sample, even though many of the students had graduated and left the state. 

Table 8.5 illustrates that students can be followed over long periods of 
time. But this can take a real effort-many respected investigators have 
been unsuccessful at keeping attrition low. Rather than base your sample­
size estimate on an unrealistically optimistic follow-up rate, use a conser­
vative plan and work hard to be pleasantly surprised. 



SHOULD YOU TRY IT OUT 

ON A SMALL SCALE? 

9 
Does studying harder and longer improve students' grades, 
or does it have little or no effect? Surely, well-directed hard 
work should reap just rewards. But in a 1972 survey of 
University of Michigan undergraduates, Howard Schuman, 
Edward Walsh, Camille Olson, and Barbara Etheridge 
(1985) found no relationship between GPA and student 
reports of time spent studying. In an effort to understand 
this counterintuitive finding, they embarked on a multi­
year sequence of studies, each effort building upon the 
previous one. 

In their first project, Schuman and his colleagues devel­
oped a self-report index of number of hours spent studying. 
They validated the index as a measure of "effort" and re­
lated it to student GPA obtained from university records. 
They found only a weak association between effort and 
grades, even after including other predictors such as class 
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attendance and academic ability as covariates. But capi­
talizing on a finding from their first study (that hours 
studied varied by major), and assuming that grading prac­
tices probably differed by major, they conducted a second 
study, investigating the association between effort and 
grades within individual courses. In subsequent studies, 
they improved their approach by measuring students at 
several times during the semester and cumulating data 
over time. 

Why did Schuman and his colleagues conduct several 
studies? Since they knew their research questions from the 
start, why didn't they design a single full-blown study? 
They had a good reason: many features of their design could 
not be determined without prior exploratory work. They 
needed to develop and test instruments for measuring effort 
and grades, to figure out what other predictors might me­
diate the relationship, and to identify good stratifiers for 
sampling. So they conducted a series of small studies, each 
a pilot for the next. They moved from obtrusive to unob­
trusive measures, from simple random samples to stratified 
random samples, and they incorporated more covariates 
into their analyses. 

Trying out your ideas on a small scale is an excellent 
precursor to any large-scale study. In this chapter, we dis­
cuss the role of small-scale studies and show how you can 
profitably use them. By the end of the chapter, we hope you 
will: 

• Understand why small-scale studies are useful. Know 
the advantages and disadvantages of trying out ideas 
on a small scale, and be able to weigh the benefits 
against the costs. 

• Learn when small-scale studies are most useful. Identify 
facets of your design that need empirical clarification, 
and decide whether a small-scale study could help you. 

• Know how to design a small-scale study to investigate 
facets of your design that require clarification, while 
deliberately ignoring other facets. Understand when to 
forfeit generalizability for empirical gain. 
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The Advantages of Pilot Studies 

To plan your research project, you must think carefully 
about a broad spectrum of issues: research questions, target 
populations, subgroups of the population that require spe­
cial attention, outcomes, predictors, covariates, appropriate 
comparisons, and high-quality instruments. Throughout 
this book, we have asked questions that should help you 
nail down many of these details. In an ideal world, the 
procedure we have outlined would be effective. It is system­
atic, thorough, and careful. 

But between the image and the reality falls the shadow. 
Nothing comes quite that easy. Perhaps you can easily 
identify the target population, the predictors, and the in­
strumentation, but you just cannot decide which of several 
dozen possible outcomes to measure. Or perhaps it is easy 
to identify the outcome-such as whether a student ulti­
mately graduates, or whether writing has improved, or 
whether students' world outlook has changed-but you 
have no idea how big an effect you expect to find, so that 
it is difficult to determine how many students you must 
study. 

Should you abandon all hope, throw up your hands, and 
move on? Or make these important decisions arbitrarily? 
Of course not. If you cannot specify some particular design 
feature clearly, you should consider testing several of your 
ideas in an exploratory pilot study. A small-scale pilot is 
often just the thing to help organize and improve a larger, 
more rigorously defined future study. 

When Is a Pilot Study MoSt Useful? 

No design is ever so complete that it cannot be improved 
by a prior, small-scale exploratory study. Pilot studies are 
almost always worth the time and effort. Carry out a pilot 
study if any facet of your design needs clarification. 

Pilot studies are planned in much the same way as full-
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blown studies. Think of them as microcosms of the future 
study. In a pilot, you should still try to do the best you 
can-if not, how will you be able to believe its results? A 
pilot is not a small ad hoc exercise sloppily performed-it 
is a preliminary study that informs a future effort by sys­
tematically examining specific facets of the eventual de­
sign. In a pilot, you make a deliberate tradeoff-you com­
promise methodological rigor across some dimensions to 
help clarify others. For example, if you use a pilot to ex­
amine the predictive power of several different covariates 
and predictors, you may study only one or two outcomes. 
Because other facets of the final design have already been 
nailed down, you compromise on them in the pilot in order 
to focus on issues you are unsure about. In a pilot, you 
deliberately forfeit generalizability for information. 

Because pilot studies usually involve intentionally 
flawed designs, don't use them to try to test specific re­
search hypotheses. Use pilot-study results to shape future 
research and to generate hypotheses; your pilot is explora­
tory and inductive, not confirmatory and deductive. Pay 
attention to any general lessons that emerge, but do not 
try formally to generalize the results. 

The crucial advantage of a pilot study is that by forfeit­
ing depth you buy breadth. A pilot study permits you to 
use different kinds of information to strengthen the overall 
picture. Be sure to gather qualitative data during your 
pilot. The insights of students and faculty members should 
be collected, especially if your sample size is small. Adopt 
a spirit of formative evaluation to help you adjust your 
design for the next time around. 

By cautiously deciding where you can afford to compro­
mise in your pilot study, you can save both money and 
time. By paying careful attention to the process of the pilot 
as well as its product, you can generate new ideas and 
validate old ones. You can more easily make future plan­
ning decisions. You can avoid making many costly mis­
takes. 
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Although you can pilot almost any facet of your research 
design, we believe there are three specific types of pilots 
you are likely to find particularly useful: (1) a pilot in which 
new instruments are constructed and refined; (2) a pilot in 
which a relational study shapes a future experiment; and 
(3) a pilot in which an informal, small-scale version of a 
future experiment is tested. We discuss these three types 
of pilot studies in the following three sections. 

Piloting Instruments 

As Schuman and his colleagues discovered in their study 
of student effort and grades, few things can be measured 
perfectly. Most data are gathered with fallible measuring 
instruments. When you select outcomes and predictors, you 
must ensure, by careful development of your instruments, 
that the quality and credibility of your measures are the 
best they can be, and you must gather evidence to dem­
onstrate that you have been successful. Even when you use 
published instruments, you should still demonstrate their 
utility in your application because, even if the publishers 
have declared the instruments valid and reliable in one 
population, their findings may not be generalizable to the 
students and the campus you are studying. 

The best way to confirm the credibility and quality of 
your measurements is to precede your study with a pilot 
that examines the performance of your instruments. A 
measurement pilot need not fully mimic your ultimate proj­
ect. It should focus specifically on issues of measurement: 
validity, reliability, and precision. For instance, you may 
not include the eventual "treatment" in your pilot unless 
the treatment itself is likely to affect measurement. 

One facet of a measurement pilot must not be compro­
mised: the sample design. Be sure the sample in your pilot 
fully represents your chosen target population. You must 
evaluate your instruments in a context that makes the 
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results of the pilot directly generalizable to your ultimate 
study. Reliability and validity coefficients must be portable 
between the pilot and future studies. Do not validate your 
instruments for a sample of freshman volunteers if you 
intend ultimately to study a sample of seniors. At a 
minimum, make sure the full range of students and faculty 
members in the target population is represented in your 
pilot-study sample; at a maximum, actually take a random 
sample from the target population. Make sure any strati­
fiers to be applied later or important subgroups you will 
ultimately include or omit are treated exactly the same way 
in the measurement pilot as in the final study. 

Pilot studies typically involve fewer people than full­
blown studies. Because an instrument pilot is not intended 
to support inferences about the effects of predictors, it does 
not require a magnifying glass of the same power. By study­
ing fewer people you save time and money, especially when 
the coding of instruments is complicated or time-intensive. 
It is not the size of your pilot sample, but its representa­
tiveness, on which you should focus. 

Measurement pilot studies can address many questions 
about the construction, modification, and evaluation of 
your measuring instruments. Some of the things you can 
achieve in a measurement pilot are listed below. 

You can create an entirely new instrument. In the pilot 
study, you can write new items. You can tryout new meth­
ods of collecting data. You can base new instruments on 
information you have gleaned from a literature review or 
on instruments others have used for similar tasks. You can 
check whether practice items are necessary. You can dis­
cuss your instruments with colleagues, using their opinions 
to modify the format and structure of the instrument and 
to add weight to your ultimate claims of validity. 

You can make sure that instruments are clear and un­
ambiguous. Will students misinterpret items or misunder­
stand instructions? Do raters fully understand what they 
should be doing? Is it clear to interviewers what questions 
they should ask, and how they should probe and follow up? 
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Before, during, and after the pilot, use informal conversa­
tions with respondents to improve your instruments. Check 
that your instruments are measuring what you think they 
are measuring. Think of the pilot as a proving ground for 
your instruments and as a training ground for you and for 
your colleagues and co-workers-a place where unforeseen 
problems can occur and be dealt with, without danger to 
ultimate findings. 

If the instrument asks for ratings, observations, or opin­
ions on an arbitrary scale, you can find out whether your 
response scales are reasonable. Should you use 5-point or 
9-point scales? Should you include a "no opinion" option? 
Longer scales are better, but only if students can really 
distinguish their levels. If students cannot distinguish an 
8 from a 9, a 1 from a 2, or if everyone answers "don't 
know," then your attempt at detail may be worthless. Try 
out different types of scales. Ask respondents what they 
thought about the scales. Raters can reevaluate the mean­
ing of the fiducial marks on the scale, and having them 
talk can help you improve the final instrument. 

You can check out the impact of the physical environment 
on measurement. To improve the quality of your data, you 
must control extraneous, nonsystematic variation that 
creeps in and distorts measurement. A pilot study can help 
you identify potential sources of error and give you an 
opportunity to tryout ways of limiting their effects. Can 
classroom observers actually see the events they are sup­
posed to record? Do they have enough time to keep an 
accurate record? Can students at the back of the rooin hear 
the tape recording in your test of oral comprehension? Do 
you need to provide pencils, scratch paper, calculators, a 
quiet room? For each problem that you can foresee, the 
pilot study is likely to reveal three others you will have to 
deal with eventually. 

You can monitor the functioning of your instrument as a 
whole, and of each of its items and subsections separately. 
Use a pilot to modify, delete, or replace defective items or 
subsections. Is each section of the instrument doing what 
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it was supposed to? "Item analyses" to answer these ques­
tions can be informal or formal. In an informal item-anal­
ysis, simply ask students or faculty to critique the structure 
and organization of your instrument, and the content and 
wording of the items. In a formal item-analysis, you can 
estimate specific statistics that summarize the performance 
of the items individually and of the instrument as a whole. 

You can estimate the reliability and precision of your 
instrument. What is the test-retest reliability of your in­
strument? What is its internal-consistency reliability? 
What proportion of the error variation is due to discrep­
ancies in measurement from occasion to occasion? What 
proportion is due to inexplicable variations between raters, 
between observers? Is your instrument long enough? Is it 
unnecessarily long? If you include more items, will the 
instrument become too tedious to complete? In a measure­
ment pilot, you can check all these things and make suit­
able changes. You can collect information on reliability and 
precision that you can later use to adjust the statistical 
analyses in the final study. 

You can investigate the validity of your measurement. 
Discussions with respondents will help you establish con­
tent validity. You can use the broad-based measurement of 
a few people on related measures to support construct va­
lidity. You can decide whether multiple measurements are 
required on each individual-several measurements with 
the same instrument, or single measurements with several 
instruments? You can establish the relative difficulty of 
different types of instrument administration. Data that are 
difficult or expensive to gather in a large sample can be 
relatively cheap to collect in a small pilot, and can provide 
a criterion measure for other, less complicated, methods of 
measuring the same construct. The small pilot sample may 
be relatively easy to follow up over time. 

If you are interested in growth and change, you can esti­
mate the number of "waves" of data you will need in your 
final study. In the pilot study, you can measure change for 
a small sample of students or faculty members over an 
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extended period of time. You can use this information to 
judge the credibility and quality of the measurement of 
change. By plotting an individual growth curve for each 
person, you can figure out whether the changes are likely 
to be linear or curvilinear. You can choose a suitable math­
ematical representation for individual growth. You will 
be able to decide whether you need many, or few, data 
points in your final study to be sure you measure change 
well. 

EXAMPLE: Piloting instruments: Developing a measure of per­
ceived effectiveness of teaching for use in schools of nursing, 
dentistry, and medicine. 

Maria Feldens and James Duncan (1986) were interested in discovering 
what dimensions of teaching effectiveness college students consider im­
portant, in order to develop programs for improving the quality of teaching. 
They designed a study to identify characteristics of effective university 
teachers, as perceived by students attending the nursing, dentistry, and 
medical schools at the Universidade Federal do Rio Grande do Sul-UFRGS 
in Brazil. 

Their first goal was to develop a measure of desirable characteristics of 
teachers. Unable to find a suitable instrument in the literature, they created 
one using two consecutive pilot studies. For the first pilot they selected a 
group of 175 nursing, dental, and medical students similar to those who 
would participate in the final study. They asked students to jot down 5 
behaviors they thought characterized a "good" teacher and 5 they thought 
were not appropriate in a university teacher. Based on these data and a 
literature review, the researchers made up a questionnaire. It listed 80 
descriptions of teacher behavior and asked respondents to indicate, on a 
5-point scale, to what extent they thought each behavior was manifested 
by effective university teachers. The instrument also included sections 
where respondents could identify especially good teachers by name, and 
make unsolicited comments and suggestions. 

The questionnaire was then given to a second pilot sample of 50 students 
taken from among those who would participate in the final study. Feldens 
and Duncan also asked 4 university professors to react to the instrument. 
From the data gathered during this phase, the researchers modified the 
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questionnaire to "enhance the simplicity and clarity of the items and increase 
their meaning and relevance for the investigation" (p. 643). 

The final instrument, composed of 72 5-point items and a set of demo­
graphic questions, was completed by a stratified random sample of 392 
nursing, dental, and medical students attending UFRGS. Analyzing this final 
round of data, Feldens and Duncan demonstrated that effective teachers 
were perceived to be willing to explain subject matter during the lesson; to 
be able to give clear explanations; to enjoy their jobs; to stimulate student 
interest; to have a thorough understanding of the subject matter; to be 
consistent in their evaluation of student work. 

Feldens and Duncan benefited enormously from their pilot studies. While 
they began with some good ideas for their ultimate design, others had yet 
to be nailed down. For example, although they knew that their study would 
be descriptive, that the target population was all nursing, dental, and medical 
students at UFRGS, that professional program was a key stratifier, and that 
their goal was to describe teaching effectiveness as perceived by students 
in the target population, they had no instrument for measuring teaching 
effectiveness. They needed to construct one, to check its performance, and 
modify its content. 

Feldens and Duncan were careful to conduct their pilot studies using 
samples of students selected to represent their target population. The pur­
poseful matching of pilot and final samples ensured that the instrument they 
constructed was appropriate for the particular population they wanted to 
examine. By systematically constructing their instrument using a carefully 
planned sequence of data-gathering, they built quality and credibility into 
their instrument from the very beginning. Qualitative data from open-ended 
questionnaires and the literature review, in addition to the opinions of both 
students and professors, allowed them to identify the key components of 
"perceived teaching effectiveness," and ensured content and construct va­
lidity for the instrument. The second-phase selection of 72 items ensured 
that the items were homogeneous and the instrument internally consistent. 
The rewriting of the items for simplicity and clarity reduced measurement 
error in each item and in the questionnaire as a whole, and increased the 
precision of the final instrument. 

Relational Studies 

Suppose you want to evaluate the effectiveness of your 
campus writing center by discovering whether students 
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who have used the center write more effectively than those 
who have not. You are interested in the relationship be­
tween a dichotomous predictor-whether a student has 
used the center or not-and an outcome such as the quality 
of expository writing (or perhaps the "value added" to that 
quality). 

One important issue is whether you are interested in 
correlation or in causality. Do you want to know whether 
attendance at the writing center causes improvement in 
expository writing? Or will you be satisfied with a survey 
that indicates whether students who have attended the 
center write better than similar students who have not? If 
your focus is on causality, you must design an experiment. 
If your focus is on correlation, your study can be relational. 

Given a free hand on campus, you might randomly select 
students and randomly assign half of them to use the writ­
ing center and half to some alternative, using a pretest and 
a posttest to detect changes in the quality of their writing. 
A prospective experiment like this would support causal 
inference. But, faced with practical or ethical constraints, 
you might simply conduct a relational study of students, 
some of whom have and others of whom have not used the 
writing center. In this case your findings might be influ­
enced by selection bias, and your results might confound 
the center's effectiveness with preexisting differences 
among participants. Under even more severe constraints, 
you might be unable to study currently enrolled students 
and therefore have to resort to a mail survey of alumni (to 
find out if they attended the center while they were en­
rolled) in conjunction with a detailed examination of their 
transcripts (to obtain their grades). Neither of these last 
two designs would support causal inference. 

Relational studies are often good pilots for future exper­
imental work. A relational pilot is usually inexpensive and 
easy to carry out, and allows you to explore alternatives 
for the future experiment. You can examine relations 
among a large variety of different outcomes, predictors, and 
covariates. Perhaps you are not sure exactly what outcomes 
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you want to measure, or what predictors (such as cumula­
tive GPA, or entering SAT score, or gender, or major) to 
include. The relatively low cost of a relational pilot study 
(using data from surveys, questionnaires, and other self­
reports) allows you to investigate a relatively large and 
diverse sample of participants, The pilot study can help you 
to specify an appropriate target population, and to make 
preliminary investigations of the way effects differ by 
subgroup. You may be able to use the pilot to identify the 
influence of different components of the treatment; for ex­
ample, perhaps some students have attended only remedial 
classes at the writing center, while others have been in 
peer-counseling groups. 

One particular way a relational pilot can help is by 
quickly giving you an idea of how large an effect you might 
find in an ultimate experiment. Relational pilots are often 
conducted to find out whether it is reasonable to expect to 
find any effect of a treatment at all. If you can't find an 
association between a treatment and an outcome in a re­
lational pilot, then you may decide it's not worthwhile to 
launch your full-blown experiment. 

EXAMPLE: Piloting an experiment with a relational study: The 
effects of teaching style and achievement orientation on aca­
demic achievement. 

In constructing his California Psychological Inventory (CPI), Harrison Gough 
(1957) identified two types of achievement motivation: Ac motivation 
(achievement via conformance), which facilitates achievement in settings 
where conforming behavior-acceptance of regulations, a high degree of 
self-discipline, and so forth-is rewarded; and Ai motivation (achievement 
via independence), which facilitates achievement in settings where inde­
pendence, individuality, and creative innovation are rewarded. 

Is student achievement related to type of achievement motivation? Does 
this relationship differ according to the type of class in which the students 
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sit-conforming or independent? Arguing that traditional college curricula 
reward conforming behavior while curricular reforms emphasize indepen­
dent behavior, George Domino (1968, 1971) conducted two studies-one 
relational, one experimental-to answer these questions. 

The relational pilot. Domino began with a survey of 348 full-time juniors 
attending a California college. Using scores on Ac and Ai subscales, he 
identified four subgroups of 22 students: HiAc-HiAi, HiAc-LoAi, LoAc-HiAi, 
LoAc-LoAi. He collected data on students' GPAs from the registrar and 
coded the environment of their classes as either conforming or independent. 
Domino found what he expected: HiAc-HiAi students did well everywhere, 
but, "for the HiAc-LoAi and LoAc-HiAi students, there was a distinct and 
understandable interaction between achievement and the demands of the 
environment" (1968, p. 259). 

Domino's relational pilot helped to shape his subsequent experiment. He 
criticized the use of student GPA cumulated over four semesters as a 
measure of achievement, noting that "equivalent grades in different courses 
do not represent equivalent performances" (p. 256). He recognized that 
"some disciplines are more amenable to one type of presentation [conform­
ing versus independent] than the other" (p. 258), and questioned whether 
his findings might be an artifact of subject-matter differences. He recognized 
the limitations of his sample, commenting that his results "derive from a 
particular college setting and may not be generalizable to other educational 
institutions" (p. 259). 

The follow-up experiment. In his second study, Domino selected 100 
students from the entering class of a large university, hoping to examine 
generalizability. The students were selected from a pool of 900 freshmen, 
according to their scores on the CPI: 50 HiAc-LoAi and 50 LoAc-HiAi. Within 
achievement-motivation types, students were randomly assigned to four 
sections of an introductory psychology class: two LoAc-HiAi groups (Sec­
tions 1 and 2) and two HiAc-LoAi groups (Sections 3 and 4). The four 
groups had equal numbers of men and women and comparable average 
SAT scores, and were homogeneous in their Ac and Ai motivation. The 
psychology instructors cooperated with Domino by teaching Sections 2 and 
3 in a conforming manner and Sections 1 and 4 in an independent manner. 
Students and instructors were "blind" to the motivation scores. 

By using four sections of introductory psychology, Domino avoided the 
potential artifacts that might have been due to subject-matter differences. 
Randomization and blinding ensured that this experiment could support 
statements of causality rather than just correlation. 

At the end of the semester all students took a final examination mea­
suring factual knowledge (200 multiple-choice items) and a test of conver­
gent and divergent thinking (6 essay questions). The essays were graded 
by three external psychologists. Students were also asked to indicate their 
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satisfaction with the course and the instructor. Finally, for each student 
Domino collected the course grade given by the instructor (without regard 
to the final examination), and a two-year cumulative GPA (not including the 
course). 

Expanding his pool of outcome measures enabled Domino to widen his 
notion of academic achievement (with factual knowledge and origihality 
being separated) and to include a new measure of satisfaction. He also 
was able to lessen his reliance on GPA, the only outcome in the pilot study. 
He continued to control for gender and general aptitude, as he had done in 
the pilot. 

His findings were clear, and were supported very strongly by the findings 
of his pilot, thereby increasing generalizability. He found interactions be­
tween motivation and teaching style for factual content on the multiple­
choice items, factual knowledge in the essays, perceived teacher effective­
ness, and course evaluation, but not for original thinking, overall grade, or 
cumulative GPA. He concluded: 

Despite the artificiality of having the same instructor role-play both 
independent and conforming teaching styles, the results quite clearly 
indicate a very definite interaction between student achievement ori­
entation and teaching style. If it can be argued that educational aims 
should include both the imparting of factual knowledge and some 
degree of satisfaction on the part of students, then one method of 
achieving these aims is to match student achievement orientation with 
teaching style. (1971, p. 429) 

Informal Small-scale Experiments 

Sometimes it is useful to pilot a future experiment not as 
a relational study but as a small-scale version of your 
ultimate experiment. Such a pilot usually compromises on 
sample selection or random assignment. You might use a 
small nonrandom convenience sample-say one or two sec­
tions of a course, the faculty in a small department, or a 
few departments in a single institution-to see whether 
you can actually implement the innovation you wish to 
study. Or you might try a small-scale experiment simply 
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to see whether, once implemented, your innovation has any 
effect at all. 

But if you are to enroll students in an ad hoc fashion, 
how should you select them? Should you just pick an in­
structor or a class haphazardly? If you do, you can argue 
that if the innovation is successful when a "typical" pro­
fessor teaches "average" students, there is a reasonable 
chance it will work in other sections with other students. 
But what do you mean by average? A preferable first step 
is to use a best-case scenario. Select a section, instructor, 
or group of students you hope will be particularly receptive 
to your innovation. Then if your innovation doesn't work 
in this ideal environment, it probably is not worth pursu­
ing. If it does work, you will have taken an important first 
step-you will have shown that the innovation can be im­
plemented in your college and that, at least in an ideal 
setting, it does have an effect. 

Generalizing from the results of such a pilot is chancy 
because the study is intentionally biased. You may not 
have controlled exactly who got the treatment and who did 
not-did students select themselves into sections, were 
they assigned at random, or were they "tracked"? You may 
not have controlled the nature of the innovative treat­
ment-is its effect separable from that of the style of the 
instructor? 

How can you take these uncertainties into account in a 
small-scale project? Qualitative inquiry should always play 
a role in broadening your findings. Build in systematic 
observation. You may be able to discriminate between the 
effects of your new curriculum and those of a teacher's 
enthusiastic personality. On the quantitative side, your 
small-scale study can capitalize on naturally occurring var­
iations within your program. For example, if you have 
included several sections or classrooms in your pilot, per­
haps you can tease out confounded effects by comparing 
classes. Does the innovation have the same effect across 
each of the classrooms? If the trial runs across semesters, 
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or successive groups of students, is there consistency over 
time and across cohorts? 

EXAMPLE: Using a small-scale informal experiment to shape the 
design of a future· experiment: Improving the teaching of ex­
pository writing. 

During the 1987-88 academic year, Norman Katz, an instructor of exposi­
tory writing at Harvard University, decided to make a major change in his 
curriculum. Previously, he had taught students to write using traditional 
literary tools, asking them to write essays and to critique other pieces of 
writing. Arguing that writing is not content-free, Katz thought that students 
might improve more rapidly if writing assignments incorporated their sub­
stantive interests. 

He decided to conduct a small-scale pilot to see if there was anything 
to this idea. His fundamental question: Does the interaction between ex­
pository writing and economics affect student performance in either or both 
areas? Katz invited freshmen who were taking introductory economics to 
participate in his 2 writing sections (out of the 60 sections of the writing 
course). Because all of the students shared a common background, the 
teaching of expository writing skills could be built around substantive ideas 
in economics. 

Katz advertised his sections widely among freshmen. From among the 
volunteers, he randomly picked 15 candidates to participate in each of his 
two sections. Three outside readers from the English department and three 
from the economics department graded student papers, unaware of the 
innovation. The former group gave holistic judgments of writing quality; the 
latter evaluated the quality of the students' economic arguments. 

In the opinion of the expert judges, the expository writing of students in 
the innovative sections was better than that of students in other sections of 
the writing course. It was also slightly better than the writing of other students 
who were taking both expository writing and economics courses, but who 
were not receiving the special instruction that capitalized on that fact. The 
effect was small but consistent. And qualitative feedback from students in 
Katz's sections indicated that they had enjoyed the innovative approach 
and felt it strengthened their knowledge of economics (Katz, 1988). 

Katz's findings are not easily generalizable, because the pilot was not a 
true experiment. The pilot was intentionally flawed; Katz willingly sacrificed 
generalizability for manageability, breadth for depth. The first limitation is 
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that freshmen were not randomly selected. Although they were randomly 
assigned to groups once they had volunteered, they originally selected 
themselves. If students who volunteered for the new curriculum were sys­
tematically different-either better or worse at writing-from their peers who 
were also eligible but who did not volunteer, can the effect of Katz's inno­
vative curriculum be separated from this possible bias? 

The nature of the "treatment" was not clearly defined. What exactly was 
the treatment? Could it be replicated by others? Can anyone other than 
Norman Katz actually offer it? Indeed, Katz modified his curriculum slightly 
in the spring of 1988, his second time around, learning from his first expe­
rience in the fall of 1987. 

The findings may be attributable to the Hawthorne effect. It is possible 
that the students either knew, were told, or figured out they were part of an 
innovation, and worked extra hard at their writing. Katz therefore asked, will 
this happen if the new curriculum is implemented in a more widespread 
way? 

Do these questions invalidate the small-scale study? Absolutely not. 
Much was learned. First, Katz was able to show his colleagues that he 
could easily implement this new curriculum in the classroom. He was able 
to show that freshmen were interested in the new curriculum-in fact, he 
had many more applicants than he could accommodate. Second, he was 
able to show the new approach was empirically promising, even though its 
effects could not be definitely separated from other, possibly confounding 
effects. He certainly showed it was worth trying the new approach again 
with a more rigorous design. Third, he was able to refine his ideas as to 
what treatment would make the most sense. Initially, he simply wanted to 
"use economics to teach writing better." By the end of two semesters, he 
had developed methods and materials that could be systematically modified 
and made available to other investigators, in other disciplines, on other 
campuses. Fourth, he developed a clearer idea of how the new approach 
was affecting student production, originality, and satisfaction. In follow-up 
studies, more rigorous measures of these constructs could be applied. 
There are undoubtedly other ways in which Katz's small-scale study shaped 
future work. He simply took the first step. More rigorously designed studies 
will seek to build on his example in the future. 

Generalizing from a Small Study 

It is nice to think that when a pilot study or small-scale 
project is designed well its findings can be generalized to a 
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larger population, and that they will hold up. Usually they 
can and they will. But sometimes outcomes from a small 
study won't generalize, even when the work is excellent. It 
helps to keep this caveat in mind and to think about it. 
The basic question you should ask is, can the findings of 
the small study be generalized to a larger population with­
out changing crucial features of the population? 

You can ask this question about a small experiment, and 
you can ask it about small-scale survey results. Let's begin 
with an experiment. Suppose an innovative program is 
designed at a large university to train Ph.D. recipients for 
private-sector employment. The goal is to give people with 
Ph.D.s in English more employment options. The first ques­
tions you ask are: Can we do this training successfully? 
Will the graduates find good jobs? 

You design a small randomized controlled pilot study. 
From a pool of 30 Ph.D. candidates expressing interest in 
the private sector, 15 are randomly assigned to get the new 
program, while 15 don't get it. One year later, you compare 
results for the two programs. The results are clear. The 15 
Ph.D.s from the new program are all employed in private­
sector jobs with good salaries. They report they are happy. 
Their supervisors are satisfied with their performance. The 
control group is not nearly as well-off: many have not found 
private-sector jobs at all. So a solid conclusion is that your 
program is highly effective-it has achieved its goals. 

Now you must ask about generalizability. Will these 
findings, if translated into a program for a much larger 
population, still hold up? Translating them into widespread 
implementation suggests you will offer this training to all 
Ph.D. students in the humanities who want it. At a large 
university, this may be hundreds of people. In fact, if your 
colleagues at other universities hear about your successful 
project, they may adopt it too. 

What will probably happen? The new, expanded program 
may well fail. A year later, many Ph.D.s who have 'received 
the training may still be unemployed. Why? Because while 
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there is a strong and immediate private sector demand for 
15 English Ph.D.s, there may not be a demand for 1000. So 
the successful and well-evaluated small study may have 
results that break down when generalized. 

This illustrates an important concept in research on col­
leges. With some education programs or services, the ben­
efit the program confers to anyone recipient depends upon 
how many other people participate in the same program. 
The value to an individual participant depends upon pro­
gram size. In this case, the more widely the new training 
or curriculum is offered, the lower the expected benefit to 
anyone participating student. 

EXAMPLE: Implementing findings from a survey of students' use 
of time. 

Thomas Angelo (1989) organized an in-depth survey of how students spend 
their time at Harvard University. From the registrar's full list of 6400 students, 
he chose a 6 percent random sample, or 385 students. Using repeated 
callbacks, Angelo completed interviews with 365, for a response rate of 94 
percent. A subgroup of 42 of these students were asked to keep detailed 
logs of how they spent their time-to track, hour by hour for one full week, 
time spent studying and on other academic pursuits, time spent on extra­
curricular activities or part-time jobs, time spent socializing, and time spent 
on athletics. 

Angelo then met with each of the 42 students individually, with two goals. 
One was simply to debrief, to understand in detail how each student spent 
his or her time. The second was to discuss with students how they might 
use their time more effectively. More than half of the students reported later 
that the full process was highly useful to them, and that they would make 
some changes in their schedules. A special finding was that many students 
wish to build some athletics or physical exercise into their daily activities, 
but want to do it at a time when university athletic facilities are little used, 
to minimize waiting time. 

The students noticed that an optimum time for athletics is early afternoon, 
when the facilities are hardly used. Several of the 42 in this study actually 
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changed their schedules to participate in athletics in early afternoon, and 
were very pleased with the change. But what if these findings were dissem­
inated and generalized to all 6400 undergraduates? Even if only a small 
fraction of them acted on the findings and went to do athletics in the early 
afternoon, the result would be severe strain on the facilities. Far too many 
students would show up at the same time. This small study illustrates how 
the implementation of a small-scale research result can work beautifully, 
while wider implementation may cause the good results to break down. 
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The university work environment appears ideal for carry­
ing out research and evaluation. Faculty members under­
stand the value of doing research. Some are involved in it 
themselves. And the college or university community has 
a well-defined, easily counted, and accessible population­
faculty, students, and staff. 

Yet to our friends and colleagues at the university, these 
advantages are occasionally obscured by all the potential 
problems. Will the students object to participating in re­
search? After all, they are paying tuition to be educated, 
not to be experimented upon. Will administrators value 
your findings, and use them to improve policy? If research 
projects on campus simply result in researchers talking to 
one another, without ever promoting improvement in 
teaching, advising, or admissions, then the policy value of 
such work will be negligible. 
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It may be useful to end our book by sharing some of the 
lessons we have learned in our large, collaborative assess­
ment seminar, in which we have worked with colleagues 
to carry out more than twenty projects (Light, 1990). Our 
experiences may help you to anticipate some of the oppor­
tunities and constraints that will undoubtedly arise in your 
own work. 

Our experience has taught us that research in higher 
education offers several different opportunities, in addition 
to the obvious one of doing important work. It offers an 
opportunity for collaboration among disparate groups-fac­
ulty, administrators, and students-who do not always get 
together naturally. The research process is a useful mech­
anism for bonding people together with a common goal. It 
also offers an opportunity for administrative leadership. In 
our seminar at Harvard, President Bok took a crucial lead­
ership role. Because of his strong public statements and 
financial support, many who might otherwise have decided 
they were too busy joined the group. 

Getting Started 

When we started inviting our colleagues, both faculty 
members and administrators, to participate in our seminar, 
many asked: "What is the goal of this enterprise?" or "What 
do you want to come out of this?" An additional question, 
unspoken by most participants, was: "I'm busy-is it worth 
spending my already overcommitted time on this?" 

Such questions were a surprise to us. Our colleagues 
seemed to be asking for a specific set of goals in advance. 
We, in contrast, had hoped that seminar participants would 
develop their own goals for research on college effectiveness 
and would work collaboratively to achieve them. These 
early questions forced us to think about how to present the 
concept of systematically embedding research into day-to­
day university activities. 
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We found that an analogy to medical practice was help­
ful. Imagine a distinguished physician, perhaps the direc­
tor of a hospital or a medical association, or a physician 
with a large private practice. Because she cares about keep­
ing her patients strong and well, preventing illnesses, and 
detecting and curing troubles at an early stage, she issues 
a public statement. In her statement, she invites all her 
patients to come in for regular checkups. The goal is to 
keep the patients functioning as well and as effectively as 
possible. In the context of higher education, this is a role 
college deans and university presidents can adopt-writing 
to faculty members in an annual report, urging them to 
think about how their institution is working well, and how 
it might be strengthened. 

Back to our physician. She invites her patients in, and 
they come in voluntarily, because they share her goal of 
good health for all. She is not checking their blood pressure 
to threaten or criticize. Checkups are part of a routine for 
the maintenance of good health. Similarly, research in col­
leges and universities can be constructive rather than 
threatening, if it is a collaborative process. It must be or­
ganized and run by people who want the institution to 
function well, who have a vested interest in the mainte­
nance of its academic, social, and psychological health. 
That certainly includes faculty at all levels. 

The analogy with health care can be extended. Blood 
pressure readings are not perfectly reliable-they vary 
from day to day, hour to hour-and yet the data are useful 
for guiding broad decisions. When such data are collected, 
the doctor must ask: "What is the most useful way to report 
these blood pressure readings to patients?" Is it to say: "You 
pass-see you next year?" Or, "You fail-take this medi­
cation for the rest of your life?" No, measuring blood pres­
sure is an opportunity to educate patients, to bring about 
improvements in their daily lives and diets, to build on 
existing strengths and rectify weaknesses. The same is true 
of research in colleges. If used wisely, it can lead to im-
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provements throughout the entire fabric of an institution. 
Research in higher education should avoid simple pass-fail 
judgments. It should collect extensive data in as full and 
as rich a way as possible. Findings must be shared in a 
spirit of research for improvement, to encourage innova­
tion, and ultimately to strengthen the experiences of all 
who participate. 

Lessons from Our Seminar 

We had many expectations before embarking on our sem­
inar, not all of which were met. We would like to share six 
expectations, three fulfilled and three unfulfilled, in the 
hope that others can benefit from our experience. 

Our first correct expectation was that, despite the sense 
of some cynics that most faculty members are not eager to 
innovate and simply want to be left alone, many faculty 
members are delighted to innovate. This is especially true 
if they feel there is institutional support and institutional 
reward. Our seminar offered a forum for sharing ideas 
about new teaching devices, new teaching techniques, and 
ways of evaluating whether innovative teaching was work­
ing well. The availability of modest financial support, ini­
tially from the president's office and later from the Fund 
for Improvement of Postsecondary Education (FIPSE), the 
Sloan Foundation, and the Mellon Foundation, was crucial 
to the implementation of the many good ideas that were 
generated. 

Our second correct expectation was that a group of dis­
tinguished, busy people would faithfully attend meetings 
to plan, advise, and comment on ongoing projects. We as­
sumed that to maintain participants' interest the research 
enterprise had to be an enjoyable, intellectually rewarding 
activity in its own right. We invited senior administrators 
from twenty colleges and universities, and a mix of senior 
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and junior faculty. Everyone attended regular evening 
meetings over several years. The attraction of the meetings 
changed over the several years of the seminar. At the out­
set, the activity was designing and organizing research 
projects. In the second year, the actual implementation of 
surveys and teaching innovations began, and participants 
paid more attention to supervising projects out in the field. 
Still later, attention was directed to using substantive find­
ings in decisionmaking at the participating schools. 

Our third correct expectation was that a tendency would 
develop for participants to reward adventuresome faculty 
and administrators undertaking systematic evaluation. 
Rather than focusing only on successful innovations, which 
is most people's natural tendency, we made a special point 
of honoring colleagues who tried a new idea and system­
atically assessed its effectiveness. They were honored re­
gardless of whether the innovation turned out to be a block­
buster. This concept of rewarding the process of innovation 
and systematic evaluation took hold quickly. 

A corollary of this expectation is that most improvements 
turn out to be modest. It is unrealistic to think that in a 
short time student learning in a course can be tripled, or 
that a 55 percent dropout rate for women in the physical 
sciences can be reduced to zero. Rather, we should treasure 
small gains. Modest gains built upon steadily over time 
rapidly compound to become big improvements. 

We faced several surprises as well. We incorrectly ex­
pected that many faculty members would eagerly partici­
pate in some of the actual evaluation work, especially when 
the seminar was so well supported. We were a bit naive. 
Most senior faculty have their research agendas well set, 
and many junior faculty did not see a cl~ar connection 
between this work and their professional futures. Finding 
faculty members to do the nitty-gritty work was difficult. 
Spending time on broad-based research in higher education 
is, for most members of the faculty, not a clear career path 
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into any discipline, and therefore the seminar activities 
were an "extra." 

Our second incorrect expectation was that students 
would be leery of participating in the research. We were 
utterly mistaken. Students turned out to be enthusiastic, 
unthreatened participants and, in the end, made the whole 
enterprise go. They volunteered eagerly to do much of the 
evaluation work, the day-to-day data collection, the orga­
nization, coding, and data analysis. When our seminar be­
gan there were no student participants. By the end of the 
second year, more than a dozen undergraduate and grad­
uate students were actively involved. Several of the under­
graduates have completed honors theses based on seminar 
projects, and several graduate students are writing doctoral 
theses arising from the seminar. 

When asked why they are such enthusiastic participants, 
students give several reasons. First, participating in re­
search on higher education is one of their few chances to 
shape their own environment and that of future college 
students. Second, they find the financial support useful. 
Third, they benefit from faculty supervision when carrying 
out this work and learn much from the interaction. The 
caveat here is that if students are heavily involved their 
efforts must be supervised. This requires a major commit­
ment on the part of faculty members to assure a high­
quality training experience as well as the production of 
high-quality work. 

Our third incorrect expectation was that larger-scale, 
elaborate studies would be especially interesting to most 
participants. We misjudged this badly, and now believe that 
less can be more. Sometimes a small effort with a quick 
turnaround, if well done, is the most effective research of 
all. This is especially true when the findings from a project 
may affect a policy decision and the person in charge of 
policy has specially requested research to help shape the 
decision. 
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Decisions You Must Make 

Constitute a Team for Each Project 

For each project, we urge you to create a team that includes 
at least one administrator, one faculty member, and one 
student. This increases the chances that your research will 
have an impact on policy, and that students will be super­
vised. 

We saw this illustrated in a seminar project to evaluate 
women's persistence in the physical sciences at Harvard, 
Yale, and Dartmouth colleges. The admissions office at 
each of these colleges wanted the work done, so the admin­
istrative supervision at each college came from the dean of 
admissions, or a person designated by the dean. Similarly, 
at each college key faculty members in science were inter­
ested in the project and became involved in its design and 
execution. Students did the detailed work of collecting and 
analyzing data from admissions records, departmental rec­
ords, and in-depth student interviews. 

Top-Down versus Bottom-Up Initiative 

Two dramatically different methods for orgamzmg re­
search projects can work, and you should think carefully 
about which will work best on your campus. In a top-down 
initiative, a campus leader specifies a problem that needs 
solving or a program that needs improvement, and mem­
bers of a research team get to work on it. At Harvard, 
President Bok wrote to all seminar participants, inviting 
them to consider how students allocate their time to extra­
curricular activities and to part-time jobs. His basic ques­
tion was "how much is too much?": at what point does 
extensive involvement begin to affect academic perfor­
mance? Many seminar participants found these questions 
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important at their colleges too, and a project was under­
taken to answer them (see Angelo, 1989). 

In contrast, a bottom-up initiative comes from a partic­
ular faculty member, or department, or student group, or 
administrative office. Most seminar participants found bot­
tom-up initiatives more inviting. For example, a senior 
professor asked whether different sectioning strategies in 
his large course would affect the involvement and learning 
of his students. Seminar participants guessed that any find­
ings from his course would very likely generalize to other 
courses. As a result of one professor's question, a large 
study was organized to tryout different sectioning meth­
ods, and the results were shared widely throughout the 
community (see Bushey, 1989). 

Capitalizing on Existing Resources 

We learned quickly that each research team tends to as­
sume they must begin their work from the very beginning. 
They assume they are starting from ground zero, with little 
other work to build on. But you should remember that this 
often is not necessary. You may be able to build upon 
existing campus records and research results, thus saving 
both money and time (Braskamp, 1982; Ewell, 1988). 

For example, in a survey already in progress to ask 
Harvard alumni to reflect on part-time work and involve­
ment in extracurricular activities, a set of questions about 
foreign languages was added. What languages had these 
alumni studied in college? How much had they used the 
languages after graduation? What suggestions about 
studying languages did they have for current undergrad­
uates and for faculty in language departments? Adding 
these questions to an existing survey not only saved time 
and money but also made it possible, as a bonus, to tie the 
respondents' answers about language to their answers to 
questions about their other activities in college. 
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You will probably plan a different project if your work is 
designed to improve your own teaching effectiveness in 
your Russian course, than if your goal is to change the way 
American college students learn Russian. A recurring 
question in our seminar was: "How generalizable must my 
results be to be useful for others?" 

While it is appealing to imagine that your study will 
change national education policy, often this view is a bar­
rier to even starting a project. If you are thinking about 
national policy, you must plan a far more complex design 
than if you want to tryout a small project in one class or 
at one college. We strongly encourage you to clarify in your 
own mind exactly who your audience is, and then to take 
the first step on a small scale, rather than letting concerns 
about generalizability immobilize you (Adelman, 1983; 
Ewell, 1987). 

Projects pursued in our seminar were diverse, and dif­
ferent projects addressed different audiences. We have 
identified five specific audiences you might consider for 
your work: 

1. Your own course. How effective is your course? How 
should you improve it next time you teach it? 

2. Colleagues in your department. Perhaps your project 
builds on expert knowledge from your own teaching, but 
you feel your colleagues would benefit from systematic re­
search results. Then you should try to make your project 
depend as little as possible on your personal teaching idio­
syncrasies. 

3. Students. Many projects are undertaken to provide 
better information to students, in the style of Consumer 
Reports. For example, a finding that involvement in extra­
curricular activities or part-time work up to twenty hours 
per week has no ill effect on academic performance may be 
helpful to students thinking about how to allocate their 
time. If students are your target audience, make sure you 
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carry out your work on a generalizable sample, and search 
for particular combinations of activities or commitments 
that students should avoid. For instance, you may find that 
physics or chemistry majors should not spend twenty hours 
per week on external activities because of the extra de­
mands of laboratory work. 

4. The president or a dean. If you organize your project 
for senior administrators, we urge you to consult regularly 
with them to determine how you can present results in the 
most useful way. Results that are crystal clear to one au­
dience may be murky to another. 

This happened in the Harvard seminar when data from 
a new way of teaching expository writing skills to students 
in an economics course were analyzed by a statistician. He 
enthusiastically performed elegant regression analyses to 
summarize student performance in sections with innova­
tive. instruction. Results were presented as a series of 
regression coefficients with their standard errors. When the 
statistician presented these data to his colleagues in sta­
tistics and economics, the audience found them clear and 
exciting. But when a group of deans from several colleges 
saw the regression coefficients (corrected for bias using two­
stage least squares), they listened politely until the end of 
the presentation, and then asked for a far less technical 
summary of the main findings with policy implications for 
the colleges. 

5. A professional journal. If your goal is to disseminate 
results to colleagues throughout the nation in a profes­
sional journal, you will probably want to make your find­
ings as generalizable as possible and use cutting-edge sta­
tistical techniques. The formal refereeing process is a good 
way to assure that the methodological quality of your work 
is strong, and a professional journal is an effective way to 
reach a large audience. 

We are especially enthusiastic about publishing results 
from college research in professional journals because they 
help to increase our cumulative national knowledge base. 
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WHERE SHOULD YOU GO FROM HERE? 

In Chapter 2 we argued that each innovation or new project 
should incorporate and build upon the lessons of the old. 
Projects for the 1990s should be more advanced than those 
of the 1980s. Remember that your new project will be a 
stepping-stone for someone else to take the innovation even 
further. Sharing your findings helps to generate cumula­
tive knowledge and steady progress (Adelman, 1986; 
Bloom, Cordray, and Light, 1988). 

Planning a Longer-term Research Program 

We began our assessment seminar by inviting colleagues 
from other colleges and universities to tell about their ex­
periences with research and evaluation on their campuses. 
A crucial theme that came up over and over was the lack 
of follow-up. Participants told about interesting first steps 
that didn't lead to a second step, and that ultimately had 
little impact on their college. We encourage you to keep 
these comments in mind, and to plan a series of studies 
that, over time, will slowly but steadily strengthen your 
college in a specific area (Ewell, 1984; Ewell, 1988). 

To illustrate, admissions deans from Harvard, Yale, and 
Dartmouth began their analyses of women's persistence in 
science with a careful look at existing data. What fraction 
of undergraduate women, they asked, who initially indi­
cated a clear interest in the sciences, actually stayed with 
that interest through graduation? Each college got an an­
swer, and in each case it was between 40 and 50 percent. 

But they didn't stop with these findings. As a follow-up, 
the deans initiated interviews with both men and women 
who had indicated an interest in science. Students who 
dropped out were interviewed in depth and asked why they 
left. Students who chose to stay were also interviewed, and 
asked to share their perceptions of why they stayed while 
many of their fellow students did not. 

The deans learned a lot. They found that nearly all of 
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the switching goes on during freshman year. While several 
faculty members in science were aware of this, it was not 
widely known. A second finding was that introductory 
courses are the crucial decision point for nearly every stu­
dent who considers majoring in a science. If these courses 
are not well taught, many students decide to switch. A 
third finding was that women who switch give different 
reasons from men who switch. When asked, women who 
had switched gave reasons such as "I'm not mathematically 
strong enough," or "I found the work personally unfulfilling 
and lonely," or "The work demanded a stronger science 
background than I had, and I'm not a natural scientist." 
All of these responses show a tendency to internalize the 
decision to switch, to put the onus on themselves. Men, in 
contrast, give many more external reasons: "My advisor 
thought I would be a great social scientist," or "My obli­
gations to the varsity swimming team kept me from work­
ing late in the lab." 

This illustration drives home the value of a longer-term 
research program. Step one, finding the proportion of 
switchouts from the sciences, produces interesting infor­
mation. Step two builds upon this knowledge, and asks why 
students switch. Step three, organizing changes in the sci­
ence departments to strengthen introductory courses and 
student advising, is the policy step that ultimately can 
make a difference at a college. 

In a well-designed long-term plan, you will move steadily 
from collecting data to initiating policy change, and then 
to evaluating what improvement, if any, you have accom­
plished. A long-term research program, building system­
atically from abstract learning to concrete changes in pol­
icy, should strengthen any college. 
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