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v

 The Advanced Study Institute “Macromolecular Crystallography: Deciphering the 
Structure, Function and Dynamics of Biological Molecules” was held in Erice, Italy 
at the Ettore Majorana Foundation and Centre for Scientifi c Culture from 3 to 13 of 
June 2010. The course counted with 137 total participants from various countries. 
The programme included lectures given by invited speakers and senior participants 
and workshops. Posters were also displayed, preceded by short oral presentations 
by the presenting author. The main objective of the Institute was to train the younger 
generation on advanced methods and techniques to discover relevant structural and 
dynamic aspects of biological macromolecules. 

 The Institute program focused on the role of macromolecular crystallography 
and other complementary techniques in studying spatial and dynamic nature of macro-
molecular assemblies and their roles in living organisms. The scientifi c programme 
was organized in several blocks according to a main topic: assemblies, membranes, 
imaging, cryo-electron microscopy, mass spectrometry, dynamic assemblies, 
viruses-large particles, small angle scattering, signalling and ribosomes, with the 
participation of the  three Nobel Laureates of 2009 . Twelve workshops on data 
bases and software developments were an important part of the school. 

 The quality of all lectures was of a very high standard, since the speakers were 
among the top leaders in the world on the corresponding subject. This volume com-
prises a good selection of papers presented in this school. 

 The course was fi nanced by NATO as an ASI. Additional support was provided 
by the European Crystallography Association, the International Union of Biochemistry 
and Molecular Biology, the International Union of Crystallography, the University 
of Bologna, AstraZeneca, Bruker Axs, Douglas Instruments Ltd, Oxford Diffraction 
and Rigaku Americas & Rigaku Europe. 

   Preface   



vi Preface

 The NATO ASI Directors worked alongside and would like to specially thank 
Prof. Sir Tom Blundell, Director of the International School of Crystallography and 
the local organizers Dr. John Irwin and all the orange scarves. In particular the pre-
cious and unforgettable coordination of Prof. Lodovico Riva di Sanseverino on his 
last performance among the local organizers was of extreme value to the school. 

 Maria Arménia Carrondo 
Paola Spadon    
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 This book is dedicated to Lodovico Riva di Sanseverino, the founder and the driving 
force behind the International School of Crystallography since its inception in 1974, 
who passed away unexpectedly after the conclusion of the 2010 Course. The Erice 
meeting is well known for its excellent scientifi c contents, but it was Lodovico’s 
organizational skills, great humor and contagious enthusiasm that always made the 
school a truly unforgettable experience. 

 Scientifi c curiosity was what brought many people, old and young, professors 
and students, mentors and mentees, to the Erice School, but it was the unique com-
bination of great science, exceptional atmosphere and an easy sense of community 
that brought them back year after year. Friendships and collaborations shaped 
in Erice and fostered by Lodovico’s relentless passion for the School and for 
Crystallography have lasted many years after the conclusion of the courses. 

 In 2005 the International Union of Crystallography awarded Lodovico a special 
prize for his “Exceptional Service to Crystallography” offi cially recognizing his 
great work, and the success of the International School. This was a great moment of 
joy for Lodovico, but he would have been even happier for the words sent by Michel 
Rossmann, one of the fi rst scientifi c directors In Erice, soon after the sad news of 
Lodovico’s death: “Where else do the nights ring with songs led by Lodovico? 
Where else do you pay for your meals by signing a paper? Where else are the 
participants from every corner of the Earth? We have lost a very exceptional friend. 
Erice will surely remain an important stop on the itinerary of structural biologists, 
but, without Lodovico, it will be a new and different era”. 

 Thanks Lodovico!    

   To Lodovico   
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  Abstract   Multiprotein assemblies play major roles in most pathways involved in cell 
regulation and signaling. Weak binary interactions are transformed co-operatively 
into very specifi c systems, which achieve sensitivity, specifi city and temporal control. 
Due to the complexity and transience of these regulatory and signaling systems, a 
combination of in vivo, cell, biochemical, biophysical, and structural approaches is 
needed to investigate their structures and dynamics. Here we describe the architecture 
and spatial organisation of the complexes mediating Non-Homologous End Joining 
(NHEJ), one of the two major pathways involved in DNA double-strand break repair. 
Our example illustrates the experimental challenges and conceptual questions that are 
raised by studying such complex systems. We discuss the potential of using knowl-
edge of the spatial and temporal organization of multiprotein systems not only to give 
insights into the mechanisms of pathway regulation but also to help in the design of 
chemical tools and ultimately new therapeutic agents.  

  Keywords   Multiprotein assemblies  •  DNA repair  •  Cell regulation  •  Cell signalling  
•  Yeast two-hybrid  •  Crosslinking  •  Circular dichroism  •  AUC  •  SAXS  •  SPR  •  ITC  
•  Nanospray MS  •  DLS  •  EM  •  Crystallisation  •  X-ray diffraction  •  Structural 
 determination  •  NHEJ  •  Ku70/80  •  DNA-PKcs  •  DNA ligase IV  •  XRCC4  •  XLF  

  Abbreviations  

  EMSA    Electrophoretic mobility shift assays   
  CD    Circular dichroism   
  AUC    Analytical ultracentrifugation   
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    Chapter 1   
 Spatial and Temporal Organisation 
of Multiprotein Systems of Cell Regulation 
and Signalling: What Can We Learn from NHEJ 
System of Double-Strand Break Repair?       

       Qian   Wu   ,    Lynn   Sibanda   ,    Takashi   Ochi   ,    Victor   M.   Bolanos-Garcia   , 
   Tom   L.   Blundell      , and    Dimitri   Y.   Chirgadze      
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  SV    Sedimentation Velocity   
  SE    Sedimentation Equilibrium   
  SAXS    Small angle X-ray scattering   
  SPR    Surface Plasmon Resonance   
  ITC    Isothermal titration calorimetry   
  DLS    Dynamic light scattering   
  EM    Electron microscopy   
  NHEJ    Non-homologous end joining   
  DSB    Double-strand break   
  DNA-PK    DNA-dependent protein kinase   
  DNA-PKcs    DNA-PK catalytic subunit   
  XRCC4    X-ray cross-complementation group 4   
  XLF    XRCC4-Like Factor   
  LigIV    DNA ligase IV         

    1.1   Why Are Multiprotein Systems Important 
in Cell Regulation? 

 Cell growth and multiplication are regulated by growth factors and other  messengers, 
most of which are recognized by receptors at the cell surface. Signals are transduced 
inside the cell by second messengers, post-translational modifi cation, gene activa-
tion and many other mechanisms. DNA damage activates similar signaling path-
ways within the cell. These must all have high signal-to-noise ratios, just like 
electrical circuits; indeed both living and man-made systems have switches, trans-
ducers, adaptors and so on. 

 But how do molecular systems in cells achieve the required sensitivity and speci-
fi city? The answer cannot be in terms of very tight, enduring molecular complexes, 
as the signals could not be turned off. On the other hand, weak binary complexes 
would lack specifi city and give rise to a noisy system. The answer is to be found in 
multicomponent protein complexes, where the weak binary interactions are trans-
formed through co-operativity into very specifi c control systems. 

 A good example is provided by the interactions of fi broblast growth factor recep-
tor 2 (FGFR2) in complex with its ligand (FGF1)  [  56  ] . In solution this forms well 
defi ned 1:1 FGFR2:FGF1 complexes, which in the presence of heparin (a mimic of 
heparan sulphate) form stable 2:2:1 complexes (Fig.  1.1 ). The 2:2 complex (without 
heparin) is very unstable but can be seen in several crystal forms  [  3  ] . In the mem-
brane the picture is likely to be even more complex with clustering of receptors 
mediated by heparan sulphate and protein-protein interactions (Fig.  1.2 ). The inter-
actions are stabilised by the co-localisation of the components – FGFR and heparan 
sulphate – in the membrane, and the binding of other proteins to the intracellular 
regions, which include a juxta-membrane region and the receptor tyrosyl kinase. 
Indeed many signaling systems act through a cluster of co-localized components, 
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and these will signal back to the extracellular region, altering affi nities of ligands 
and co-receptors.   

 In many cases proteins are disordered in the unbound state, but assemble into an 
ordered complex, sometimes through a zipper or Velcro mechanism. Probably the fi rst 
examples to be studied of this kind were peptide-receptor interactions. An example is 

  Fig. 1.1    Crystal structure of the ternary complex of fi broblast growth factor 1(FGF1) in complex 
with its receptor (FGFR2) and heparin (PDB: 1E0O). Heparin is an analogue of heparan sulphate, 
a secondary receptor involved in FGF signalling. The structure reveals a stable 2:2:1 complex, 
which is supported by nanospray spectrometry. Adapted from  [  56  ]        

  Fig. 1.2    Predicted clustering of FGFR receptor with growth factor FGF and secondary receptor 
heparan sulphate (HS) on membrane. Under the physiological conditions heparan sulphate plays 
an important role in the clustering of receptors. The interactions are further stabilised by the bind-
ing of other proteins to the intracellular regions, which includes a juxta-membrane region and the 
receptor tyrosine kinase       
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glucagon, the structure of which was defi ned in our laboratory in 1975  [  69  ] . At that time 
it was shown by circular dichroism and NMR to have no secondary structure in aqueous 
solution but we hypothesized that it would adopt a helical structure in the receptor com-
plex. Recent advances on this class of GPCRs indicate that such polypeptide hormones 
do fold into a helix at the receptor. Similar fl exible peptides have been shown to be very 
common in signaling systems (see for example  [  22  ] ). Recent examples of the same 
phenomenon from our laboratory are the DNA ligase IV peptide linker in complex with 
XRCC4 (see below) and the BRC4 repeat in complex with Rad51 (Fig.  1.3 ).  

 Our original hypothesis was that unbound fl exible peptide hormones would be 
cleaved by proteases, thus removing them quickly from the circulation, but specifi c-
ity would be enhanced by the need to nucleate folding during binding and therefore 
increasing intermolecular surface achieved in this process  [  69  ] . Thus, not only spec-
ifi city but also transience might be achieved by such mechanism. A variation on this 
theme occurs with polysaccharides such as heparan sulphate chains, which probably 
bind in a similar way, with nucleation of the correct helical structure followed by 
recognition of sequence-specifi c sulphation patterns as the complex forms. 

 We have investigated the nature of the interactions in multicomponent signaling 
systems, which have structures defi ned at high resolution. Most involve interfaces 
of around 2,000 Å 2  of buried protein surface, usually comprised of mixed  hydrophobic 
and polar patches, so that both the individual components and the supramolecular 
assemblies are stable. 

 Our current model  [  5,   7  ]  then involves two kinds of complexes (see Fig.  1.4 ). The 
fi rst of these has components that have preformed globular structures that often 
exhibit adaptive changes on assembly. The second involves one component that is 

  Fig. 1.3    Crystal structure of 
BRC4 repeat in complex with 
Rad51 (PDB: 1N0W)       
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fl exible and disordered but becomes ordered in the fi nal complex. These give 
 selectivity and temporal control.  

 Multiprotein complexes have advantages simply by having multiple components. 
The chances of a binary complex arising opportunistically are relatively high. The 
greater the number of the components that have to be co-located the less chance that 
they occur in error, and so the higher the signal to noise. Furthermore, multiprotein 
systems, with components that may be adaptors, templates or scaffolds, can bring 
enzymes and receptors with their ligands together, thus decreasing entropy of the 
reaction and increasing specifi city. 

 Because many diseases require therapeutic intervention at the level of multiprotein 
systems involved in cell regulation, the detailed knowledge of the architectures and 
organization of the complexes should provide an important basis for targeting these 
processes in drug discovery. The pharmaceutical and biotechnology industries are very 
aware of this problem. Although the large, fl at and often fl exible surfaces of the indi-
vidual components are very diffi cult to modulate, some progress is being made. Most 
successful efforts seem to target sites where disordered peptides become ordered on 
interaction as helices or strands (see below). Nevertheless, most pharmaceutical com-
panies continue to focus on individual proteins, and a large number are working on the 
ATP binding sites of protein kinases or the specifi city pockets of regulatory proteases. 

  Fig. 1.4    Models of protein-protein interactions: Proteins of preformed globular structures can 
assemble with little change in conformation ( top ) but often exhibit adaptive changes following 
complex formation ( middle ). However, in many cases one component is fl exible and disordered but 
becomes ordered in the complex ( bottom )       
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 Thus for both understanding the basis of cell and whole organism biology, and 
for gaining selectivity of potential therapeutic agents, much more must be defi ned 
of the temporal and spatial organization of these regulatory systems. Unfortunately, 
individual structures usually give little indication of their nature and prediction of 
the poses of the complexes from docking individual components has proved to be 
challenging, probably more challenging than the so-called folding problem. The 
only solution is to defi ne structures of complexes experimentally.  

    1.2   Methods to Study Multiprotein Assemblies 

 The complexity and transience of regulatory multiprotein systems demands the 
exploitation of sophisticated molecular, cell biology and microscopy techniques to 
study the structure and dynamics of protein-protein interactions in living cells. The 
combined use of  in vivo  and  in vitro  methods to confi rm bona fi de interactions may 
involve the following techniques: 

    1.2.1   In Vivo Approaches 

    1.2.1.1   Live-Cell Imaging 

 The monitoring of protein sub-cell localisation, stability and interactions using opti-
cal microscopy and related methodologies has been boosted by the use of fl uoro-
phores such as green fl uorescent protein (GFP) fused to the gene encoding for the 
protein of interest. Nowadays, GFP and the ever-increasing number of its colour-
shifted engineered derivatives are routinely used for monitoring the sub-cell locali-
sation, activity and/or stability of protein molecules in living cells.  

    1.2.1.2   Förster Resonance Energy Transfer (FRET) Microscopy 

 FRET measures energy transfer between fl uorescent probes in proteins, so provid-
ing valuable information about distances between them and thus intracellular 
molecular interactions and other spatial relationships.  

    1.2.1.3   Yeast Two-Hybrid 

 Yeast serves as an excellent organism to exploit the modular nature of eukaryotic 
transcription factors such as GAL4, which is composed of two physically separable 
domains: a sequence-specifi c DNA binding domain (BD) and a transcription 
 activation domain (AD). The two domains need not be present in the same  polypeptide 
to activate transcription. Thus, the interaction between two proteins can be  determined 
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by producing one construct that couples the DNA sequence encoding the protein of 
interest fused to the BD to create the “bait” fusion. The interacting protein partners 
(or library) are expressed as fusions to the AD, creating “prey” fusion proteins. 
Neither of these domains alone is able to activate the transcription machinery, but 
association between BD and AD fusion proteins reconstitutes an active transcription 
factor that initiates the expression of one or more reporter genes (see Fig.  1.5 ).   

    1.2.1.4   In Vivo Crosslinking 

 The method relies on the incorporation of photo-reactive amino acid analogues (for 
example analogues such as leucine and methionine derivatives with photoreactive 
diazirine groups) into the proteins of interest. Their similarity with the natural amino 
acids allows them to escape strict identity control mechanisms during protein 
 synthesis and they are incorporated into proteins by the usual translation machinery. 
Diazirines groups are activated after exposure to ultraviolet radiation, allowing the 
monitoring of interacting proteins located within a few Ångstroms of the photo-
reactive amino acid analogue  [  78  ] .   

  Fig. 1.5    Yeast two-hybrid. The method exploits the modular nature of eukaryotic transcription factors 
such as GAL4, which is composed of two physically separable domains: a sequence-specifi c DNA 
binding domain (BD) and a transcription activation domain (AD). One construct that couples the DNA 
sequence encoding the protein of interest is fused to the DNA (BD) to create the “bait” fusion. The 
interacting protein partners (or library) are expressed as fusions to the AD, creating “prey” fusion 
proteins. The association between BD and AD fusion proteins activates transcription factor that initi-
ates the expression of one or more reporter genes (in the example, alpha-galactosidase)       
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    1.2.2   Biochemical Approaches 

    1.2.2.1   Co-immunoprecipitation and Immunoaffi nity Chromatography 

 Co-immunoprecipitation (also known as a pull-down) is commonly used to 
 verify interactions between suspected interacting partners in cell extracts. An 
antibody that binds specifi cally to a protein of interest is added and the antibody-
protein complex is pelleted, often using protein-G sepharose which binds most 
antibodies. In immunoaffi nity chromatography the specifi c antibody is used to 
immobilise the protein of interest to the column. Other interacting proteins are 
identifi ed by Western blot or by sequencing a purifi ed protein band. These 
approaches are suitable for testing direct interactions and for an initial screen 
for interacting proteins.  

    1.2.2.2   Denaturing and Native Gels 

 Denaturing and native gels are widely used to analyse protein samples. Denaturing 
gels (SDS-PAGE) (see Fig.  1.6 ) contain the denaturing detergent sodium dodecyl 
sulfate (SDS) and are used to check protein stability and sample purity after each 
step of purifi cation. After heating to 100°C, negatively charged SDS binds to the 
denatured protein polypeptide in proportion to polypeptide size. The denatured pro-
teins with uniform negatively charged density are then separated in denaturing gels 
under electrophoresis according to their individual molecular weights  [  70  ] .  

 Native gels (Native-PAGE) do not contain protein-denaturing agent and  therefore 
can be used for analyzing protein self-association or aggregation, as well as protein-
protein and protein-DNA interactions in native conditions. Protein samples are 
separated according to their molecular mass, surface charge and molecular confor-
mation. Protein samples run in a native gel can be recovered from the gel and ana-
lyzed further using denaturing gel. Both denaturing and native gels are essential 
biochemical tools for the study of multiprotein assemblies.  

  Fig. 1.6    XLF 
1-233

  in 
denaturing gel       
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    1.2.2.3   Gel Shifts for Nucleotide Interactions 

 Electrophoretic mobility shift assays (EMSA) (see Fig.  1.7 ) provide a simple and 
rapid way to study protein and DNA interactions  [  24  ] . Both acrylamide and agarose 
gels are used to study macromolecule/nucleotide interactions. Positions of nucle-
otides can be checked easily if they are labeled with radioactive or fl uorescent mark-
ers. If not, gels can be stained with, for example, EtBr and SYBR Gold (Invitrogen). 
Macromolecule components of each band can be analyzed with SDS-page. A good 
example of the use of this method is Górna et al .   [  27  ] , who describe an extensive 
EMSA study of protein/RNA complexes.   

    1.2.2.4   Protein Cross-linking 

 For highly dynamic multiprotein assemblies, protein cross-linking provides a 
 powerful way to capture these protein assemblies. An example of a cross-linker is 
bis(sulfosuccinimidyl)suberate (BS3), which contains  N -hydroxysulfosuccinimide 
(NHS) esters at each end and is a water-soluble version of disuccinimidyl suberate. 
Cross-linked proteins can then be identifi ed and analyzed using SDS-PAGE gels 
and mass spectrometry. Such protein cross-linking information can be used to map 
the functional interaction partners in complex multiprotein assemblies.  

    1.2.2.5   Analytical Gel Filtration Chromatography 

 Evidence of oligomeric or multiprotein assemblies can be seen from gel fi ltration. 
Since gel fi ltration can separates molecules depending on molecular sizes and 

  Fig. 1.7    EMSA of LigIV/XRCC4 with DNA. The fi gure shows the interaction of various quantities 
of LigIV/XRCC4 with 0.5 pmol of 350 bp DNA without 5’ phosphates on 0.8%(w/v) TBE agarose 
gel. The quantity of LigIV/XRCC4 was doubled sequentially from 1 to 64 pmol. DNA was 
visualized with 0.5  m g/ml of EtBr       
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shapes  [  61  ] , the alternation of molecular volumes and shapes by forming complexes 
shifts elution volumes from gel fi ltration columns. A range of gel fi ltration matrices, 
which can separate various sizes of molecules, is available from different compa-
nies, e.g. Hagel  [  30  ] , Table 8.3.4. Prepacked Superdex 75 or 200 5/150 GL columns 
(GE healthcare), which have become available recently, may be useful for structural 
studies of macromolecular complexes because a small volume of a sample can run 
in a very short time without diluting samples.   

    1.2.3   Biophysical Methods 

    1.2.3.1   Circular Dichroism 

 Circular dichroism (CD) arises from the difference of absorption of right- and left-
handed polarized light. In protein solutions, far UV CD arises from amide bonds of 
the peptides and depends on the environment of the amides; thus each secondary 
structure has a characteristic CD spectrum and composition of secondary structures 
can be analyzed  [  29,   41  ] . The near UV CD can be used to investigate the environ-
ments of aromatic sidechains. Thus, CD can be used to check folding of macromol-
ecules and to investigate its dependence on temperature, pH and chemical agents. 
CD can be used to investigate the effects of mutations, chemical modifi cation and 
ligand binding on the conformations of proteins  [  41  ] . It can also be used to study 
DNA and RNA structures  [  63  ] .  

    1.2.3.2   Analytical Ultracentrifugation 

 Analytical ultracentrifugation (AUC) is a powerful method for studying multipro-
tein assemblies in physiological solution conditions without labeling and chemical 
modifi cation  [  71  ] . The protein sample distribution is monitored in real time by an 
optical detector during centrifugation. Two analytical ultracentrifugation experi-
ments Sedimentation Velocity (SV) and Sedimentation Equilibrium (SE) analytical 
ultracentrifugation can be performed by analytical centrifuges (e.g. Optima XL-I 
Beckman) to study protein self-association, protein-protein, protein-DNA interac-
tion (see Fig.  1.8 ).  

 Sedimentation velocity is normally used to as a hydrodynamic method to study 
the protein static association interaction, in which the dissociation process is 
 relatively slow in the time scale of experiment.  [  36  ]  The rate of protein complex 
sedimentation under high centrifugal force depends on its own molecular mass, 
density and shape. Therefore this real-time measured rate value is used to calculate 
sedimentation coeffi cient, which can lead to calculation of sample heterogeneity, 
protein complex molar mass, stoichiometry, low resolution complex shape and pos-
sible complex conformational change  [  18,   71  ] . 
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 For protein complexes with dynamic interaction, the association and dissociation 
process is too fast to be detected in the time scale of the experiment. In order to 
study the dynamic protein interaction, sedimentation equilibrium is more commonly 
used as a thermodynamic method to obtain information about the composition 
dependence of signal-average buoyant molar mass  [  36  ] . The sample is run at lower 
centrifugal force than sedimentation velocity in order to reach the sedimentation 
equilibrium. When the sedimentation transport force is balanced by the reverse-
direction, protein molecular diffusion force leads to the establishment of concentra-
tion gradient. At sedimentation equilibrium, the concentration distribution only 
depends on molecular mass, not the shape. Sedimentation equilibrium is a powerful 
method for studying the protein self-association property under different concentra-
tions and protein-protein interaction kinetics  [  71  ] , and with a multiwavelength 
detection system can also be used to detect protein-DNA interactions.  

    1.2.3.3   SAXS 

 Small angle X-ray scattering (SAXS) can be used to study shapes, conformations 
and oligomeric states of macromolecules  [  79,   80  ] , and to provide structural 
 information of fl exible and disordered macromolecules  [  4  ] . SAXS observes  randomly 
orientated macromolecules in solution; therefore, in a way that differs from X-ray 
crystallography, the scattering intensity is averaged over orientation. Scattering pro-
fi les can be inverse Fourier transformed to the distance distribution function, shapes 
of which directly refl ect the shapes of macromolecules  [  80  ] . To obtain characteristic 
parameters of macromolecules, a Guinier plot can be used to identify monodispersity 
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and the slope gives the radius of gyration  [  80  ] . Folding states of molecules can be 
checked with a Kratky plot; a folded protein should give a parabolic peak  [  62  ] . 

 It is also possible to obtain structural information of macromolecules. From 
 simulated SAXS curves from atomic structures, we can extract structural informa-
tion at up to 5 Å resolution, including shape and folding of macromolecules  [  79  ]  
(see Fig.  1.9 ). Structures of macromolecules are obtained by using  ab initio  model-
ing  [  80  ]  as well as rigid-body modeling  [  58  ] . The modeling is now possible even if 
those molecules are fl exible and contains disordered linkers  [  4,   55  ] . The SAXS data 
can be in incorporated into model building as special restraints  [  23  ] . In Europe, we 
can perform SAXS experiments at SAXS beamlines in synchrotron facilities such 
as ID14-3 in ESRF (Grenoble, France) and X33 in DESY (Hamburg, Germany). 
Recent hardware developments at the SIBYL beamline in the Advanced Light 
Source (Berkeley, U.S.A) allow one to perform SAXS experiments with only 12  m l 
of 1 mg/ml of sample  [  37  ] .   

    1.2.3.4   Surface Plasmon Resonance 

 Biacore Surface Plasmon Resonance (SPR) technology is widely used to identify 
interactions, to measure binding and dissociation affi nities, and to calculate disso-
ciation constants and binding stoichiometries for protein-protein and protein-DNA 

  Fig. 1.9    SAXS study of BRCT domains of LigIV and a mutated XRCC4 (residue 1–213) (BmX4). 
( a ) The fi gure shows the SAXS curve of BmX4 and a simulated SAXS curve from the correspond-
ing crystallographic structure (PDB: 3II6)  [  86  ] . ( b ) The shape reconstruction envelop of BmX4 
was produced using Gasbor  [  79  ] . The normalized spatial discrepancy from ten individual models 
was 1.86. The molecular envelope was produced using the UCSF Chimera package from the 
Resource for Biocomputing, Visualization, and Informatics at the University of California, San 
Francisco (supported by NIH P41 RR-01081). The crystallographic model was superimposed by 
using Chimera  [  59  ]        
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interactions (Fig.  1.10 ). A Biacore sensor chip containing a thin layer of gold is used 
to immobilize one protein or DNA; other proteins can fl ow over the chip surface. 
If protein-protein or protein-DNA interaction occurs, the refractive index of the 
 solvent near the protein-immobilized gold-layer side will change. SPR is an optical 
technique that can measure the refractive index differences by detecting the change 
of the refl ection incidence angle of polarized light  [  38  ] . The output sensorgram is 
used to analyse the binding kinetics and interaction model.  

 The advantages of using Biacore SPR for protein-protein and protein-DNA 
interaction of complex multicomplex assemblies studies are (1) determination of 
real time association and dissociation constants; (2) label free for target proteins; 
(3) relative small quantities of protein and nucleic acids requirement; (4) automatic 
and high throughput.  

    1.2.3.5   Isothermal Titration Calorimetry 

 Isothermal titration calorimetry (ITC) is currently the only biophysical method that 
can not only measure the interaction association constant (K 

a
 ), and also calculate 

the two thermodynamic values for the interaction process: the change of enthalpy 
 D H and entropy  D S  [  43  ] . 

 In ITC, typically one protein solution is injected stepwise into the reaction cell 
containing another protein solution. The heat released or absorbed from protein-
protein interaction process can be calculated by ITC instrument through measuring 
the energy needed to keep the reaction and reference cells in the same temperature 
level  [  43  ]  (Fig.  1.11 ). Besides obtaining association constant (K 

a
 ), enthalpy change 
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( D H) and entropy change ( D S), further calculations can also lead to the free energy 
( D G), heat capacity of binding ( D C 

p
 ) and complex stoichiometry. Together with 

structural information, ITC results can help to mapping the protein complex 
 interaction region and energetic contribution  [  60  ] .   

    1.2.3.6   Nano-electrospray Ionization MS 

 Nano-electrospray ionization mass spectrometry (Nano-ESI-MS) is a powerful 
method to study intact  protein complexes. After buffer exchange with ammonium 
acetate, the sample is sprayed by nanofl ow capillary. Sample droplets formed will 
desolvate and eventually turn into gas phase ions, entering into the vacuum stage 
mass analyser  [  32  ] . 

 Nano-ESI-MS is used to (1) Identify the molecular weights of oligomeric 
 proteins, protein complexes and protein-DNA complexes very accurately. 
Knowing the  molecular mass of complex molecular and individual components, 
the complex stoichiometries can be identifi ed (Fig.  1.12 ); (2) Study of the  complex 

  Fig. 1.11    ITC result for 
FGF1-heparin complex with 
FGFR2 (unpublished data 
from Alan Brown, 
Department of Biochemistry, 
University of Cambridge)       
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subunit binding strength through tandem MS. Protein complex subunits can dis-
sociate from the  original complex through increasing the voltage and pressure to 
the collision cell. By  comparing the energy required to separate specifi c subunit 
interaction from the complex, the strength of protein assembled in the complex 
can be analyzed  [  35,   72  ] .   

    1.2.3.7   Dynamic Light Scattering 

 For the study of multiprotein assembly structures, dynamic light scattering (DLS), 
also known as quasi elastic light scattering (Quels) and photon correlation spectros-
copy (PCS), measures laser light scattered from soluble macromolecules or 
 suspended particles. It is a useful tool for measuring the protein sample polydisper-
sity and state of aggregation after purifi cation, in different sample concentrations 
and during protein sample buffer screening prior to setting up protein crystallization 
trials. DLS can also determine the rough sizes and shapes of proteins in solution.  

    1.2.3.8   Fluorescence Spectroscopy 

 Fluorescence spectroscopy is used to study interactions of proteins and other mol-
ecules  [  10  ] . The modern approaches bring together classic fl uorescence techniques 
and advances in laser excitation and detection capabilities with novel probes and 
chemistries to couple them to proteins and nucleic acids. For example, probes can 
be introduced by modifying cysteines at surface positions of proteins, where they do 
not affect aggregation. For nucleic acids 6-FAM tagged molecules can be purchased. 
Fluorescence is measured by luminescence spectrometry.   

  Fig. 1.12    Nano-electrospray ionization mass spectrometry for FGF/FGFR/Heparin complexes 
reveals a predominant FGF2:FGFR:heparin 1:1:1 stoichiometry  [  33  ]        
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    1.2.4   Structure Determination 

    1.2.4.1   Electron Microscopy 

 Single particle reconstruction electron microscopy can be used to obtain low and medium 
resolution images of complexes. Negatively-stained images of macromolecules, for 
instance by uranium acetate, give molecular envelopes  [  9  ] . Although resolution is lower 
than cryo-EM, sample preparation is simple and stained molecules provide high contrast 
 [  9  ] . Cryo-EM provides internal structures of macromolecules  [  9  ]  (Fig.  1.13 ). Recent 
developments of various aspects of cryo-EM pushed reconstructed images to near 
atomic resolution, e.g. 3.3 Å  [  89  ] . GraFix, ultracentrifugation in solutions with glycerol 
and fi xation gradients is a recently developed method to provide homogeneous samples, 
and can improve the quality of EM images  [  40  ] . Model building into EM maps can be 
achieved with and without crystallographic structures  [  46,   68  ] . As a guide of the model-
ing, hexahistidine tags and DNA labeled with gold clusters (Nanoprobes) allow the 
location of the tags and DNA in complexes. In reverse, EM maps have been successfully 
used for phasing X-ray diffraction data by molecular replacement  [  51,   88  ] .   

    1.2.4.2   Crystallisation 

 “State-of-the-art” equipment nowadays includes robotics for carrying out the 
 crystallisation trials, preparation of crystallisation buffers and crystal growth 
 monitoring. The search for crystallisation conditions typically involves trials of a 
number of commercial crystallisation screens (about 2,000 conditions). This can 
now be set up with sitting drops vapour-diffusion crystallisation trials, for example 
using Phoenix 96-channel crystallisation robot (Alpha Biotech) (Fig.  1.14 ). This 
robot can dispense 50 nL drops allowing preservation of protein material. Monitoring 
of crystal growth can be done with highly automated crystal imaging and  monitoring 

  Fig. 1.13    Cryo EM results for DNA-PKcs. References to the publications and resolutions of the 
models are given above       
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system (for example: Minstrel, by Rigaku; Rock Imager by Formulatrix). Once the 
formulations of preliminary crystallisation conditions are found, they are refi ned by 
varying concentrations of precipitating agents and the protein, for which small fac-
torial optimisation screens can be created using liquid handling robot (Firdom EVO 
by Tecan Ltd). The fi nal crystallisation trials are often set up manually using the 
hanging drop vapour-diffusion technique.   

    1.2.4.3   X-ray Diffraction Data Collection 

 A high intensity X-ray generator equipped with a cryogenic device and a CCD area 
detector as an in-house source as well as access to synchrotron radiation sources 
such as Diamond Light Source (Oxford, UK) and European Synchrotron Radiation 
Facility (Grenoble, France) are optimally required for performing X-ray diffraction 
data collection experiments. Assessment of the diffraction quality of protein crys-
tals and collection of preliminary sets of data are often carried out using an in–house 
source with the primary dataset collection performed at a synchrotron source. 
Crystals of large multicomponent complexes generally have limited diffracting abil-
ities, therefore requiring the sole use of synchrotron facilities (Fig.  1.15 ). A nitrogen 
cryogenic device (like Cobra Cryostream by Oxford CryoSystems, Ltd) is routinely 
used to maintain cryogenic conditions for crystals during data collection.   

    1.2.4.4   Crystal Structure Determination 

 Crystal structure determinations of multiprotein complexes, where structures of 
individual components have been defi ned elsewhere, are performed using the 
Molecular Replacement (MR) method. In other cases the phase information is 
obtained by Multiwavelength Anomalous Dispersion (MAD), Single wavelength 
Anomalous Diffraction (SAD) or Multiple Isomorphous Replacement (MIR) 
 methods using either selenomethionyl proteins or by incorporation of heavy metal 
ions. For very large multiprotein complexes, the use of heavy metal clusters, like 
tantalum bromide cluster, which was used in determination of DNA-PKcs crystal 
structure  [  74  ] , proved to be more successful (Fig.  1.16 ).     

  Fig. 1.14    Protein crystallisation using vapour-diffusion technique. ( a ) Schematic representations of 
protein crystallisation apparatus by achieving solution supersaturation of the protein through vapour-
diffusion technique using hanging, sandwich or sitting drop methods. ( b ) Protein crystals – crystal of 
DNA-PKcs       
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  Fig. 1.15    X-ray diffraction data collection. ( a ) Mounted crystal of DNA-PKcs soaked with hexa-
tantalum tetradecabromide (Ta

6
Br

12
2+) are green in colour, in a loop prepared for cryogenic X-ray 

diffraction data collection. ( b ) Diffraction pattern extending to 6.6 Å resolution obtained from the 
above crystal of DNA-PKcs using synchrotron radiation source (beamline ID29, ESRF, France)       

  Fig. 1.16    Crystal structure determination ( a ) Experimentally measured tantalum atom edge fl uo-
rescence scan of DNA-PKcs crystals soaked with hexatantalum tetradecabromide (Ta

6
Br

12
2+). ( b ) 

Electron density map calculated at 6.6 Å resolution using phases determined by the MAD method 
showing the location of Ta

6
Br

12
2+ as well as manually built alpha-helices of DNA-PKcs       
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    1.3   An Example in Depth: The Multiprotein System 
of Non-Homologous End Joining 

 We now illustrate the approach described above in the study of the spatial and 
 temporal organisation of the Non-Homologous End Joining (NHEJ) complexes that 
are involved in DNA double-strand break repair. 

    1.3.1   Background 

 Non-Homologous End Joining (NHEJ) and Homologous Recombination (HR) are 
the two major pathways of DNA double-strand break (DSB) repair in human cells. 
HR functions mainly in cell cycle late S/G2 phases due to its requirement of a sister 
chromatid  [  81  ] . In contrast, NHEJ repairs DSBs directly without any DNA template 
and plays its role in G1/early S phases  [  52,   81  ] . DNA DSBs, the most severe DNA 
damages in eukaryotic cells, can be generated by ionizing radiation, reactive oxygen 
species and DNA replication across a nick  [  52  ] . A single DBS can potentially kill 
cells and erroneous repairing of DSBs may cause the loss and amplifi cation of chro-
mosomal materials or chromosomal translocations, which are carcinogenic  [  42  ] . 
NHEJ is also responsible for programmed DSBs in V(D)J recombination  [  26  ]  and 
class switch recombination  [  13  ]  during development of immune diversity. 

 The NHEJ process comprises  synapsis ,  end processing  and  ligation   [  45  ] . During 
 synapsis  DNA-dependent protein kinase (DNA-PK), which consists of Ku70, Ku80, 
DNA-PK catalytic subunit (DNA-PKcs) and DNA. Ku70 and Ku80, assembles 
around the broken DNA ends and ring-shaped heterodimers maintain them in prox-
imity  [  21,   82  ] . DNA-PKcs (phosphoinositide 3-kinase-related serine/threonine 
kinase), is recruited to DNA ends through interaction with the C-terminus of Ku80 
 [  25,   34,   75  ] . Two DNA-PK complexes are probably required to hold the two DNA 
ends close together  [  77  ] . DNA-PKcs phosphorylates itself and various other pro-
teins, including NHEJ components  [  76,   84  ] . The  end processing  involves nucleases 
such as Artemis  [  50  ] , which exhibits 5 ¢  to 3 ¢  endonuclease activity after activation 
by DNA-PKcs phosphorylation  [  48,   50  ] . The fi nal  ligation  step is mediated by DNA 
ligase IV (LigIV), in a stable complex with dimeric X-ray cross-complementation 
group 4 (XRCC4)  [  17,   28  ] . XLF/Cernunnos also interacts with XRCC4, and 
enhances the LigIV DNA ligation process  [  1,   12  ] . Figure  1.17  summarises our cur-
rent knowledge of NHEJ protein interactions and phosphorylation by DNA-PKcs.   

    1.3.2   Structural Biology of Individual Components 

    1.3.2.1   Ku 

 The crystal structure of the Ku70/80, which does not include the C-terminal 
 DNA-PKcs interaction domain of Ku80 (Ku80CTD), and its complex with a DNA 
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fragment (Fig.  1.18 ) revealed a ring structure that encircles the duplex DNA  [  82  ] . 
No large conformational changes occur on binding of heterodimeric Ku except for 
the DNA binding C-terminal domain of Ku70. No contacts with DNA bases and 
only a few interactions with the sugar-phosphate backbone are made.   

    1.3.2.2   DNA-PKcs 

 Single particle electron microscopy reconstruction of DNA-PKcs Chiu et al. 
 [  14  ] , Rivera-Calzada et al.  [  66  ] ) and Williams et al.  [  85  ]  gives a good impression 
of the overall structure. The crystal structure of DNA-PKcs in complex with the 
C-terminal domain of Ku80 (Fig.  1.19 ) at 6.6 Å resolution has been determined 

  Fig. 1.17    Schematic diagram of interactions of NHEJ double-strand break DNA repair proteins. 
Colour fi lled shapes indicate proteins and complexes with known crystal structures. Letter “P” 
indicates phosphorylation by DNA-PKcs       

  Fig. 1.18    Crystal structure 
of Ku70/80 bound with DNA 
(PDB: 1JEY)       
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using multi-wavelength anomalous dispersion method with Ta 
6
 Br  

12
  2+   heavy metal 

cluster  [  74  ] .  
 The DNA-PKcs tertiary structure (Fig.  1.3a ) comprises repeats that form a  hollow 

circular structure comprising ~66  a -helices. Within this circular structure, the regu-
larity of the HEAT repeats breaks down, possibly indicating fl exibility. The ring 
structure provides a platform for proteins that engage in the repair of broken DNA 
and which, together with Ku, holds in place the DNA while it is being repaired. 

 In the C-terminal region the chain forms the Head/Crown, which contains the 
FAT, kinase domain, FATC. The kinase structure was identifi ed and modeled from 
PI(3)K g , one of the family members, which was superposed onto the Head/Crown 
region, resulting in a plausible fi t to the N-lobe  b -strands and the C-lobe  a -helices.  

    1.3.2.3   DNA Ligase IV 

 Human LigIV is unstable by itself but it is stabilised by interaction with XRCC4  [  11  ]  
and is pre-adenylated in human cells and ready for the ligation  [  67  ] . LigIV can be 
divided into catalytic and interaction regions. The catalytic region is conserved among 
other human DNA ligases and contains the DNA binding domain, (DBD), the nucle-
otidyltransferase domain (NTase) and the OB-fold domain (OBD)  [  54  ] . The region 
that interacts with XRCC4  [  17  ]  and Ku70/80  [  16  ]  consists of two BRCT domains 
connected by a fl exible linker. Further work is required to understand the structural 
differences between the catalytic region of LigIV and that of the two other human 
DNA ligases and the spatial arrangement of the two BRCT domains in free form.  

  Fig. 1.19    Crystal structure of DNA-PKcs. Molecular surface of the DNA-PKcs structure showing 
( a ) front and ( b ) side views. Also shown in ( a ) is the overall size of DNA-PKcs with the potential 
fl exible sites indicated by arrows (fi gure adapted from  [  74  ] )       
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    1.3.2.4   XRCC4 and XLF 

 XRCC4 is a homodimer containing an N-terminal head domain and an elongated 
coiled coil at the C-terminal  [  39,   73  ] . The region of the XRCC4 C-terminal domain 
after residue 213 is not included in current solved XRCC4 crystal structures due to 
its predicted fl exible structure. XRCC4 can exist as a salt-dependent equilibrium of 
dimers and tetramers in solution  [  49  ] . The dynamic of XRCC4 oligomers formation 
can be also shifted to dimmers through strong binding of LigIV to XRCC4 C-terminal 
helices  [  49  ] . The binding region between XRCC4 and LigIV overlaps with the 
XRCC4 tetramerisation region, which may explain why LigIV functions as a strong 
competitor to shift the equilibrium towards the XRCC4 dimer in solution  [  49  ]  
(Fig.  1.20 ).  

 XLF (XRCC4-Like Factor), which is conserved throughout a wide range of 
eukaryotes, localizes to the nucleus of human cells  [  1  ] , consistent with the presence 
of a nuclear localization sequence (NLS) at the C-terminal. XLF is an obligate 
homodimer with a globular N-terminal head domain and extended coiled-coil heli-
cal tail, which is folded back around the coiled-coil (Fig.  1.21 )  [  2,   44  ] . XLF and 
XRCC4 contain the similar head domains, which include seven-stranded antiparal-
lel  b -structure sandwiching a helix-turn-helix motif, but XLF contains an extra helix 
at the N-terminus. XLF contains distinct helices folding back at the C-terminus, 
which are absent in XRCC4. The structural differences between XLF and XRCC4 
tail structures may explain why LigIV does not interact with XLF in the same way 
as XRCC4. XLF enhances the LigIV/XRCC4 DNA ligation process  [  65  ] , but the 
exact functions and mechanisms of action of XLF in NHEJ are still not fully 
understood.    

  Fig. 1.20    The XRCC4 dimer 
and tetramer equilibrium. 
Complex of a dimer with the 
LigIV peptide shifts the 
equilibrium to dimer       
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    1.3.3   Structural Biology of Complexes 

    1.3.3.1   DNA-PKcs/Ku/DNA Ternary Complex (DNA-PK) 

 Ku80CTD, which is dispensable for the binding of Ku70/80 to DNA and is absent 
in the crystal structure of the Ku70/80 heterodimer, is an  a -helical molecule required 
for DNA-PK recruitment to the sites of damaged DNA  [  25,   75  ] . The Ku heterodi-
mer is required for binding double-stranded (ds) DNA ends and DNA binding leads 
to the recruitment of the of DNA-PKcs. X-ray crystallography  [  74  ] , single-particle 
electron microscopy (EM)  [  66  ]  and SAXS combined with live cell imaging  [  31  ]  
have not been successful in locating its position. 

 DNA-PKcs/Ku70/Ku80 holo-enzyme structures and possible synaptic com-
plexes defi ned using cryo-electron microscopy  [  8  ]  have provided evidence of con-
formational changes in human DNA-PKcs when double-stranded DNA binds, and 
suggested that this may correlate with the activation of the kinase. Spagnolo et al. 
 [  77  ]  using single-particle electron microscopy at ~25 Å resolution of the holo-
enzyme assembled on DNA found further evidence for conformational changes on 
binding of Ku and DNA to DNA-PKcs. SAXS studies of DNA-PK indicated two 
different modes of dimerisation  [  31  ]  and have demonstrated that DNA-PK phos-
phorylation causes a large conformational change, suffi cient to open the gap in the 
ring  [  74  ]  and provide access to or release from DNA  [  57  ] .  

    1.3.3.2   DNA Ligase IV/XRCC4 

 The tight complex of dimeric XRCC4 with BRCT domains of LigIV  [  17  ]  is medi-
ated by a well ordered linker  [  73  ]  (Fig.  1.22a ) which is likely to be unstructured in 

  Fig. 1.21    Crystal structure 
of XLF1-233 homodimer 
(PDB:2QM4) (Modifi ed 
fi gure from  [  44  ] )       
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isolation  [  73  ] . Additional contacts between LigIV and XRCC4 are made through 
the region following the linker and the second BRCT domain both in yeast and 
human (Fig.  1.22b )  [  20,   86  ] . The kink and right-handed undecad coiled-coil in 
one helix of the coiled-coil of human XRCC4 dimer in the linker complex is 
replaced by a bend in the opposite direction in the complex between XRCC4 and 
the BRCT domains  [  86  ] . The catalytic region of LigIV seems to be fl exibly 
attached to the BRCT domains even though it forms complex with XRCC4  [  53, 
  64  ] . This fl exibility may be important for the catalytic activity of the complex in 
NHEJ  [  57  ] .   

    1.3.3.3   XLF/XRCC4 Complexes 

 XLF was found to interact with XRCC4 through protein head domains in a yeast two-
hybrid study of various mutants  [  1,   19  ] . The interaction between XLF and XRCC4 is 
salt sensitive and does not depend on DNA  [  65  ] . XLF that is bound to beads at its 
C-terminus is still able to pull down LigIV/XRCC4, implying that the C-terminal of 
XLF is not important for interaction with LigIV/XRCC4  [  47  ] . The XLF-XRCC4 
 protein complex structure was recently solved at 8.5 Å, which revels that XLF and 
XRCC4 dimers interact through their head domains and form an alternating left-
handed helical structure with polypeptide coiled coils and pseudo-dyads of individual 
XLF and XRCC4 dimers at right angles to the helical axis (Fig.  1.23 ).   

  Fig. 1.22    Crystal structures of XRCC41-213 -LigIV peptide (PDB: 1IK9) and XRCC41-203-
LigIV BRCT domains (PDB: 3II6)       
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    1.3.3.4   Spatial Arrangement of Higher Order Complexes 

 In order to follow the formation of the LigIV/XRCC4/XLF/DNA complex, the 
order and dynamics of protein assembly must be determined. The interaction 
between XLF and XRCC4 is weak compared to the strong binding of XRCC4 and 
LigIV. It is not clear whether the XLF-dimer interactions with XRCC4-dimer are 
maintained when the ligase is recruited. Protein interaction assays have confi rmed 
the XRCC4-independent XLF recruitment to DSBs ends through interaction with 
Ku only in the presence of DNA, so XLF may act independently of XRCC4.    

    1.4   Discussion 

    1.4.1   Multiprotein Systems and New Approaches 
to Structure Analysis 

 Our observations of NHEJ repair are typical of many cell regulation systems. Large 
numbers of protein, nucleic acid and other components tend to assemble and disas-
semble, requiring the ability to describe a series of transient complexes in both 
space and time. We have seen that for such dynamic systems, techniques like SAXS, 
EM, mass spectrometry and X-ray crystallography need to be combined. But new 
approaches for their study will be required. 

 One new opportunity is to exploit free-electron lasers (FEL), which produce 
X-ray pulses of very high intensity and short duration, during which the system will 
change very little. Fortunately, the molecule starts to decay as a result of the enor-
mous forces generated by the strong incident light only after the X-ray fl ash has 
passed the sample and the image of the atomic structure has been collected. FELs 
have proven to be successful even for very small crystals of relatively bad quality. 
Current FEL facilities include the Free electron LASer in Hamburg (FLASH), the 
Linac Coherent Light Source (LCLS) at the SLAC National Accelerator Laboratory, 

  Fig. 1.23    XLF-XRCC4 alternating helical complex structure  [  87  ]        
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the European X-ray free-electron laser, the SPring-8 Compact SASE Source (SCSS) 
and the PSI SwissFEL. Up-to-date information on FEL research and applications 
can be found in The World Wide Web Virtual Library (URL:   http://sbfel3.ucsb.edu/
www/vl_fel.html    ). 

 An important aspect of the structural study of dynamic macromolecular  complexes 
is their stabilisation and fi xation. This might be achieved by phospho- mimicking 
mutations, truncation, post-translational modifi cations, such as phosphorylation and 
methylation, or the use of GraFix to stabilise macromolecule  [  40  ]  for EM or X-ray 
studies. 

 Temporal aspects must be understood. FRET offers opportunities and of course 
is widely used in whole cell studies to study conformational changes, protein inter-
actions and translocation. Also, time-resolved Raman scattering and X-ray scatter-
ing can be very powerful to study those macromolecular dynamics when they are 
combined with spatial techniques for structural biology. Indeed the challenge will 
be to extend the analysis of structure and dynamics of isolated complexes to direct 
studies of the spatial and temporal organisation in the cell.  

    1.4.2   Multiprotein Systems and Therapeutic Intervention 

 Because many diseases require therapeutic intervention at the level of multiprotein 
systems involved in cell regulation, the detailed knowledge of their architectures 
provides an important basis for targeting these processes in drug discovery. 

 The traditional approach would be to target well defi ned active sites of enzyme 
families, for example to improve the design of inhibitors that bind at the ATP site 
of DNA-PKcs or the active site of the ligase. In our view a more selective but 
also a more challenging approach would be to target allosteric sites, or template/
adaptor binding sites in the complexes that are critical to the activation, co-localisation 
and/or specifi city of the regulation of NHEJ – we call this  allotargetting . This 
has advantages because regulatory interactions tend to be more specifi c to a 
member of a large family than active sites. But the disadvantage of this approach 
is the need to modulate protein-protein interfaces (see  [  83  ] ). Our approach is to 
use fragment-based methods  [  6,   7,   15  ] . For DNA repair we might target protein-
protein interactions critical to the spatial organisation and regulation. Likely targets 
would be the head-to-head interactions of XRCC4 and XLF, the interactions of 
BRCT domains, the interaction of Ku and DNA-PKcs and so on. Thus, knowledge 
of the structure in space and time for multiprotein systems will likely not only 
give insights into the mechanism of processes, but will also assist the design of 
chemical tools and ultimately the discovery of lead compounds for therapeutic 
intervention.       
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  Abstract   Newly synthesized proteins leave the ribosome through the nascent 
polypeptide tunnel. Through the coordinated action of the ribosome associated 
chaperones, nascent chain processing enzymes, the signal recognition particle, and 
the protein insertion machinery newly synthesized proteins are brought into their 
native state and proper cellular localization. The interplay of these factors during 
ongoing synthesis requires spatial and temporal control of their interactions with 
the ribosome. We used electron microscopy in combination with crystallography and 
biochemical methods to study the structure of bacterial ribosomes and nascent 
chain interacting factors.  

  Keywords   Ribosome  •  Co-translational processing  •  Folding  •  Targeting 
•  Membrane insertion      

    2.1   The Ribosomal Tunnel 

 From the site of peptide bond formation, the peptidyl transferase active site of the 
ribosome, newly synthesized proteins have to diffuse through the ribosomal nascent 
polypeptide tunnel to reach the cytosol. During their progression through the tunnel 
initial folding events take place (Fig.  2.1 ).  

 The tunnel might actively promote the formation of secondary structure elements 
by providing a distinctive interaction surface for the nascent chain  [  28,   48  ] . However, 
these interactions might also delay folding and can lead to translational arrest by 
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stalling the ribosome  [  12,   37  ] . The tunnel wall is mainly formed by ribosomal RNA 
and extended loops of the proteins L4, L22 and L23 that reach from the ribosomal 
surface into the ribosomal RNA core  [  1,   47  ] . The newly synthesized protein leaves 
the ribosome through the funnel shaped exit of the ribosomal tunnel. At the rim of 
the tunnel exit several ribosomal proteins are located; L22, L23, L24 and L29 are 
universally conserved, whereas L32 and L17 are bacterial specifi c  [  38  ] . The pro-
teins together with ribosomal RNA form the attachment site for folding, processing 
and targeting factors that help nascent polypeptides adopt their native state and 
reach the proper cellular localization.  

  Fig. 2.1    Overview of co-translational protein folding and targeting in bacteria. ( a ) Schematic 
overview. ( b ) Structure of trigger factor (TF) bound on the ribosome. The crystal structure of trig-
ger factor (pdb 2VRH, red ribbon) was fi tted into the EM reconstruction (transparent red). The 
ribosomal subunits (pdb 2AW4) were fi tted into the density and are shown in surface representa-
tion with the 50S rRNA in grey and the 50S ribosomal proteins in green. Protein L23 at the tunnel 
exit ( exit ) is colored magenta. The 30S ribosomal subunit is shown in yellow. ( c ) Peptide deformy-
lase (PDF, blue ribbon) bound to the ribosomal tunnel exit ( exit ) on protein L32 ( orange ) and L22 
( yellow ) (50S rRNA in grey, 50S ribosomal proteins in green). The nascent chain interacting with 
the PDF is modeled ( red spheres ) ( d ) Signal recognition particle (SRP) bound on a translating 
ribosome. The EM-reconstructions shows SRP ( red ) bound to the tunnel exit of the ribosome with 
the 50S ribosomal subunit colored blue and the 30S ribosomal subunit colored  yellow        
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    2.2   The Ribosome Associated Chaperon Trigger Factor 

 The bacterial ribosome associated chaperone trigger factor is likely to be the fi rst 
factor to interact with nascent chains at the tunnel exit  [  30  ] . The affi nity of trigger 
factor for ribosomes and its cellular abundance makes it likely that it is stoichio-
metrically bound to all ribosomes in the cell  [  26  ] . Furthermore, many nascent chains 
emerging from the ribosomal tunnel exit can be cross-linked to trigger factor  [  15  ] . 
The affi nity of trigger factor for ribosome nascent chain complexes increases with 
the length of the nascent chain and some newly synthesized proteins remain associ-
ated with trigger factor even after their release from the ribosome  [  19  ] . DnaK and 
Trigger factor act on overlapping pool of substrates in the cell and when either 
DnaK or trigger factor is deleted the other chaperone can take over its function  [  5  ] . 
The combined deletion of both chaperones causes aggregation of several hundred 
different newly synthesized proteins and synthetic lethality above 30°C in 
 Escherichia coli   [  5,   43  ] . 

 The crystal structure of trigger factor revealed the elongated shape of the factor 
with four protruding regions, tail, arms and head  [  9  ]  (Fig.  2.1b ). The four protrusions 
form a hydrophobic cradle that is critical for the chaperoning function of trigger 
factor. The N-terminal domain of trigger factor binds to the ribosome in the vicinity 
of the tunnel exit using ribosomal protein L23 as its docking site  [  25  ] . The head is 
formed by a peptidyl-prolyl isomerase (PPIase) domain, which is dispensable for the 
general chaperone function of trigger factor  [  24  ] . In the middle of the three dimen-
sional structure of trigger factor arm like protrusions are formed from the C-terminal 
region of trigger factor that are critical for the chaperone function  [  34,   50  ] . The co-
crystal structure of an N-terminal fragment of  E. coli  trigger factor and an archeal 
50S ribosomal subunit suggested that trigger factor arches over the tunnel exit creat-
ing a protected folding space for the nascent chain  [  9  ] . This cradle for newly synthe-
sized polypeptides appeared to be large enough to accommodate a small folded 
domain. In support of this model, the cryo EM structure of trigger factor bound to a 
 E. coli  ribosome nascent chain complex showed that trigger factor arches over the 
tunnel exit leaving enough space between the arms and the ribosomal surface for 
small domain to fold  [  33  ]  (Fig.  2.1b ). Comparing the conformations of trigger factor 
in complex with substrate protein and in its unbound state revealed only minor con-
formational changes. This is also supported by recent crystallographic experiments 
on  Thermotoga maritima  trigger factor in complex with a substrate protein  [  31  ] . The 
observed structural changes were limited to the position of the N-terminal tail and the 
PPIase domain, which somewhat infl uences the size of the cradle  [  31,   33  ] . This might 
allow nascent chains of different length to be accommodated inside trigger factor. 
The structural results agree with protease protection experiments on ribosome nascent 
chain complexes. Trigger factor can protect nascent chains of up to 100 amino acids 
against proteolytic degradation in an unfolded or folded state  [  16,   33,   44  ] . The inter-
play of DnaK and trigger factor in the folding of newly synthesized polypeptides is a 
matter of ongoing research and the exact role and the substrate pool of trigger factor 
in the cell still remains to be established.  
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    2.3   Nascent Chain Processing 

 In bacteria translation is initiated with a formylmethionine  [  11  ] . The formyl group 
is assumed to prevent side reactions of the reactive amino group and thereby 
increases the effi ciency of translation initiation  [  42  ] . After initiation, the formyl 
group is co-translationally cleaved away by peptide deformylase (PDF) followed by 
removal of the remaining methionine by methionine amino peptidase (MAP)  [  11  ] . 
Recent crystallographic studies showed that  E. coli  PDF binds to a grove between 
ribosomal proteins L22 and L32 near the tunnel exit on the large ribosomal subunit 
via its C-terminal helix  [  3  ]  (Fig.  2.1c ). In vivo studies showed that the truncating the 
C-terminal helix reduces the viability and growth rates of  E. coli  suggesting that 
ribosome binding is important for PDF function  [  3  ] . The binding site of PDF is 
close to the binding site of trigger factor but not overlapping. Modeling both 
enzymes on the ribosome indicates that both factors could potentially bind simulta-
neously  [  3,   33  ] . The lateral openings of the trigger factor cradle appear to be located 
such that PDF could access the nascent chain while trigger factor is bound. Therefore, 
trigger factor might act as a passive molecular router that presents the N-terminus of 
the growing nascent chain to PDF.  

    2.4   Targeting of Newly Synthesized Proteins to Membranes 

 Nascent membrane proteins need to be targeted to the membrane. In bacteria, this is 
achieved by the signal recognition particle (SRP) that co-translationally scans newly 
synthesized proteins for a signal sequence in their N-terminal region  [  20,   29  ] . The 
ribosome nascent chain complex is then targeted to the membrane. On the mem-
brane SRP interacts with its receptor and, in a GTP dependent fashion, releases the 
nascent chain onto the translocon for insertion into the membrane. 

 Bacterial SRP is formed by the Ffh protein in complex with the 4.5S RNA  [  20  ] . 
The Ffh protein comprises of two highly conserved regions which undergo dramatic 
conformational rearrangements during protein targeting. One part is formed by two 
domains, a GTPase domain (G domain) and the ribosome binding N domain, 
whereas the other part of the protein is formed by the M domain. The two parts are 
connected via a long linker. The M domain is tightly associated with the 4.5S RNA 
and details of this interaction have been revealed by crystallography  [  2  ] . The M 
domain also recognizes the signal sequence with a hydrophobic pocket on its sur-
face  [  18,   53  ] . 

 SRP is bound to the ribosomes even in the absence of a nascent chain as the N 
domain can be cross-linked to protein L23 of empty ribosomes  [  13  ] . Cryo EM stud-
ies of this complex showed only a relatively week density above the L23 region for 
this complex indicating that SRP is fl exibly bound to the ribosome  [  40  ] . This fl exi-
bility might allow SRP to bind to the ribosomes that already have trigger factor or 
processing enzymes bound to scan the nascent chain for the signal sequence. Once 
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the M domain detects a signal sequence, it binds to it and SRP adopts a particular 
conformation on the ribosome. The structure of SRP bound to a ribosome nascent 
chain complex with a signal sequence was investigated by cryo EM  [  14,   40  ]  
(Fig.  2.1d ). In this conformation the M-domain binds the ribosome at the tunnel exit 
near L24, the 4.5S SRP RNA is stretched across the tunnel exit, and the NG domains 
of the Ffh protein protrude from the ribosomal surface  [  4  ] . 

 SRP and ribosome nascent chain complex interact on the membrane with the 
SRP receptor  [  29  ] . Bacterial SRP receptor, FtsY, contains an N and G domain that 
are highly homologous to the NG domains of the SRP protein  [  36  ] . The release of 
the nascent chain from the SRP M domain onto the translocon is accompanied by 
reciprocal GTPase activation of the GTPase domains. The crystal structure of Ffh in 
complex with its receptor FtsY in the presence of non hydrolysable GTP analogs 
shows G and N domains arranged side by side  [  7,   10  ] . The ribosome accelerates 
complex formation between the SRP and the receptor  [  51  ] . The higher rate of com-
plex formation depends on the presence of SRP RNA. Mutational analysis of FtsY 
and 4.5S RNA indicate that specifi c interactions are required for effi cient complex 
assembly  [  17,   41  ] . This suggests that the ribosome bound conformation of SRP 
organizes the 4.5S RNA for effi cient complex formation with the receptor  [  41  ] .  

    2.5   Membrane Protein Insertion 

 Membrane proteins are inserted by a specialized insertion machinery into the inner 
membrane of bacteria  [  39,   49  ] . Co-translational protein insertion guarantees that the 
membrane segments will be inserted with the correct topology and prevents aggrega-
tion of the hydrophobic transmembrane regions in the cytoplasm. In contrast, most 
secreted proteins are transferred posttranslationally to the membrane for secretion. 

 Two pathways exist in bacteria for insertion of membrane proteins, the Sec and 
YidC pathway. The Sec pathway is used by most transmembrane proteins. The 
SecYEG complex is the core of this insertion machinery which associates with 
additional components SecDF, YajC and YidC. In this pathway YidC interacts with 
nascent transmembrane segments after their release from SecYEG. However there 
exists an alternative insertion pathway for a subset of transmembrane proteins that 
are inserted by YidC on its own  [  21  ]  (Fig.  2.2a ).  

 Structural insights into the binding mode of SecYEG on the ribosome were 
obtained by cryo-EM  [  35  ]  (Fig.  2.2b ). The structure of SecYEG bound to translat-
ing ribosomes showed that the translocon is located above the tunnel exit. The trans-
locon is bound to the ribosome via three contact sites including protein Helix 59 of 
50S rRNA, L24 and L23. Recent EM reconstructions of SecY in complex with non 
translating ribosomes showed SecY bound in a similar location contacting the same 
regions at the tunnel exit  [  32  ] . Thus, the translocon utilizes the same attachment 
sites on the ribosome as SRP. This indicates that SRP has to undergo dramatic con-
formational rearrangements when handing over the nascent chain to the translocon 
in a highly coordinated manner  [  23  ] . The crystal structure of archeal  [  46  ]  and 
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bacterial SecY translocon complexes  [  45,   52  ]  provided detailed insight into the 
architecture of the protein translocation pore. The SecY subunit can be divided into 
two inverted pseudo-symmetric halves with the channel in the center. Two pseudo-
symmetric halves open at one side to release transmembrane segments of the nascent 
membrane protein into the membrane  [  6,   8,   46,   52  ] . 

 In the YidC pathway, which is critical for a subset of membrane proteins, the 
membrane insertion is supported by YidC on its own. A recent cryo-EM structure of 
YidC bound to translating ribosomes provided fi rst insights into the mechanism of 
this protein insertase on the ribosome  [  22  ]  (Fig.  2.2c ). The structure shows a dimer 
of YidC localized above the tunnel exit. The EM density of the ribosome-bound 
YidC is similar in size to a dimer of YidC as observed in a 10 Å projection map of 
YidC 2D crystals  [  27  ] . YidC is bound to the same regions on the ribosome as 
SecYEG including protein L23 and Helix 59 of 50S rRNA. The structural similarity 
and the mode of binding to the ribosome together with biochemical data indicates 
that YidC shares a common mechanism with the non homologous SecY complexes 
 [  22  ]  (Fig.  2.2 ). It is therefore likely that the dimer of YidC forms a pore in the center 
with lateral openings through which nascent transmembrane segments are released 
into the membrane.  

  Fig. 2.2    Protein insertion by YidC and SecYEG. ( a ) Schematic overview. ( b ) Cryo-EM density 
of SecYEG bound to the tunnel exit of a translating ribosome. The 30S ribosomal subunit is 
shown in  yellow , the 50S ribosomal subunit in  blue , and the SecYEG density in  red . ( c ) Cryo-EM 
density of YidC bound to a ribosome nascent chain complex. YidC ( red ) is bound at the tunnel 
exit on the 50S ribosomal subunit ( blue ). The crystal structure of the large ribosomal subunit is 
fi tted into the density (pdb 2AW4). The 30S subunit is shown in yellow with the P-site ( green ) and 
E-site ( orange ) tRNA       
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    2.6   Conclusion and Outlook 

 The recent structures of nascent chain interacting factors on the ribosome provided 
important insight into folding, processing and targeting of newly synthesized proteins. 
Interdisciplinary experimental approaches were critical to unravel the binding modes 
of these factors to the ribosome and for providing fi rst indications for the extensive 
conformational changes that must accompany these  co-translational processes.      
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  Abstract   Proteins incorporating multiple sequence repeats (for example ARM, 
HEAT, TPR, LRR and ankyrin) play critical roles in coordinating the assembly of 
multi-subunit complexes. This lecture will discuss the different types of protein 
architecture generated by successive copies of each repeat motif type and describe 
how these structures are suited to the formation of protein-protein interactions, 
allowing such proteins to function as scaffolding proteins in the assembly of multi-
protein complexes.      

    3.1   Introduction 

 The specifi city and regulation of events underlying cellular signalling and cell 
division processes are conferred by a variety of multi-subunit complexes. Such 
complexes are either constitutive or are assembled in response to extra- and intracel-
lular signalling events. In the latter instance, formation of dynamic complexes is 
commonly promoted through post-translational modifications creating new 
recognition sites for protein-protein interfaces. 

 Proteins containing multiple repeats of relatively short sequence motifs (20–40 
residues) play fundamental roles in mediating the assembly of multi-protein 
complexes. Such repeats include the tetratricopeptide repeat (TPR), HEAT repeat, 
armadillo repeat, ankyrin repeat and leucine rich repeat (LRR)  [  9  ] . This lecture will 
focus on the structure of such repeats and describe how their architecture allows the 
formation of protein-protein complexes and the assembly of multi-protein complexes. 
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The lecture will focus on the TPR and HEAT repeats and describe the roles of these 
repeats for the generation of multi-protein complexes using PP2A and the anaphase 
promoting complex (APC/C) as examples.  

    3.2   Multiple Sequence Repeats 

 Armadillo, TPR and HEAT repeats belong to the class of helical repeat proteins. 
These proteins share the common property of being assembled from tandem repeats 
of an  a -helical structural unit, creating extended superhelical structures that are 
ideally suited to create a protein recognition interface. Independently, these motifs 
lack a specifi c structure and function; however, they defi ne a particular structural 
unit and function by virtue of their presence within a tandem array of between 3 and 
25 repeating motifs. 

    3.2.1   The HEAT Repeat 

 The HEAT motif is a repetitive sequence that was fi rst observed to be common to 
the huntingtin protein, an elongation factor required for protein synthesis, the 
PR65/A subunit of protein phosphatase 2A and the protein kinase TOR (target of 
rapamycin) and related PIKKs (PI3 kinase related kinases) such as DNA-PK  [  1  ] . 
The structure of a multi-HEAT motif protein was fi rst defi ned in a subunit of pro-
tein phosphatase 2A (PP2A), namely the constant scaffolding PR65/A subunit 
 [  10  ] . Within the PR65/A subunit, the 15 consecutive HEAT motifs assemble to 
form a highly asymmetric structure consisting entirely of helices (predominantly 
 a -helices, with some 3 

10
  helices) and connecting loops, with an overall conforma-

tion that is reminiscent of a hook. In general each HEAT repeat motif is character-
ised by a pair of antiparallel helices (termed A and B) which are stacked in a 
consecutive array  [  10  ] . The repeats are usually stacked in parallel so that the A and 
B helices of each motif are parallel to their helix counterparts in a neighbouring 
repeat. This creates a structure composed of a double layer of  a -helices with the A 
and B helices of the HEAT motif forming the outer (convex) and inner (concave) 
faces, respectively. The concave face of the molecule defi nes an arch with dimen-
sions 65 Å × 45 Å × 35 Å. Variations of the HEAT repeat architecture caused by the 
non-parallel stacking of adjacent HEAT repeats are observed in the nuclear trans-
port proteins of the  b -importin family  [  5,   23,   26,   37  ] . When the relative rotations 
between repeats are constant, super-helical structures are generated. Recently the 
crystal structure of a giant HEAT motif protein, the DNA-PK catalytic subunit, 
incorporating over 40 HEAT repeats, was reported  [  31  ] . A variation of the HEAT 
repeat is the armadillo or ARM repeat, exemplifi ed in structures of  b -catenin  [  13  ]  
and  a -importin-cargo complexes [  6  ] .  
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    3.2.2   The TPR Motif 

 The TPR (tetratricopeptide) motif is a degenerate 34 amino acid sequence identifi ed 
in a wide variety of proteins. It is present in tandem arrays of 3–16 motifs that form 
scaffolds in order to mediate protein-protein interactions and the assembly of multi-
protein complexes. TPR motifs were fi rst identifi ed in subunits of the anaphase-
promoting complex  [  12,   15,   19,   22,   32,   33,   36  ] , and are present in a diverse range of 
proteins including the NADPH oxidase subunit p67 phox , Hsp90-binding immunophi-
lins, transcription factors, and peroxisomal and mitochondrial import proteins. The 
structure of the three tandem TPR motifs in the protein serine/threonine phosphatase 
PP5 (protein phosphatase 5) revealed that each TPR motif consists of a pair of anti-
parallel  a -helices of equivalent length, termed A and B, associated with a packing 
angle of approximately 24° between the helix axes  [  8  ] . Adjacent TPR motifs are 
packed together in a parallel arrangement, such that sequentially adjacent  a -helices 
are antiparallel in a manner that is reminiscent of a concertina. Within a tandem 
array of TPR motifs the packing of helix A against adjacent B helices is defi ned by 
the same spatial and angular parameters both within and between adjacent TPR 
motifs. Such a packing arrangement assembles an array of a single layer of antipar-
allel  a -helices. The consequence of the uniform angular and spatial arrangement of 
neighbouring  a -helices is the creation of a right-handed superhelical structure fea-
turing an amphipathic channel. Multiple tandem repeats of TPR motifs, for example 
N-acetyl glucosamine transferase and synthetic TPR superhelices generated by 
Lynne Regan’s laboratory adopt a super-helical right handed structure with a helical 
repeat of approximately seven TPR motifs, a pitch of 60 Å and a width of 42 Å 
 [  7,   17,   25  ] . The inside of the helix features a continuous groove for the formation of 
protein-protein interactions.  

    3.2.3   Leucine Rich Repeat (LRR) 

 The leucine rich repeat was fi rst observed in the crystal structure of the ribonuclease 
inhibitor (Rl) which is composed of 15 tandem topics of an approximately 20 amino 
acid leucine-rich repeat (LRR) motif  [  20,   21  ] . Each repeat forms an  a - b  motif, with 
tandem repeats arranged consecutively and parallel to a common axis, so that the struc-
ture adopts a curved shape resembling a horseshoe, with  a -helices lining the circum-
ference and the  b -strands forming a parallel  b -sheet along the inner circumference.  

    3.2.4   The Ankyrin Repeat 

 Ankyrin repeats are observed in diverse proteins that share the common function to 
mediate protein-protein interactions. Ankyrin-repeat-containing proteins include 
the Notch membrane receptor, cyclin-dependent protein kinase inhibitors and the 
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inhibitory subunit (I k B a ) of nuclear factor- k B (NF- k B). Most proteins contain 
tandem arrays of between 2–7 repeats; however, ankyrins have 24 repeats. Crystal 
and NMR structures of the ankyrin repeats present within p53BP2, p16 INK4 , p19 INK4d  
 [  4,   29  ] , GABP b  and IkB a   [  14,   16  ]  reveal a highly conserved structural motif. The 
ankyrin repeat is characterised by a pair of antiparallel  a -helices that is linked to its 
neighbouring ankyrin repeat via an antiparallel  b -loop, with the fi rst  b -strand of the 
 b -loop contributed by the C-terminus of the repeat at position i and the second 
 b -strand contributed by the N-terminus of the ankyrin repeat at position i + l. Tandem 
ankyrin repeats stack approximately in parallel, so that the helices in one repeat 
pack against their counterparts in adjacent repeats. The  b -strands are roughly per-
pendicular to the axes of the helices, giving the stack an L-shaped cross-section. There 
is a left-handed twist to ankyrin repeats and the tandem repeat stack is slightly curved, 
creating concave and convex faces. In the IkB a  structure, short helical segments 
following repeats 1 and 3 introduce local kinks, creating a crescent-shaped profi le that 
appears to be important in forming a protein recognition interface with NF- k B. 

 The mode of protein-protein interactions that are mediated by ankyrin repeats is 
highly conserved. In all complexes contacts between the ankyrin repeats and target 
proteins involve the  b -loop fi ngers of the ankyrin repeats. Additional contacts are 
provided by the surfaces of the inner  a -helices of the ankyrin repeats within the 
NF-κB-IκB a  and CDK6-p19 INK4d  complexes.   

    3.3   Protein Complexes 

    3.3.1   Anaphase Promoting Complex/Cyclosome (APC/C) 

 The APC/C is a multi-subunit cullin-RING E3 ubiquitin ligase that regulates 
progression through the mitotic phase of the cell cycle and controls entry into S 
phase by catalysing the ubiquitylation of cell cycle regulatory proteins such as cyclin 
B and securin. Selection of APC/C targets is achieved through recognition of short 
destruction motifs, predominantly the D-box and KEN-box. The temporal regulation 
of APC/C activity is achieved through a combination of two structurally related co-
activator subunits, Cdc20 and Cdh1 coupled to protein phosphorylation, APC/C 
inhibitors, differential affi nity for APC/C substrates, and auto-ubiquitylation of its 
cognate E2. The APC/C has been recently reviewed by  [  11,   27,   28,   34,   35  ] . 

 In budding yeast, 13 genes encode core APC/C subunits, most of which are 
highly conserved in humans and other eukaryotes, and are essential for activity. The 
catalytic core of the APC/C is composed of the cullin subunit Apc2 and RING H2 
domain subunit Apc11, analogous to the cullin and Rbx1 subunits, respectively of 
cullin-RING ligases (CRLs) of the SCF superfamily. The largest APC/C subunit, 
Apc1 is ~200 kDa in size. Interestingly, the C-terminal region of Apc1 is composed 
of between seven to eight tandem repeats of a 35–40 amino acid motif shared with 
the Rpn1 and Rpn2 subunits of the proteasome regulatory particle  [  24  ] . Such motifs, 
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termed PC (proteasome/cyclosome) repeats, for which no defi nitive structural data 
are available, are intriguing given the close functional relationship between the 
APC/C and proteasome. Suggestions that PC repeats adopt  a / b  architectures similar 
to leucine rich repeats  [  24  ] , or  a / a  motifs typical of helical solenoids  [  18  ] , thus far 
lack experimental evidence. The most abundant structural motif observed in APC/C 
subunits is the tetratricopeptide repeat (TPR) with four yeast and fi ve vertebrate 
APC/C subunits composed almost exclusively of 12–15 copies of this 34-amino 
acid motif arranged in tandem. The TPR motif, originally discovered within 
proteins subsequently identifi ed as components of the APC/C.  

    3.3.2   Protein Phosphatase 2A 

 The overall level of protein phosphorylation is controlled by the opposing and 
dynamic activities of protein kinases and phosphatases that catalyse protein phos-
phorylation and dephosphorylation events respectively. Insights into the regulation 
and specifi city of the reactions catalysed by protein kinases and phosphatases are 
the key to understanding the process of protein phosphorylation. The protein phos-
phatases are encoded by three major families, which include the serine/threonine 
protein phosphatases of the PPP and PPM families and the protein tyrosine phos-
phatase (PTP) superfamily reviewed by  [  2,   3  ] . 

 PP2A is a member of the PPP family of serine/threonine phosphatases (which 
also include PP1 and PP2B). Unlike the protein kinase family, where diversity is 
generated by the large number of genes encoding protein kinases (512 in humans), 
specifi city within the PPP family of Ser/Thr phosphatases is determined by a 
diverse range of regulatory subunits. Diversity within the PP2A family is generated 
by the interaction of the core AC heterodimer (C catalytic subunit in complex with 
the PR65/A subunit) interacts with a diverse array of regulatory B subunits through 
the PR65/A subunit. The PR65/A subunit is composed entirely of 15 tandem HEAT 
motifs. We will discuss the structural basis for the ability of PR65/A to recognise 
the catalytic C subunit and a diverse array of regulatory B subunits (reviewed by 
Shi  [  30  ] ).       
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  Abstract   Electron tomography enables the three-dimensional visualization of large 
and stochastically variable structures such as supramolecular assemblies, organelles 
or even cells. In conjunction with cryogenic techniques electron tomography avoids 
the artefacts that are notorious to conventional electron microscopy specimen prepa-
ration. At resolutions of a few (2–4) nanometers it provides unprecedented insights 
into the molecular organization of cellular landscapes and helps to bridge the divide 
that hitherto existed between molecular and cellular structural studies.      

    4.1   Principles and Limitations of Tomography 

 Electron tomography, like other tomography modalities, relies on the principle of 
recording images from different viewing angles, aligning the resulting projections to 
a common coordinate system and combining them computationally to form a 3D 
image. The practical realization of cryoelectron tomography had to reconcile two 
confl icting requirements: detailed reconstructions with minimal distortions require a 
large number of images covering as wide a tilt range as possible, yet, biological 
materials embedded in vitreous ice should not be exposed to high cumulative elec-
tron doses. The allowable total electron dose has to be fractionated over a maximal 
number of projections with the aid of automated data acquisition methods. Microscope 
control software for tomographic data acquisition incorporates the compensation of 
image shifts and focus changes resulting from the imperfect eucentricity of the tilting 
devices. The signal of the individual images must suffi ce to enable the precise tracking 
of the specimen during the acquisition of the tomograms  [  1,   2  ] . 
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 The theoretical resolution,  d , of a tomographic reconstruction from a 
cylindrical volume of diameter,  D , generated from  N  equally spaced projections 
covering the full angular tilt range of ±90° can be described broadly by the rela-
tionship  d  ~  p  D/N   [  3  ] . Yet, the concept of resolution in electron tomography is 
not trivial and it is meaningless if one does not consider structural preservation. 
In addition to the limited number of projections, specimen geometry typically 
restricts the angular range to ±70° (see later). According to the projection 
 theorem, the non-sampled region (here, ±20°), defi nes a ‘missing wedge’ in 
reciprocal space. The consequence is anisotropic resolution, giving rise to dis-
tortions in the reconstructed volume. More elaborate tilt geometries fi ll some of 
the missing wedge and, in the case of dual-axis tilting about orthogonal axes, 
the wedge is reduced to a ‘pyramid’ and the resolution becomes more isotropic. 
For a tilt range of ±45°, a single-axis tilt scheme samples only 50% of the 
 information, whereas dual-axis tilting over this range samples 67% of the infor-
mation. For the more optimistic tilt range of ±70°, the sampling completeness 
rises from 78% (single-axis) to 93% (dual-axis)  [  2  ] . 

 The ‘slab’ geometry typical of vitreous thin fi lms or sections results in a progressive 
increase in sample thickness at higher tilt angles: for a specimen with uniform thick-
ness of 200 nm, tilting to 70° results in an effective pathlength of almost 600 nm. 
The mean free path for 300 keV electrons in ice is ~350 nm, implying that longer 
path lengths will be increasingly dominated by inelastic scattering events. The 
resultant blurring and degradation in image contrast can be alleviated with an 
energy fi lteroperating in ‘zero-loss’ mode. Of course, energy fi lters cannot alter the 
proportion of elastic to inelastic scattering events.  

    4.2   Molecular Interpretation of Tomograms 

 Cryoelectron tomograms of organelles and cells contain vast amounts of informa-
tion that extends beyond cellular ultrastructure. Essentially, they are 3D representa-
tions of the entire proteome and they are snapshots of the interaction networks 
underlying cellular functions. However, retrieving this information is not a trivial 
task because the signal-to-noise ratio of the tomograms is low and individual mac-
romolecules are diffi cult to recognize in an environment that is so crowded that they 
literally touch each other. There are two alternative (although not mutually exclu-
sive) approaches for mapping macromolecules in cellular environments: (1) specifi c 
labelling with electron-densemarkers; or (2) computational strategies based on 
innate structural signatures and pattern recognition. Strategies based on labelling 
cannot detect more than a tiny fraction of the proteome simultaneously in any given 
cell. Computational methods, however, enable one to interrogate and interpret 
tomograms in a comprehensive manner. Methods based on pattern recognition are 
more demanding in terms of resolution and they require  a priori  knowledge of the 
macromolecular structures under scrutiny  [  4,   5  ] . 
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 The direct visualization of individual macromolecular complexes in the 
cytoplasm of an intact  Dictyosteliumdiscoideum  cell with a resolution good enough 
to identify them by their size and shape indicates that structural signature-based 
mapping could become a viable alternative to labelling  [  6  ] . The advantages are self-
evident: a computational approach using pattern recognition methods is non-inva-
sive and has the potential to map molecular landscapes inside cells in a 
comprehensive(i.e. proteome-wide) manner. Here, the task is to identify and locate 
 a priori  known structures (templates)in a cellular tomogram. One prerequisite is 
that the tomogram represents the spatial modulation of mass density inside the 
unadulterated cell and with good enough resolution, a requirement that can only 
be fulfi lled by cryoelectrontomograms  [  7  ] .  

    4.3   Correlative Imaging with Spatial and Temporal Resolution 

 The judicious use of multiple imaging techniques can provide complementary infor-
mation concerning cell structure and function. These techniques should not only 
span several orders of magnitude in spatial resolution but they should also enable one 
to monitor cellular processes and capture them at crucial points in time. Vitrifi cation 
provides a ‘snapshot’ with a temporal resolution in the range of milliseconds. An 
integrated approach must, therefore, be developed to observe specifi c cellular struc-
tures and processes in real time, using live cell imaging techniques, to subsequently 
immobilize such events without delay by vitrifi cation and to record high-resolution 
information from precisely preselected sites. Recently, cryo- fl uorescence micros-
copy has been developed as an adjunct to cryo- ET. Fluorescence microscopy can 
thus be exploited to navigate the cellular landscape under cryogenic conditions and 
to identify features of interest before zooming in on the area using the cryoelectron 
microscope. The fl uorescence signal offers an independent and unambiguous confi r-
mation of the identityof the feature and it provides an alternative to the tedious search 
for low-copy-number structures using the electron beam  [  8  ] .  

    4.4   Overcoming the Specimen Thickness Problem 

 A critical limitation in cryoelectron tomography is specimen thickness. Only prokary-
otic cells or peripheral regions or appendages of eukaryotic cells are thin enough to 
be investigated in their entirety. Larger cells or tissues must be sectioned prior to 
examining them in the EM. Cryosectioning with maintenance of the vitreous state 
has still more of an art than science. Mechanically generated slices of ice-embedded 
cells inevitably suffer from mechanical distortions. An alternative micromachining 
method for frozen-hydrated material is the emerging use of focused ion beam tech-
nology. First encouraging results using this technology will be shown.  
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    4.5   Practical Applications 

 A number of examples will be presented which demonstrate the potential of 
cryoelectron tomography: (1) Studies of the nuclear pore complex in situ i.e. in 
intact nuclei from  Dictyostelium   [  9,   10  ] . (2) Studies of the actin cytoskeleton in 
 Dictyostelium   [  11  ] . (3) Studies of a variety of ribosomal confi gurations (polyribo-
somes, 100 S ‘hibernating’ ribosomes) both in vitro and in situ  [  12  ] . (4) Studies of 
the presynaptic cytomatrix  [  13  ] .      
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  Abstract   RuvBL1 and its homolog RuvBL2 belong to the AAA+ family of ATPases 
and play important roles in chromatin remodeling, in transcriptional regulation, in 
DNA repair and in the c-Myc and Wnt signaling pathways. Proteins involved in 
these pathways are often mutated in human cancers. Both RuvBL proteins form a 
complex and act alone or together in diverse cellular processes. The three-dimen-
sional structures of human RuvBL1 refi ned using diffraction data to 2.2 Å resolution 
and of the human RuvBL1/RuvBL2 complex with a truncated domain II at 3 Å 
resolution are presented. The dodecameric RuvBL1/RuvBL2 complex structure 
differs from previously described models. It consists of two heterohexameric rings 
with alternating RuvBL1 and RuvBL2 monomers that interact with each other via 
domain II. ATPase and helicase activities of RuvBL1 and RuvBL2 were also tested. 
Interestingly, truncation of domain II resulted not only in a substantial increase of 
ATP consumption by the RuvBL proteins, but also in stimulation of helicase activity, 
which was not observed with the full-length proteins.  
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remodeling  •  Transcriptional regulation  

       5.1   RuvBL1 and RuvBL2 Are Highly Conserved 
AAA+ Proteins 

 RuvBL1 and its homolog RuvBL2 are ubiquitously expressed proteins  [  1  ]  that 
belong to the AAA+ family of ATPases (ATPases associated with diverse cellular 
activities)  [  2  ] . This class of ATPases includes nucleic acid processing enzymes, 
chaperones and proteases. AAA +  proteins often form hexameric ring structures and 
contain conserved motifs for ATP binding and hydrolysis such as the Walker A and 
Walker B boxes  [  3  ] , the Arg-fi nger and sensor residues. All AAA +  proteins use ATP 
binding and hydrolysis to exert mechanical forces. ATP hydrolysis is clearly essen-
tial for the biological activity of RuvBL1 and RuvBL2  [  4–  6  ] . RuvBL1 and RuvBL2 
share an homology of  ca.  30% with the bacterial DNA-dependent ATPase and heli-
case RuvB  [  7,   8  ] , which is the motor that drives branch migration of the Holliday 
junction in the presence of RuvA and RuvC during homologous recombination and 
recombinational repair of damaged DNA  [  9  ] . The ruvA, ruvB and ruvC genes are 
required for normal levels of cellular resistance to the effects of UV- or ionizing 
radiation  [  10  ] . Helicases, like RuvB, are molecular motor proteins which couple the 
energy of ATP hydrolysis to unwinding of the energetically stable duplex form of 
DNA or RNA and translocate along the nucleic acid in an ATP-dependent manner.  

    5.2   RuvBL1 and RuvBL2 Are Components of Chromatin 
Remodeling Complexes 

 RuvBL1 and RuvBL2 were found to be involved in chromatin remodeling by 
several groups. A fundamental regulatory step in transcription and other DNA-
dependent processes in eukaryotes is the control of chromatin structure, which 
regulates access of proteins to DNA. In the eukaryotic nucleus, DNA is wrapped 
around an octamer of four core histones in approximately two superhelical turns to 
form the nucleosome, and arrays of nucleosomes are successively folded into 
higher-order structures that collectively defi ne chromatin. Packaging of genes into 
chromatin represses basal transcription and several multisubunit complexes are 
needed to regulate gene expression by modulating the topology of the nucleosomes 
in a number of ways. 

 RuvBL1 and RuvBL2 were found to be part of diverse chromatin remodeling 
complexes. They are present in two related complexes containing p400, the p400 
complex and the TIP60 complex. These complexes perform critical functions in a 
variety of cellular processes including transcriptional activation, as well as break 
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repair and apoptosis of double stranded DNA  [  11–  13  ] . They display ATPase and 
helicase activities. It was shown that these functions are, at least in part, contributed 
by RuvBL1 and RuvBL2  [  12  ] . 

 Both proteins are also components of the INO80 complex which exists in yeast 
and higher eukaryotes. It catalyzes ATP-dependent sliding of nucleosomes along 
DNA and is involved in the repair of DNA double strand breaks and in transcriptional 
regulation  [  5,   14–  16  ] . It was shown that RuvBL1 and RuvBL2 are essential for the 
structural and functional integrity of the INO80 chromatin remodeling complex  [  5  ] . 
RuvBL1 and RuvBL2 bound to ATP are in the correct conformation to associate with 
the INO80 complex and initiate the recruitment of the essential actin-like Arp5 sub-
unit assembling the complete functional chromatin remodeling complex.  

    5.3   RuvBL1 and RuvBL2 Are Involved in Transcription 

 RuvBL1 and RuvBL2 regulate transcription not only via association with chromatin 
remodeling complexes, but also through interactions with diverse transcription fac-
tors and the RNA polymerase II holoenzyme complex. First, RuvBL1 and RuvBL2 
were found to interact with the TATA-binding protein  [  17,   18  ]  and the large RNA 
polymerase II holoenzyme complex  [  19  ] , which contains over 50 components and 
is responsible for the transcription of protein-encoding genes. Later, RuvBL1/2 
were also identifi ed by their physical interaction with the transcription-associated 
protein  b -catenin  [  1,   20  ] , and with the transcription factors c-Myc  [  6  ] , E2F1 (only 
RuvBL1  [  21  ] ) and ATF2 (only RuvBL2  [  22  ] ). Since then, the mammalian homologs 
have been implicated in at least two oncogenic pathways, one involving c-Myc and 
the other  b -catenin. Among the transcription factors with oncogenic potential, 
c-Myc is one of the most frequent sites of mutation in human cancer  [  23  ] . The 
N-terminal portion of c-Myc contains two highly conserved regions, called Myc 
homology box I (MbI) and Myc homology box II (MbII). The MbII domain is nec-
essary for virtually all c-Myc biological activities, including oncogenic transforma-
tion, apoptosis and the ability to block differentiation and stimulate cell proliferation 
 [  24–  27  ] . This region was shown to bind to RuvBL1 and RuvBL2  [  6  ] . A missense 
mutation in the RuvBL1 ATPase motif acts as a dominant inhibitor of c-Myc onco-
genic activity but does not inhibit normal cell growth, indicating that functional 
RuvBL1 is an essential mediator of c-Myc oncogenic transformation  [  6,   21  ] .  

    5.4   Crystal Structure and Activities of Human RuvBL1 

 The crystal structure of RuvBL1 was solved from data at 2.2 Å resolution, showing 
an overall hexameric molecule with a central channel of approximate diameter of 
20 Å, where each monomer is complexed with one ADP molecule  [  28  ] . 
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 The monomers contain three domains, of which the fi rst and the third are involved 
in ATP binding and hydrolysis. Structural analysis allowed the identifi cation of four 
conserved motifs (Walker A, Walker B, sensor 1 from domain I and sensor 2 from 
domain III) in RuvBL1, likely to be important in nucleotide-driven conformational 
changes of the protein structure. 

 Structural homology and DNA-binding studies suggested that domain II, which 
is unique among AAA +  proteins and not present in the bacterial homolog RuvB, is 
a novel DNA/RNA-binding domain. The interface between adjacent subunits in the 
hexamer of RuvBL1 is made up entirely by domain I and domain III. The nucleotide 
binding pocket is located in this interface, and the hexamerization process seems to 
block access to this pocket, thus making impossible an exchange from ADP to ATP 
(   Fig.  5.1 ).  

 Arg-357 from each monomer is near this interface and suffi ciently close to the 
nucleotide binding site in the adjacent monomer to be able to act as an Arg fi nger, 
provided a suitable conformation change takes place. 

 We were able to demonstrate that RuvBL1 interacted with ssDNA/RNA and 
dsDNA. Because the central channel seems to be too small to accommodate dsDNA, 
we assumed that a region outside of the ring makes DNA contacts. Based on this 

  Fig. 5.1    Views of the RuvBL1 3D structure. ( a ) Ribbon diagram highlighting the domain struc-
ture; ( b ) Top view of the RuvBL1 hexamer; ( c ) Side view of the RuvBL1 hexamer. In ( b ) and ( c ) 
the C  a   chain is represented in tube mode and the monomers are colored  light  and  dark gray  for 
clarity. In all views, the ADP molecules are drawn in space-fi lling mode       
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assumption and the similarity between domain II and DNA binding domains of 
other proteins we performed electrophoretic mobility shift assays experiments 
which showed that the new domain II acts as a nucleic acid binding domain. 

 Although it has been shown that ATPase activity of RuvBL1 is needed for several 
 in vivo  functions, we could only detect a marginal activity with the purifi ed protein. 
However, the structure of the RuvBL1-ADP complex suggests that RuvBL1 has all 
the structural characteristics of a molecular motor, even of an ATP-driven helicase.  

    5.5   Crystal Structure of the Human RuvBL1/RuvBL2 
Complex 

 The purifi ed wild-type complex of RuvBL1 and RuvBL2 was used for crystallization 
trials in order to solve its three dimensional structure. Although thousands of condi-
tions were tested, the wild-type complex never crystallized. Thus, deletion mutants 
of RuvBL1 and RuvBL2 with partially truncated domains II were generated for 
crystallization purposes  [  29  ] . 

 The crystal structure of the RuvBL1DDII/RuvBL2DDII (R1DDII/R2DDII) 
complex was solved from a selenomethionine derivative at 3 Å resolution  [  30  ]  by a 
combination of both molecular replacement and MAD methods. It is a double-
heterohexameric ring structure with alternating R1 D DII and R2 D DII monomers, 
forming a dodecamer. The central channel (C  a   – C  a   distance) in the dodecameric 
R1ΔDII/R2DDII complex structure has an internal diameter similar to that of the 
RuvBL1 hexamer at both terminals but it is much wider in the central part. Contrary 
to what might be expected, the two heterohexameric rings in the R1DDII/R2DDII 
dodecamer do not interact through the fl at ring surfaces, but rather via the retained 
section of the truncated domains II. 

 These results differ from those previously reported: our dodecamer is symmetri-
cal as opposed to that proposed for the human  [  31  ]  and for the yeast complexes  [  32  ] , 
even though the hexamer arrangement in the dodecamer is similar. The dodecameric 
structure of the human RuvBL1/RuvBL2 complex was examined by negative stain 
electron microscopy at 20 Å resolution, and substantial differences were found 
between the top and bottom rings  [  31  ] . On the other hand, our heterohexameric 
arrangement of RuvBL1 and RuvBL2 monomers agrees with the yeast Rvb1/Rvb2 
complex structure solved by EM  [  33  ] , but our structure is clearly a dodecamer while 
they proposed isolated hexamers. In agreement with our results, the dodecameric 
yeast Rvb1/Rvb2 cryo-EM structure clearly shows that domain II constitutes the 
interaction site between the two hexameric rings  [  32  ] . However, their results sug-
gest that each ring is composed of just one of the proteins, forming homo-oligo-
meric hexamers, whereas our crystallographic analysis shows two hetero-hexameric 
rings related by a crystallographic twofold axis forming the dodecamer. 

 Each of the R1 D DII and R2 D DII monomers in the dodecamer is complexed with 
a mixture of ADP and ATP molecule. The electron density for the the  g -phosphate 
is clearly weaker than for the other two phosphate groups, suggesting that it may 
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have been partially hydrolized to ADP. For each monomer in the structure, the 
 g -phosphate is interacting with an aspartate residue in the same monomer located in 
the Walker B motif, essential for ATP hydrolysis, an arginine residue in the same 
monomer belonging to the sensor 2 region, and an aspartate from an adjacent monomer 
which precedes an arginine residue. 

 Given that both hexameric and dodecameric structures of the RuvBL1/RuvBL2 
complex were reported as described above, and that RuvBL1 alone crystallized as a 
hexamer in its ADP-bound form  [  28  ] , one can hypothesize that both hexamers and 
dodecamers of the complex exist  in vivo . Once it becomes active, this AAA +  machine 
may switch between its hexameric and dodecameric state (Fig.  5.2 ).  

 Our crystallographic results suggest that there is a tight interaction between the 
truncated domains II of RuvBL1 and RuvBL2 forming a dodecameric structure. In 
general, AAA +  proteins undergo conformational changes upon hydrolysis of ATP to 
ADP. These changes may loosen the interactions between domains II of the two 
hexamers resulting in either a dodecamer with domains II in a different conforma-
tion, or two separate hexameric rings with bound ADP (as seen in the RuvBL1 
crystal structure). 

 Therefore, the change between two different dodecameric conformations or 
between hexameric and dodecameric structures of the RuvBL1/RuvBL2 complex 
may be important for activity regulation.  

    5.6   Activity of the Human RuvBL1/RuvBL2 Complex 

 We only detected a weak ATPase activity of purifi ed human RuvBL1 and RuvBL2. 
Important cellular processes of the higher eukaryotes, such as those dealing with 
DNA metabolism, are often regulated by large multi-protein complexes and it is 

  Fig. 5.2    Views of the RuvBL1ΔDII/RuvBL2ΔDII dodecamer – tube C  a   diagrams with superim-
posed molecular surface. RuvBL1ΔDII monomers are  light-colored , RuvBL2ΔDII monomers are 
 dark-colored , nucleotide molecules are drawn in space-fi lling mode       
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therefore likely that strong RuvBL1 or RuvBL2 enzymatic activity can only be seen 
in such an environment. Importantly, the wild-type RuvBL1/RuvBL2 complex 
exhibited a threefold to fourfold increase in ATP consumption compared to the sin-
gle proteins. Surprisingly, the RuvBL1/RuvBL2 complexes with truncated domains 
II exhibited higher ATPase activity than the wild-type complex. Assembly of 
RuvBL1 and RuvBL2 into a dodecameric structure may have stimulated the ATPase 
activity. This synergistic effect on enzymatic activity clearly suggests communica-
tion between the two proteins coupled to conformational effects. 

 These fi ndings, combined with our crystallographic results, indicate that, in vivo, 
domain II and dodecamerization may play a regulatory role to control ATP con-
sumption. Given that the ATPase activity of RuvBL1 and RuvBL2 is needed for 
several in vivo functions  [  4,   6,   34  ] , it can be speculated that cofactors regulate the 
ADP/ATP exchange by changing the position of domain II, thereby clearing the 
way to the nucleotide-binding pocket for a more effi cient ADP/ATP exchange. As a 
result, the ATPase activity of RuvBL1 and RuvBL2 could be stimulated. 

 Even though RuvBL1 and RuvBL2 are the human homologs of the bacterial 
helicase RuvB, we and other groups did not detect helicase activity for recombinant 
human RuvBL1 and RuvBL2  [  11,   19,   28  ] . Since the DII-truncated complex of 
RuvBL1 and RuvBL2 exhibited an unexpected increase in ATPase activity, it was 
possible that higher ATP consumption might allow the complex to exert helicase 
activity. Indeed, we observed helicase activity of the truncated constructs R1DDII, 
R2DDII, R1wt/R2DDII and R1DDII/R2DDII. Since the wild-type proteins exhibited 
no helicase activity in vitro, it can be concluded that cofactors binding to RuvBL1 
and RuvBL2 in chromatin remodeling or transcription complexes alter the confor-
mation of both proteins, most likely via domain II, and allow them to exert their 
helicase activity. 

 Small-angle X-ray scattering studies were performed with the wild-type 
single proteins and the wild-type and truncated complexes  [  30  ] . These studies 
reveal differences between the oligomerization states of RuvBL1 and RuvBL2 in 
solution. RuvBL2 forms mainly hexamers and dodecamers independently of its 
concentration, while RuvBL1 exists as a monomer at lower concentration and 
forms a hexamer at higher concentration, but is unable to form dodecamers. This 
diversity in oligomerization characteristics may explain why RuvBL1 and 
RuvBL2 are recruited into different complexes for their specialized functions. 
The results also show that truncation of domain II results in a complete 
dodecamerization of the RuvBL1/RuvBL2 complex, while the wild-type com-
plex consists of a mixture of hexamers and dodecamers in solution, indicating 
that domain II is involved in dodecamerization and supporting the hypothesis 
that both oligomers could co-exist  in vivo . 

 A detailed description and extensive discussion of the structural results as well 
as the SAXS studies will be presented elsewhere  [  30  ] . Correlations between the 
truncated dodecameric structure and the wild-type complex will be proposed 
along with a possible mechanism of how the highly conserved proteins RuvBL1 
and RuvBL2 might exert their activities, a matter of long discussion in the 
literature.      
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  Abstract   Understanding muscle contraction has resulted from the synergy of a  number 
of approaches for which structure has provided an integrating framework. Nearly 60 
years ago interference and phase contrast light microscopy established the sliding fi la-
ment model of muscle contraction. A little later H.E. Huxley exploited electron micros-
copy to visualize the macromolecular architecture of the sarcomere: the thick (myosin)  
and thin (actin) fi laments with connecting myosin cross-bridges. These observations 
allowed him to outline a structural basis for muscle contraction: a rowing-like progres-
sion of the myosin cross-bridges along the actin fi lament. X-ray fi bre diffraction from 
insect fl ight muscle fi rst demonstrated that the cross-bridges could indeed take up two 
confi gurations that might represent the ends of an active stroke. Later intense X-ray 
synchrotron radiation allowed the recording of the movements of the cross-bridges dur-
ing a contraction with high precision. In 1993 Rayments’s group ushered in a much 
more detailed understanding of myosin function by solving the structure of the myosin 
cross-bridge by X-ray crystallography. It showed that the cross-bridge consists of a large 
catalytic domain, often called the motor domain, containing the ATP binding site and the 
actin binding site. At the C-terminus of the motor domain is a long lever arm. The cata-
lytic mechanism is similar to the G-proteins: the active site contains a P-loop and switch 
1 and switch 2 elements. The lever arm was later found in two different conformations 
(so called pre-power-stroke and post-rigor) showing how switch 2 movement is coupled 
to a swing of the lever arm. Further crystallographic studies coupled with high resolution 
em reconstructions of decorated actin (the rigor complex) showed how ATP binding 
sequesters switch 1 thereby opening the large cleft in the motor domain and breaking the 
strong binding to actin. Conversely, the strong binding to actin causes a movement of 
switch 1 with respect to the P-loop that destroys the nucleotide binding site, bringing 
about the release of ADP. There remains one unknown structure of seminal importance: 
the start the power stroke.  During the cross-bridge cycle the cross-bridge in the  pre-power 
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stroke form loaded with ADP and phosphate rebinds to actin. The actin binding cleft 
must close without initially destroying the nucleotide binding site but in a way that 
enables phosphate release    

    6.1   Early Microscopy Reveals Cross Striations in Muscle 

 In 1674 van Leeuwenhoek discovered the myofi brils and cross-striations in muscle 
fi bres. His drawings showed the cross-striations which delineate the “globules” i.e., 
sarcomeres. In a typical 25 cm long human muscle, each  muscle fi bre may contain 
a hundred thousand sarcomeres arranged in series with each other   .       

 6.2 Sliding Filament Hypothesis

The sarcomeres shorten by sliding the thin and thick fi laments past each other.         The 
sliding fi lament hypothesis Huxley  [  12 ,  14  ]    . 
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    6.3   Cross Bridges (N-Terminal Domains of Myosin) 
Cause the Shortening         

 Very thin sections taken transversely show the cross-bridges that in rigor (absence 
of ATP) connect the thick and thin fi laments  [  13  ] . Because of the geometry of the 
lattice and the section chosen two actin fi laments can be seen between each of 
the thick myosin fi laments.  

    6.4   The Sarcomere 

 The thin fi laments are made of actin: the thick fi laments are made of myosin       
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 A diagram of a skeletal muscle sarcomere showing the  A-bands  that contain myo-
sin thick fi laments and I-bands that contain actin thin fi laments. Overlapping thin fi la-
ments from opposite sarcomeres are anchored in the Z-lines, whereas thick fi laments 
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from opposite half-sarcometers are anchored in the M-lines. The two giant protein 
fi lament systems (titin and nebulin fi laments) are also shown  [  8  ] .  

    6.5   X-Ray Fibre Diffraction Patterns Can See the 
Cross-Bridges Move         

 Frog muscles give well ordered low angle X-ray diffraction patterns (fi ber axis 
vertical). The 14.5 nm meridional peak arises from cross-bridges attached to actin. 
The muscles can be activated by electrical stimulation and the diffraction pattern 
monitored during a contraction. Using intense synchrotron X-ray sources the strength 
of the 14.5 nm peak can be monitored following a quick release of the muscle  [  15  ] . 
A large drop of intensity of the 14.5 nm meridional peak follows quick release. The 
initial drop in 14.5 nm intensity can be reversed if the release (or stretch) is reversed. 
These changes provide direct evidence that contraction is produced by swinging of 
attached cross-bridges. These measurements were repeated using a much more 
intense synchrotron X-ray source with higher time resolution  [  16,   17  ] .  

    6.6   X-Ray Interference Gives the Cross-Bridge Positions 
with High Accuracy 

 The high spatial resolution available from synchrotron radiation X-ray sources 
shows that the 14.5 nm peak is actually split into two peaks. The splitting is an 
interference effect arising from fringes caused by the in-phase scattering of the 
cross-bridges in the two half sarcomeres. As these move towards each other during 
a contraction so the fringes move. By measuring the fringe positions one can get 
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very accurate values for the distance between the cross-bridges on both sides of the 
M-line  [  19,   26  ]     and hence measure their movement.  

    6.7   Structure of Skeletal Muscle Myosin (Myosin II)         

 Diagram of myosin II (muscle myosin)  [  3  ]  showing coiled-coil tail (consisting of 
C-terminal half of each heavy chain), and two heads, each comprising the N-terminal 
fraction of the heavy chain plus an essential light chain (ELC) and regulatory light 
chain (RLC). LCD, light chain domain (lever arm); MD, motor domain; NHT, non-
helical tailpiece). The myosin molecule can be split into two fragments light mero-
myosin (LMM) and heavy meromyosin (the fragments S1 and S2) by proteolytic 
cleavage  [  27  ] . Heavy meromyosin is soluble at low salt concentrations, which 
makes it amenable for biochemical studies. Further proteolytic cleavage  [  21  ]  results 
in subfragments 1 and 2 (S1 and S2). S1 contains the ATPase, the actin binding site 
and is identical with the head or morphological cross-bridge. S2 is an  a -helical 
coiled-coil that links to the LMM, which is part of the thick fi lament There is a fl ex-
ible region at the S2 LMM junction. The myosin molecules assemble into the thick 
fi lament. The fi rst molecules assemble anti parallel and then grow by parallel assem-
bly into bipolar fi laments.  

    6.8   Structure of the Cross-Bridge (Myosin S1) 

 The post-rigor structure of the myosin motor domain  [  25  ] . The structure of the myo-
sin cross-bridge shown as a ribbon diagram in the orientation it would take on bind-
ing to actin  [  24  ]  viewed from the pointed (−) end of the actin fi lament. The 
N-terminus is shown green and the nucleotide binding P-loop and adjoining helix 
are shown yellow; the upper 50 K is red; the lower 50 K domain is grey. Note the 
cleft separating the upper and lower 50 K domains. The lower 50 K domain appears 
to be the primary actin-binding site. The N-terminal boundary of the upper 50 K 
domain comprises the disordered loop 1 (between the points marked A and B). The 
upper and lower 50 K domains are also connected by a disordered loop (loop 2 
between C and D). The C-terminal long helix (dark blue) carries two calmodulin-
like light chains and joins onto the thick fi lament. The C-terminal helix forms a 
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lever arm that rotates during contraction to move the actin fi lament past the myosin 
fi lament. The relay helix and converter domain are shown. In this conformation of 
the cross-bridge (post-rigor state) the lever arm is in the post-power stroke position 
or “DOWN”, as in the rigor state. The colouring corresponds with sub-domain 
boundaries. The proximal end of the relay helix is shown light blue. The distal end 
(beyond the kink) is fi rmly attached to the converter domain. In the post-rigor struc-
ture the relay helix is straight (no kink). This fi gure is from  [  7  ] .       

 Treatment with trypsin breaks myosin S1 into three “domains”. The crystal 
structure shows that the “domains” are produced by cleavage of unstructured loops. 
The “50 K” domain is actually split into two sub-domains (called upper and lower) 
by a deep cleft extending from the actin binding site to the ATP binding site.  
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    6.9   The Cross-Bridge Cycle         

 The cross-bridge cycle  [  20  ]  is shown incorporating the swinging lever arm. The 
binding of ATP to the actin-myosin complex ( 1 ) leads to rapid dissociation of the 
cross-bridge from actin but without hydrolysis of ATP. ( 2 ). The cross-bridge then 
undergoes a conformational change (recovery stroke) that puts the lever arm in the 
pre-power-stroke conformation. ( 3 ). This form is the ATPase. Subsequent rebind-
ing to actin ( 4 ) leads to product release and the moving “DOWN” of the lever arm 
(power stroke). Species 1,2 and 3 and their properties are derived from 3 crystal 
structures (discussed below). No crystal structure analogous to species 4 has been 
defi ned to date and its form is inferred from the neighbouring states (from  [  7  ] ). A 
movie of the Lymn-Taylor cycle can be seen at   http://valelab.ucsf.edu/images/
movies/mov-muscmyosinmotrev6.mov    .  

    6.10   Energetics 

 Each time the cross bridge goes through a cycle of contraction it hydrolyses one 
molecule of ATP. The free energy of ATP hydrolysis under physiological conditions 
is 85 zJ/molecule ( zJ = zeptoJ = 10   −21    J).  The effi ciency of muscle is about 45% at 



72 K.C. Holmes

high load (it decreases at high velocities of shortening) giving an available free 
energy of 38 zJ. The observed values of the size of the working stroke (6–7 nm) and 
force generated (6 pN) give a value of 36–42 zJ, which is close to 38 zJ  [  23  ] .  

    6.11   The Recovery Stroke         

 In going from post rigor ‘Open’ (white) to pre-power stroke ‘Closed’ (grey) switch 
2 moves in to form a hydrogen bond with the gamma phosphate  [  6  ] . The ATP binding 
site is shown: the P-loop, switch 1 (SW1) switch 2 (SW2), the relay helix and con-
verter domain in a. the near-rigor state ( 2 ) and b. the pre-power stroke state ( 3 ).       

 The recovery stroke is shown looking at right angles to the actin fi lament axis (from 
 [  6  ] ). Note the rotation of the converter (blue) and lever arm (yellow) accompanying 
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the movement of switch 2. The reaction pathway between these two end states 
has been calculated  [  4  ] ):   http://www.pnas.org/content/vol0/issue2005/images/
data/0408784102/DC1/08784Movie1.mpg    ,   http://www.pnas.org/content/vol0/
issue2005/images/data/0408784102/DC1/08784Movie3.mpg.      

    6.12   Weak and Strong Binding to Actin 

 ATP binding causes weak actin binding; actin binding leads to a closing of the actin 
binding cleft and release of products ( g -Phosphate and ADP) from myosin.       

 The strong binding of the myosin cross-bridge to actin is shown looking along 
the actin helix (space fi lling models). The actin helix is to the left (blue). One cross-
bridge is shown (right). The lever arm is to the right attached to the converter domain 
(dark blue). Note the proximity of the upper (red) and lower (white) 50 K domains 
in strong binding (see  [  1,   2,   11  ] ).  

    6.13   Strong Binding:  b -Sheet Twists and Moves Switch 1 Away 
from the  g -Phosphate         
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 Left shows the pre-power-stroke; right the strongly bound top of power stroke. 
The strong binding to actin twists the  b -sheet and rotates the upper 50 K domain 
clockwise about an axis passing through the sheet. SW1 (switch 1) is fi xed to the 
upper 50 K domain and on strong binding to actin rotates (moves down into the 
plane of the paper) away from the  g -phosphate, which opens the nucleotide binding 
pocket.  

    6.14   The Power Stroke 

 At present we can only get an approximate model the power stroke by looking at 
the recovery stroke and imagine it running backwards. The actual power stroke 
will be different because it occurs while bound to actin, which probably means 
that the  b  -sheet stays in the twisted form. The position of the converter domain 
depends on whether the relay helix has a kink near its middle point or not. 
Removing the kink causes the lever arm to rotate by 60°, which is very likely to 
be the elementary structural event in the power stroke. This is brought about by 
binding to actin. The position of the converter domain is stabilised by the interac-
tion of the outer end of the relay helix with the SH1 helix. These two helices rotate 
together as the converter domain rotates. The axis of rotation runs between the 
two helices. (See movie for the recovery stroke:   http://www.pnas.org/content/
vol0/issue2005/images/data/0408784102/DC1/08784Movie3.mpg    ).       

 The power stroke is shown:  a.  A model of the strongly bound pre-power stroke 
state.  b  shows the rigor state. The actin is shown in blue/grey. From  [  7  ] .  



756 The Structural Biology of Muscle: Spatial and Temporal Aspects   

    6.15   Decorated Actin Gives a View of the Actin-Myosin 
Interface in Strong Binding             

 A space fi lling model is shown calculated from atomic coordinates which has 
been fi tted to a high resolution electron microscope reconstruction of decorated 
actin  [  9,   11  ] - see also ref 24. Two cross-bridges (subfragment-1) on opposite sided 
of actin are shown.  

    6.16   Structure of Actin         

 Actin comes in two forms: G-actin (monomeric) and F-actin (fi lamentous). The dia-
gram shows a representative structure of G-actin (data from  [  22  ] , PDB: 1J6Z). Sub-
domains 1 and 2 constitute the “outer” domain and sub-domains 3 and 4 the “inner” 
domain. These names refer to their positions in the F-actin helix – the inner domain is 
close to the helix axis. Sub-domain 1 contains the binding site for myosin. Many cap-
ping proteins bind in the cleft between sub-domains 1 and 3. The nucleotide (ATP or 
ADP) binds between the outer and inner domains. The binding pocket for the base is on 
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the inner domain between sub-domains 3 and 4. The structures of sub-domain 1 and 
sub-domain 3 are similar and appear to have arisen by gene duplication. Both the N- and 
C-termini are in sub-domain 1. The fi rst four residues of the N-terminus are 
disordered.       

 The helical structure of F-actin is shown  [  10  ] . This was derived from the X-ray fi ber 
diffraction pattern and the crystal structure of G-actin. The molecules are arranged on 
a single helix with 13 molecules repeating in 6 left-handed turns. The rise per molecule 
is 2.75 nm and the twist per molecule is −166.67º. Since this value is close to 180º the 
helical structure takes on the appearance of a two-stranded right-handed screw. The rise 
per molecule along the long-pitch helix is 5.5 nm. The molecules used to make this 
diagram are actually G-actin  [  18  ] . A recent EM study  [  5  ]  has given atomic coordinates 
for F-actin. The main difference between G and F actin is a propeller-like twist of the 
molecule. The F-actin structure is fl atter.       
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 Upper: superposition of the F- and G- structures. 
 Lower: a diagrammatic representation of the differences between F- and G- actin 

Note the 17º rotation of the outer domain with respect to the inner domain in passing 
from G- to F-.      
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  Abstract   Chaperonins such as GroEL from  Escherichia coli  are molecular 
machines that facilitate protein folding by undergoing energy (ATP)-dependent 
movements that are coordinated in time and space owing to complex allosteric 
regulation. Here, we describe some of the various functional (allosteric) states of 
GroEL, the pathways by which they inter-convert and the coupling between 
allosteric transitions and protein folding reactions.      

    7.1   Introduction 

 The activity of many enzymes (or other proteins) is controlled by the binding of effector 
molecules at sites that are distinct from the proteins’ active sites. Such control, which 
refl ects communication between active (e.g. catalytic) and regulatory sites that are 
often distant from each other, has been termed allosteric regulation. The term allostery 
comes from the Greek words ‘allos’ and ‘stereos’ that respectively mean “other” and 
“solid (object)” in reference to the fact that the regulatory and active sites of allosteric 
proteins are physically distinct. Effectors that enhance a protein’s activity are referred 
to as allosteric activators whereas those that decrease a protein’s activity are called 
allosteric inhibitors. Allosteric regulation was initially discovered in the context of 
metabolic control loops, such as feedforward from upstream substrates or feedback 
from downstream products. In recent years, it has become apparent, however, that 
allosteric regulation is also crucial for the proper functioning of many biomolecular 
machines for reasons that will be elaborated below. 
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 Allosteric regulation is often achieved  via  ligand-mediated changes in the 
conformations of multimeric proteins that are manifested in cooperative ligand 
binding. Such cooperativity may be either positive, when ligand binding to one site 
enhances the affi nity of the ligand to other sites, or negative when the opposite 
occurs. Several models, in particular the Monod-Wyman-Changeux (MWC)  [  15  ]  
and the Koshland-Némethy-Filmer (KNF)  [  12  ]  models have been developed to 
describe cooperativity in ligand binding by oligomeric proteins. In both models, 
cooperative ligand binding is due to conformational changes in the protein that may 
be either concerted  [  15  ] , sequential  [  12  ]  or a combination of both  [  3  ] . In the case of 
the MWC model, cooperativity in ligand binding is due to an equilibrium between 
two unligated states: a tense ( T ) state with relatively low affi nity for the ligand, 
which is the predominant form in the absence of ligand, and a relaxed ( R ) state with 
relatively high affi nity for the ligand. In this model, the extent of cooperativity is 
determined by the equilibrium constant  L  (=[T]/[R]) and by the relative affi nities of 
the ligand for the  T  and  R  states (c =  K  

R
 / K  

T
 ). The MWC model is, therefore, rela-

tively simple since it involves only two parameters,  L  and c, but it has the limitation 
that it cannot account for negative cooperativity that the more complex KNF model 
is able to explain.  

    7.2   Nested Allostery in the Chaperonin GroEL 

 The MWC and KNF models were initially developed with relatively small 
oligomeric proteins such as hemoglobin in mind. Large macromolecular assem-
blies can, however, display allosteric properties that are not observed in smaller 
proteins. These unusual allosteric properties arise owing to interactions between 
allosteric units that form the large assembly. Nested allosteric models, which were 
fi rst developed to describe certain linkage phenomena in hemoglobin  [  22  ] , are par-
ticularly useful for describing allostery in large systems with hierarchical structure. 
The hierarchical structure in such systems suggests that a corresponding hierarchy 
in allosteric interactions may also exist. The chaperonins, which consist of two 
back-to-back stacked oligomeric rings with a cavity at each end where protein fold-
ing takes place (for recent review see  [  7  ] ), are striking examples for large multi-
meric assemblies with hierarchical structures that display unusual allosteric 
properties. Steady-state kinetic measurements of initial rates of ATP hydrolysis by 
the  Escherichia coli  chaperonin GroEL at different concentrations of ATP (Fig.  7.1a ) 
showed that it undergoes two ATP-promoted allosteric transitions: one with a mid-
point at relatively low ATP concentrations and the second with a midpoint at higher 
concentrations of ATP  [  26  ] . Each of the allosteric transitions is refl ected in intra-
ring positive cooperativity in ATP binding and hydrolysis by GroEL, with respect to 
ATP and K +  (for review see  [  6  ] ). The higher ATP concentration required to effect 
the second allosteric transition refl ects inter-ring negative cooperativity in ATP 
binding. A nested allosteric model (Fig.  7.2 ) for cooperativity in ATP binding by 
GroEL that accounts for these fi ndings was put forward  [  26  ]  in which, in accordance 
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  Fig. 7.1    Initial velocities of 
ATP hydrolysis by a 
wild-type version of GroEL 
( a ) and by the Asp155 → Ala 
mutant ( b ) as a function of 
ATP concentration. The data 
were fi tted to the Hill 
equation for two ( a ) or three 
( b ) allosteric transitions. For 
more details, see Danziger 
et al.  [  2  ]        

TT(t7t7) TR(t7t7)

Non-folded proteins

ATP

RR(r7r7)

  Fig. 7.2    Scheme for the different allosteric states of GroEL according to the nested model. In the 
absence of ligands, GroEL is predominantly in the  TT  (t 

7
 t 
7
 ) state with low affi nity for ATP and 

high affi nity for non-folded substrates. In the presence of ATP, the equilibrium is shifted toward the 
 TR  (t 

7
 r 

7
 ) and  RR  (r 

7
 r 

7
 ) states. Rings in the  R  state have high affi nity for ATP and low affi nity for 

non-folded substrates       

with the MWC representation, each ring is in equilibrium between tense ( T ) and 
relaxed ( R ) states with relatively low and high affi nities for ATP, respectively. In the 
presence of increasing concentrations of ATP, the GroEL double-ring switches in a 
sequential manner from the  TT  state (both rings are in the  T  state) via the  TR  state 
to the  RR  state in accordance with the KNF model. In this model  [  26  ] , MWC-type 
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allosteric interactions that lead to intra-ring positive cooperativity in ATP binding by 
GroEL are nested in KNF-type allosteric interactions that lead to inter-ring negative 
cooperativity in ATP binding. Plots of the observed rate constant of the  T  →  R  
transition as a function of ATP concentration for double-ring GroEL variants 
(in which the mutations F44W  [  28  ] , Y485W  [  1  ]  or R231W  [  20  ]  were introduced to 
facilitate the following of ATP-promoted conformational changes by monitoring 
time-resolved changes in fl uorescence) have also been found to be bi-sigmoidal. 
By contrast, in the case of single-ring versions of GroEL (SR1), plots of initial rates 
of ATP hydrolysis  [  8  ]  or fractional saturation  [  4  ]  at different concentrations of ATP 
were found to be mono-sigmoidal, thereby indicating that SR1 undergoes only one 
allosteric transition as predicted by the nested model.   

 What are the relative affi nities of the  T  and  R  states of GroEL for protein sub-
strates? Folding reactions are usually initiated by rapid transfer of the unfolded 
protein from unfolding to refolding conditions and, therefore, are far from equilib-
rium (or steady-state with respect to the protein that is folding). Hence, in order to 
study the effects of non-folded proteins on allostery in GroEL, it was necessary to 
fi nd a protein that is unfolded and soluble under the folding conditions in which the 
GroEL ATPase reactions are studied.  a -Lactalbumin was found to be suitable for 
this purpose since it unfolds after reduction and removal of Ca ++  ions but remains 
soluble. The extent of cooperativity (measured by the Hill coeffi cient) in the 
 TT  →  TR  transition was found to fi rst increase and then decrease as a function of 
 a -lactalbumin concentration  [  27  ] . These results indicated that (1) the  T  and  R  states 
have relatively high and low affi nities for non-folded protein substrates, respec-
tively; and that (2) binding of ATP does not occur exclusively to the  R  state. These 
results showed, therefore, that the  T  and  R  states serve as protein substrate acceptor 
and release-states, respectively. Structural analyses (for review see, for example, 
 [  13  ] ) have shown that the lining of the cavity changes from hydrophobic to more 
hydrophilic upon the  T  to  R  transition, thus explaining the functional switch from a 
protein substrate-acceptor state to a protein substrate release state. The change in 
the lining of the cavity from hydrophobic to hydrophilic is most pronounced when 
a GroEL ring is bound to GroES, a heptameric ring-shaped  [  23  ]  co-factor required 
for the folding and release of so-called stringent substrates  [  7  ] .  

    7.3   Pathways of Allosteric Transitions of GroEL 

 Allosteric regulation is responsible for the repeated cycling between different 
functional states that is characteristic of molecular machines. Hence, a preliminary 
understanding of how chaperonins function as machines requires knowing their 
main allosteric states and associated functional properties. A deeper question con-
cerns the nature of the transitions between the relatively stable different allosteric 
states. In other words, do populated kinetic intermediates exist (e.g. are the transi-
tions concerted or sequential)? Are there single or parallel pathways between states 
 [  5  ] ? Such questions are often ignored (and might indeed be of little importance) when 
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dealing with allosteric regulation in the context of metabolic control (e.g. oxygen 
uptake and release by hemoglobin) but they are of considerable potential signifi -
cance for molecular machines since their effi ciency may be path-dependent. 

 Support for the assumption in the nested model regarding the concerted nature of 
the ATP-promoted intra-ring allosteric transitions of GroEL has come from kinetic 
experiments  [  29  ]  and simulations  [  14  ]  that showed that steric repulsion would arise 
if one subunit switched from the  t  to  r  conformation ( t  and  r  stand for the respective 
conformations of a subunit in the low ( T ) and high ( R ) affi nity states of a ring for 
ATP) while its neighbors have not. In addition to steric hindrance, salt-bridge 
switching involving R197, in particular, plays a key role in the allosteric transition 
of GroEL  [  17,   25  ] . Interestingly, the mutation D155A in GroEL that breaks an intra-
subunit salt-bridge of D155 with R395 was found to convert its intra-ring allosteric 
transitions from concerted to sequential  [  2  ] , thereby demonstrating that cooperativ-
ity in this system is indeed due to coupled tertiary conformational changes  [  14  ] . The 
break-in-symmetry in this mutant is refl ected in the observation that a plot of its 
initial rates of ATP hydrolysis as a function of ATP concentration is not bi-sigmoi-
dal as in the case of wild-type GroEL (Fig.  7.1a ) but tri-phasic (Fig.  7.1b ). The 
break-in-symmetry was visualized by electron microscopy analysis of SR1 contain-
ing the D155A mutation that showed that this mutant undergoes sequential allos-
teric transitions such as  t  

7
  →  t  

4
  r  

3
  →  r  

7
  or  t  

7
  →  t  

5
  r  

2
  →  r  

7
  as opposed to the  t  

7
  →  r  

7
  

allosteric transition of wild-type GroEL. The D155A mutant provides, therefore, a 
powerful tool to test the question of how concerted vs. sequential allosteric transi-
tions impact GroEL’s folding function.  

    7.4   Coupling Between Allosteric Transitions in GroEL 
and Protein Folding 

 Electron-microscopy  [  18  ]  and kinetic  [  19  ]  data indicate that the intra-ring ATP-
promoted allosteric transitions of the eukaryotic chaperonin CCT (chaperonin-
containing t-complex polypeptide 1 (TCP-1)) are sequential, in contrast with the 
concerted transitions of the prokaryotic chaperonin GroEL. Consequently, we 
hypothesized that ATP-induced sequential conformational changes in the eukaryotic 
chaperonin CCT facilitate sequential protein substrate release and, as a result, 
domain-by-domain folding  [  18  ] . By contrast, we suggested that ATP-induced 
concerted conformational changes in the prokaryotic chaperonin GroEL facilitate 
all-or-none substrate release. The difference in these release mechanisms was 
proposed to refl ect the need for a more effi cient folding mechanism of multi-domain 
proteins that are more abundant in eukaryotic cells and prone to misfold. Results of 
lattice model simulations  [  9  ]  were found to support this proposal. Hence, we decided 
to test it experimentally  [  11,   16  ]  by comparing assisted folding by wild-type GroEL 
with that by the D155A GroEL mutant that undergoes sequential transitions. 

 Two types of model multi-domain substrates were used in these experiments. 
In the fi rst type, we took advantage of the fact that GroEL-assisted folding of 
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so-called stringent substrates requires GroES  [  7,   23  ] . We fused a stringent 
(i.e. GroES-dependent) substrate, rhodanese, to the non-stringent substrates mouse 
dihydrofolate reductase (mDHFR) or enhanced green fl uorescent protein (EGFP) and 
showed that folding of the non-stringent part of the chimeras occurs in a step-wise 
fashion, with respect to ATP concentration, when folding is assisted by the D155A 
mutant but not when it is assisted by the wild-type variant  [  11  ] . In these experiments, 
only the non-stringent component of the chimeras was able to fold to the native state 
while the stringent part remained bound and unfolded. The second type of substrate 
we employed was a chimera comprising the cyan and yellow fl uorescent proteins, 
CyPet and YPet, which are both non-stringent substrates. The advantage in using this 
substrate is that the folding yield of each domain can be determined separately by 
measuring its respective intrinsic fl uorescence and that of the chimera (with both 
domains folded) by measuring the Förster resonance energy transfer (FRET) between 
the two domains. Hence, by using this chimera as a substrate, it was possible to deter-
mine whether assisted folding by GroEL (either the wild-type variant or the D155A 
mutant) of one domain tends to be accompanied by folding of the other domain (i.e. a 
‘concerted’ mechanism) or whether release and folding of the two domains is inde-
pendent. It was found that a concerted ATP-induced allosteric switch results in a more 
concerted release of substrate domains  [  16  ] , thereby linking the allosteric properties 
of the GroEL machine with its folding function.  

    7.5   Conclusions 

 Considerable progress has been made in the structural characterization of the different 
relatively stable allosteric states of GroEL  [  17,   23  ]  and their corresponding func-
tional properties. However, there is little experimental data regarding the pathways 
by which these allosteric states inter-convert owing to (1) the transient nature of the 
intermediates; (2) the potential multiplicity of pathways; and (3) the diffi culties in 
measuring networks of energetic connectivity in large systems. Computational 
methods, mainly elastic network models  [  21,   24  ]  and correlated mutation analysis 
 [  10  ] , have been used extensively to identify pathways of allosteric communication 
in GroEL but the results of these studies remain to be verifi ed experimentally.      
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  Abstract   Phosphorylation plays essential roles in nearly every aspect of cell life. 
Protein kinases catalyze the transfer of the  g -phosphate of ATP to a serine, threonine 
or tyrosine residue in protein substrates. This covalent modifi cation allows activa-
tion or inhibition of enzyme activity, creates recognition sites for other proteins and 
promotes order/disorder or disorder/order transitions. These properties regulate 
 signalling pathways and cellular processes that mediate metabolism, transcription, 
cell cycle progression, differentiation, cytoskeleton arrangement and cell move-
ment, apoptosis, intercellular communication, and neuronal and immunological 
functions. In this lecture I shall review the structural consequences of protein phos-
phorylation using our work on glycogen phosphorylase and the cell cycle cyclin 
dependent protein kinases as illustrations. Regulation of protein phosphorylation 
may be disrupted in the diseased state and protein kinases have become high profi le 
targets for drug development. To date there are 11 compounds that have been 
approved for clinical use in the treatment of cancer.      

    8.1   The Discovery of Protein Kinases and the Number 
of Protein Kinases Encoded in the Human Genome 

 The discovery of phosphorylation as a regulatory physiological mechanism arose 
from the work in 1955 of Eddie Fischer and Ed Krebs who showed that the activa-
tion of glycogen phosphorylase b to glycogen phosphorylase a in response to 
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 adrenaline was dependent on a protein kinase action together with ATP. The  second 
enzyme that was discovered to be controlled by phosphorylation was glycogen 
 synthase and for many years control by phosphorylation was considered to be an 
idiosyncrasy of glycogen metabolism. The isolation and purifi cation of cyclic 
AMP dependent protein kinase (PKA) in 1968 that showed protein phosphoryla-
tion was a much more ubiquitous phenomena. Until 1979, protein phosphorylation 
in eukaryotes appeared to be confi ned to serine and threonine residues, but in that 
year Tony Hunter and colleagues identifi ed the third phospho-amino acid, phos-
pho-tyrosine, as the product of a protein kinase activity in immunoprecipitates of a 
viral oncoprotein. In humans, phosphorylation on serine, threonine and tyrosine is 
approximately 86%, 12% and 2%, respectively. Although less numerous than ser-
ine or threonine phosphorylation, tyrosine phosphorylation is crucially important 
in health and disease. The discoveries that many oncoproteins possess tyrosine 
kinase activity and that this activity is associated with their transforming ability 
provided exciting advances into understanding the regulation of normal and abnor-
mal cellular processes. 

 The completion of the human genome sequence allowed identifi cation of the 
total number of human protein kinases  [  1  ] . This landmark paper produced the iconic 
diagram of the protein kinome in which most of the eukaryotic protein kinases 
(ePKs) could be assigned to seven major groups defi ned by their related functions. 
Manning et al. identifi ed a total of 518 protein kinases in the human kinome com-
prising 478 ePKs and 40 aPKs (atypical protein kinases, proteins reported to have 
biochemical kinase activity, but which lack sequence similarity to the ePK 
domain).  

    8.2   Structural Consequences of Phosphorylation 

 Phosphorylation can have profound effects on the function of the target protein. The 
phosphoryl group with a pK 

a
  ~6.7 is likely to be predominantly dianionic at physi-

ological pH. The property of a double negative charge (a property not carried by any 
of the naturally occurring amino acids) and the capacity for the phosphoryl oxygens 
to form hydrogen bond networks confers special characteristics. Two types of inter-
action predominate. Firstly at tight binding sites used to stabilise a conformational 
state, the phosphate group frequently interacts with the side chain of one or more 
arginine residues. The guanidinium group of an arginine is well suited for such 
interactions because of its planar structure and its ability to form multiple hydrogen 
bonds. The guanidinium group (pK 

a
  > 12) is a poor proton donor and cannot func-

tion as a general acid in the hydrolysis of phosphorylated amino acids. Theoretical 
calculations on the strengths of hydrogen bonds have shown that the bidentate inter-
actions available to arginine with phosphate provide much stronger interactions 
than those that can be formed with ammonium ions as in lysine side chains. Secondly 
an interaction often observed at less tight phosphoryl group binding sites involves 
the interaction of the phosphate group with the main chain nitrogens at the start of 
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an  a -helix, utilizing the partial positive charge of the helix dipole. In addition a 
number of other polar residues many also be involved in contacts including lysine, 
histidine, tyrosine, serine and threonine. 

 Phosphorylation can result in a number of different responses in a protein target 
 [  2  ] . Phosphorylation can activate enzyme activity through allosteric conformational 
changes as observed for glycogen phosphorylase and many protein kinases that rely 
on phosphorylation by upstream kinases for activity. Phosphorylation can inhibit 
enzyme activity as observed in isocitrate dehydrogenase, where the phosphate group 
acts as a steric blocking agent and does not promote any conformational change, 
and in the cyclin dependent protein kinase CDK2 where phosphorylation on Tyr15 
impedes protein substrate recognition. Phosphorylation can lead to recognition sites 
for other protein molecules such as in the phospho-tyrosine recognition SH2 
domains important for regulation of kinases such as Src, ZAP70, Fes and Abl pro-
tein. Less extensive but also important are the regulatory domains that recognise 
phospho-serine or phospho-threonine such as the 14-3-3 proteins or the polo-box 
domain of polo-like kinase where a phospho-serine site is recognised by the polo-
box domain, which then targets the polo-like kinase to its substrate. In a further 
variation of specifi c site recognition, some protein kinases require hierarchical sub-
strate phosphorylation where the phosphorylation of one site is necessary to create 
a recognition site to allow subsequent phosphorylation as occurs in the phosphory-
lation of the substrate APC (adenomatous polyposis coli) protein by CK1 and GSK3 
as part of the pathway for  b -catenin degradation in Wnt signalling. Phosphorylation 
may also cause an order to disorder transition as in the K +  channel inactivation 
domain, or it may cause a disorder to order transition as in the KIX/pKID CBP co-
activator protein/CREB transactivation domain system, these transitions being dem-
onstrated in NMR structural studies. Phosphorylation can promote conformational 
changes that lead to protein association as in ERK2 or STAT proteins and entry to 
the nucleus. Phosphorylation may also cause protein/protein disassociation as in the 
CDK mediated phosphorylation of pRb that promotes dissociation of pRb from the 
transcription factor E2F/DP1  [  3  ] . For almost all of these systems, structures have 
explained the molecular basis for these phenomena. ( [  4  ]  and references therein).  

    8.3   Glycogen Phosphorylase; an Example of the Structural 
Consequences of Phosphorylation 

 Glycogen phosphorylase was the fi rst phospho-protein structure to be understood in 
its non-phospho and phospho states  [  5  ] . According to the Monod-Wyman Changeux 
theory for allosteric activation it is proposed that the enzyme exists in two (or at least 
two) functional states, the T (tense) state, which is less active and is characteristic of 
non-phospho glycogen phosphorylase b (GPb), and the R state (relaxed) characteris-
tic of the active state phosphorylated glycogen phosphorylase a (GPa). The response 
to stimulation by adrenaline that leads to activation of phosphorylase kinase and 
phosphorylation of GPb to GPa results in nearly instantaneous activation that is 
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needed for a fi ght or fl ight response. The activation of  phosphorylase by 
 phosphorylation is the end result of one of the best-understood signalling pathways. 
We now understand (almost) all the structures of the players involved in this pathway 
from the  b -adrenergic receptor signalling through the heterotrimeric G  proteins, to 
adenylyl cyclase to produce the second messenger, cyclic-AMP leading to activation 
of PKA that phosphorylates phosphorylase kinase, which activates phosphorylase. 

 Glycogen phosphorylase catalyzes the fi rst step in the breakdown of glycogen. 
The reaction involves the phosphorylysis of the  a -1,4-glycosidic bond of the 
 terminal sugar of glycogen to yield glucose-1-phosphate. Phosphorylation by phos-
phorylase kinase takes place on serine 14, near the N-terminus of this large polypep-
tide chain (842 residues). The question is how does phosphorylation of a single 
serine residue activate such a large molecule? Glycogen phosphorylase is a dimer in 
which the two subunits are related by a two-fold axis of symmetry. The X-ray crys-
tallography studies showed that phosphorylation produced conformational changes 
that signalled a change in quaternary structure that in turn led to the correct confor-
mation of residues at the catalytic site. The catalytic site is at the centre of each 
subunit and well away from the subunit/subunit interface. 

 Thus the allosteric mechanism of phosphorylase allows binding events at sites 
that are over 45 Å from the catalytic site to activate the enzyme based on the inti-
mate connection between the tertiary structure and the quaternary structure as the 
structure goes from the less active T state (GPb) to the more active R state (GPa).  

    8.4   Cyclin Dependent Protein Kinases Regulate the Cell Cycle 

 The cell cycle refers to the process by which a cell grows and divides  [  6  ] . Each of 
the main transitions of the cell cycle is controlled by protein kinases known as the 
cyclin dependent protein kinases (Cdks) because they are dependent of an addi-
tional subunit, the cyclin, for activity. Cdk2/cyclin A, is the kinase that regulates the 
transitions through S phase, where the cell replicates its DNA prior to cell division, 
and is the best understood Cdk. Like many protein kinases, most but not all Cdks are 
dependent on phosphorylation for activity. Phosphorylation takes place on a threo-
nine residue (Thr160 in human Cdk2) in a region known as the activation segment. 
The catalytic core of all protein kinases comprises two lobes, the N-terminal lobe 
and the C-terminal lobe with a hinge region between them. ATP binding takes place 
in the region between the lobes. Protein substrate recognition takes place in the 
C-terminal lobe and involves the activation segment. 

 Cyclin binding to inactive Cdk2 brings about large changes in the N-terminal 
lobe that result in the correct location of ATP so that its  g -phosphate group is aligned 
for phosphoryl transfer. However the enzyme is inactive until it is phosphorylated 
on Thr160. This phosphorylation aligns the activation segment so that the protein 
substrate is correctly presented to the ATP  [  7,   8  ] . Thus in Cdk2/cyclin A phos-
phorylation is acting as an allosteric activator within a monomeric protein. 
Phosphorylation brings about conformational changes that are at a distance from the 
catalytic site but which are essential for catalysis. 
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 Cdk2 is also controlled by phosphorylation-mediated inhibition. Phosphorylation 
at Tyr15 in the glycine rich loop of the N-terminal lobe inhibits kinase activity, a 
process that is used by the cell as a checkpoint to ensure that S-phase has been com-
pleted successfully before the cell moves on to the next stage of the cell cycle. 
Although this modifi cation is close to the ATP binding site, it does not prevent ATP 
binding but rather prevents substrate binding  [  9  ] . 

 In response to anti-proliferation signals, cells produce a number of Cdk inhibitor 
proteins, of which p27 Kip1  is most important during the early stages of the cell cycle. 
p27 inhibits Cdk2/cyclin A by exploiting a tight binding site on the cyclin and by 
wrapping around the kinase to distort the catalytic site  [  10  ] . p27 itself is controlled 
by phosphorylation. It is phosphorylated at one site (Thr187 towards its C-terminus) 
by Cdk2/cyclin A and this phosphorylation targets the inhibitor for ubiquitylation 
by the Skp1/Cullin/F-box complex (SCF). Ubiquitylation marks the protein for 
destruction by the proteasome. But how does Cdk2/cyclin A become active in order 
to destroy its own inhibitor? Recently it was discovered that p27 can be phosphory-
lated on two tyrosine residues in the region of p27 that locates to the Cdk2 catalytic 
site and these phosphorylations relieve inhibition by p27  [  11  ] . The upstream kinases 
have not been defi nitively established but kinases such as Src and Lck, which are 
up-regulated in response to growth signals, are possible candidates.  

    8.5   Protein Phosphatases 

 Dephosphorylation by protein phosphatases is of equal importance in these 
 signalling pathways. Protein kinases phosphorylate specifi c substrates often recog-
nising a short sequence epitope around the site of phosphorylation to generate spec-
ifi city. The protein phosphatases in contrast have broad recognition at their catalytic 
sites but utilize additional subunits to generate specifi city at remote sites. An exam-
ple of this is with the cyclin dependent protein kinase associated phosphatase KAP. 
KAP catalyzes the dephosphorylation of Cdk2 thus returning the kinase to its inac-
tive state. It recognizes a structure in the C-terminal region of the kinase and uses 
this to direct the phospho-Thr160 to the catalytic site  [  12  ] .  

    8.6   Protein Kinase Inhibitors 

 Protein kinase inhibitors are important targets in the fi ght against unwanted cell 
proliferation in cancer. Structure has provided knowledge that both explains the 
inhibitory properties and guides improvements to lead compounds  [  13–  18  ] . An out-
standing example has been the discovery of Glivec (imatinib) that inhibits the 
tyrosine kinase Abl, a kinase that becomes uncontrollably activated in chronic 
myeloid leukemia. Glivec binds preferentially to an inactivate conformation of Abl, 
a confi rmation that is not readily accessible to other protein kinases and provides 
high specifi city of Glivec for Abl  [  19,   20  ] .      
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  Abstract   Membrane proteins perform a wide range of essential functions in all 
cells of all living organisms, ranging from the sensing, processing and propagation 
of extrinsic signals, passive or active transport of ions and solutes, creating or utiliz-
ing a membrane potential, to the import or secretion of entire proteins. In spite of 
intense, and increasingly successful efforts in determining membrane protein struc-
tures, they still present a formidable challenge in structural biology.     

  Only about 0.5% of all structures deposited in the pdb are membrane proteins, 
and this proportion has not been increasing rapidly in recent years. Most of the 
known membrane protein structures are prokaryotic, because these are easier to 
handle than their eukaryotic counterparts, often less complex, more stable, and 
more easily produced in the amounts required for structural studies. However, 
in terms of structure and molecular mechanisms they are often similar to those 
of eukaryotic organisms, and much can, and has, been learned from prokaryotic 
homologues. 

  X-ray crystallography  is unsurpassed for providing detailed information about 
the three-dimensional structure, and mechanisms by which membrane proteins 
work at the atomic level (Fig.  9.1 ). Even more than 25 years after the fi rst membrane 
protein structure  [  5  ] , each new one is a triumph that takes years, or even decades, of 
dedicated, painstaking work to achieve. The most recent examples include a  bacterial 
respiratory Complex-I  [  6  ] , and our two structures of a bacterial carnitine transporter 
CaiT  [  20  ] . Structure determination takes a long time mainly because it remains 
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 diffi cult to produce membrane proteins in suffi cient quantities, to isolate and purify 
them, and to grow well-diffracting crystals.  

 For crystallization in 3D, membrane proteins have to be solubilised with deter-
gents, which takes them out of their native membrane context. For functional  studies 
it is often necessary to reconstitute the isolated proteins into a lipid bilayer. By 
 similar methods, many membrane proteins form two-dimensional (2D) crystals, 
which can then be studied by  electron crystallography . 2D crystals often grow 
more easily than   3D crystals, and because the protein is in a quasi-native lipid envi-
ronment, it tends to be more stable. However, 2D crystals are rarely suitable for 
high-resolution structure determination, because of limited size and intrinsic disor-
der. To date, only very few membrane protein structures at better than 4 Å resolution 
have been determined by electron crystallography (Fig.  9.2 ,  [  9,   10,   13  ] ).  

 The method is however well suited to studying membrane proteins under differ-
ent conditions. Examples are pH-induced conformational changes in sodium-proton 
antiporters NhaA and NhaP  [  2,   22  ] , which would be diffi cult with 3D crystals. 3D 
maps at 6–8 Å resolution can usually be obtained by crystallographic image pro-
cessing. At this resolution, membrane- spanning alpha-helices are clearly visible, 

  Fig. 9.1    Summary of methods used for investigating membrane protein structure, with resolution 
ranges (best to typical) given below       
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  Fig. 9.2    Electron crystallography of 2D crystals. ( a ) 2D crystal of plant light-harvesting complex 
LHC-II on carbon fi lm, shadowed with Pt/C. ( b ) 3.4 Å resolution structure of LHC-II as deter-
mined by electron crystallography  [  13  ]        

  Fig. 9.3    Electron crystallographic structures of the sodium/proton antiporters NhaP1 from 
 Methanococcus jannaschii  ( a, b ) and NhaA from  E. coli  ( c ,  d ). ( a ,  c ) cytoplasmic view; ( b ,  d ) side 
view. The X-ray structure of the 12-helix NhaA  [  11  ]  was fi tted to the 6 Å map  [  24  ]  of the NhaA 
dimer. A homology model of the 13-helix NhaP1 was built and fi tted to the 7 Å 3D map of the 
NhaP1 dimer  [  8  ]        

and if the X-ray structure of a related protein is known, atomic models can be built 
with confi dence, as we have done in the case of NhaP1 (Fig.  9.3 ,  [  8  ]    ).  

 High levels of membrane proteins are often not tolerated by the expressing 
cells, or the proteins are not processed or folded correctly. Moreover, many mem-
brane proteins assemble into large, hetero-oligomeric complexes that cannot 
be over- expressed with current technology. Such large and often fragile 

 

 



  Fig. 9.4    Cryo-EM and image processing of large, non crystalline single particles. ( a ) 3D map of 
mitochondrial ATP synthase  [  18  ]  with known X-ray structures of subunits fi tted. ( b ) 5.9 Å map of 
the yeast fatty acid synthase equatorial wheel  [  7  ] . ( c ) Cryo-EM image of FAS ( top ) with Fourier 
shell correlation indicating the resolution in the inset. Selected class averages and re-projections 
below (From Gipson et al.  [  7  ] )       
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 macromolecular complexes are best studied by  single-particle cryo-EM  of 
 non-crystalline material. Examples include the mitochondrial ATP synthase 
(Fig.  9.4a ,  [  18  ] ), the V-type ATP ases  [  23  ] , respiratory chain supercomplexes 
 [  19  ] , and the protein translocase of the outer mitochondrial membrane (TOM, 
 [  16  ] ). As a further example, our recent 5.9 Å map of yeast fatty acid synthase 
(Fig.  9.4b, c ,  [  7  ] ) is included in this lecture. This is of course not a membrane 
protein, although it does produce the fatty acid chains of membrane lipids. The 
FAS map demonstrates the great potential of single-particle cryo-EM for study-
ing structures at a resolution that, until recently, was thought to be the exclusive 
domain of crystallography. With non-enveloped spherical viruses, resolutions of 
3.5 or better have been achieved  [  25  ] , although with membrane protein com-
plexes typical resolutions have been in the 10–30 Å range, probably due to inher-
ent fl exibility or conformational heterogeneity.  

 An important subset of membrane proteins is devoted to biological energy con-
version in specialized membrane organelles, the mitochondria of animal, fungal 
and plant cells, and the chloroplasts of green plants. These organelles are particu-
larly rich sources of membrane protein complexes, as they contain large copy 
numbers, and the proteins are comparatively stable. As a result we have now an 
almost complete picture of how individual complexes in respiration and photo-
synthesis work. However, to understand these and other membrane processes 
fully, we need to know how the complexes interact, how many of them there are 
in a given area or volume, and how they are organized in the membrane. At pre-
sent, this information is most easily obtained by  electron cryo-tomography  
(cryo-ET), which bridges the gap between crystallography and light microscopy. 
Although the resolution of cryo-ET is limited to ~30–70 Å, this comparatively 
new technique offers fascinating insights into the molecular makeup of mem-
branes, organelles or even whole cells, especially when combined with higher-
resolution information from X-ray crystallography or single- particle cryo-EM. 
Examples are the molecular arrangement of the F 

1
 -F 

o
  ATP synthase in the mito-

chondrial inner membrane, and of the chloroplast ATP synthase and photosystem-
II in plant thylakoids. 

 Using electron cryo-tomography of small, whole mitochondria or mitochondrial 
membranes, we found that the ATP synthase is arranged in ~1  m m long rows of dim-
ers, which are always located at the position of highest curvature of the inner mem-
brane cristae (Fig.  9.5 ,  [  21  ] ). This striking molecular arrangement is lost in yeast 
mutants lacking the ATP synthase subunits thought to be responsible for dimer 
 formation, and in the mitochondria of ageing cells that are about to undergo  apoptosis 
(unpublished).  

 In marked contrast to mitochondria, the chloroplast ATP synthase is monomeric, 
and confi ned to membrane regions of minimal curvature  [  4  ] . We believe this to 
refl ect differences in membrane potential and pH gradient in the two organelles 
(Fig.  9.6 ). Visualizing the photosystem-II dimer in chloroplast membranes helps us 
to understand the molecular basis of lateral segregation into stacked and unstacked 
membrane regions (Fig.  9.7 ,  [  4  ] ).   

  Electron microscopy in biology  covers an enormous range from near-atomic 
resolution of individual membrane proteins  [  9,   10,   13  ] , molecular assemblies at 
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increasingly higher resolution ( [  7,   12,   16,   19,   23,   25  ] ), to the organellar or cellular 
context  [  1,   4,   21  ] . Whereas X-ray protein crystallography is a mature and compara-
tively straightforward method that has yielded tens of thousands of high-resolution 
structures, this is not yet the case for electron microscopy, where important funda-
mental improvements in instrument design are likely to be implemented within the 
next decade. These include the development of near-perfect solid-state electron 
detectors  [  15  ] , and of phase plates to maximize the inherently low image contrast 
(Fig.  9.8 ,  [  3,   14  ] ), which is limited by the electron dose tolerated by the radiation-
sensitive biological objects.  

 We are developing a prototype instrument for in-focus phase contrast electron 
microscopy that will allow us to record tomograms and single particle images with 
higher contrast and, hopefully, resolution. Once these devices become routine, cryo- 
EM will be an even better complement for X-ray crystallography, and may even 
rival its success.     
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  Fig. 9.6    Schematic arrangement of membrane protein complexes in chloroplast thylakoids ( a ) 
and mitochondria cristae ( b )       

  Fig. 9.5    Electron cryo-tomography of mitochondrial membranes. ( a ) Slabs of tomographic vol-
umes showing dimer rows of ATP synthase in top and side views  [  21  ] . ( b ) Schematic of ATP 
synthase dimers along the highly curved edges of cristae membranes       

 

 



  Fig. 9.7    Electron cryo-tomography of chloroplast membranes. ( a ) Photosystem-II dimers in the 
thylakoid membrane ( top ); averaged volumes top and side view ( centre ); PS-II supercomplex 
dimer map at 30 Å resolution ( b ) Arrangement of PS-II supercomplex dimers in crystalline PS-II 
arrays ( top ), with modelled LHC-II trimer interactions across the stromal gap ( below ) (From Daum 
et al.  [  4  ] ). ( c ) Atomic model of photosystem-II supercomplex  [  17  ]        

  Fig. 9.8    Electrostatic Boersch phase plate (From Majorovits et al.  [  14  ] )       
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  Abstract   Clamp loaders are ATP-driven multiprotein machines that couple ATP 
hydrolysis to the opening and closing of a circular protein ring around DNA. This 
ring-shaped clamp slides along DNA, and interacts with numerous proteins involved 
in DNA replication, DNA repair and cell cycle control. Recently determined struc-
tures of clamp loader complexes from prokaryotic and eukaryotic DNA polymerases 
have revealed exciting new details of how these complex AAA+ machines perform 
this essential clamp loading function. This review serves as background to John 
Kuriyan’s lecture at the 2010 Erice School, and is not meant as a comprehensive 
review of the contributions of the many scientists who have advanced this fi eld. These 
lecture notes are derived from recent reviews and research papers from our groups.      

    10.1   Background 

 Cellular chromosomal replicases are multiprotein DNA polymerase assemblies that 
replicate DNA with very high processivity during cell division (reviewed in  [  1,   2  ] ). 
Their tight grip on DNA derives from a  sliding clamp  protein, a ring-shaped 
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homooligomer that encircles DNA and slides freely along the duplex. Representative 
 structures of these clamps are shown in Fig.  10.1 a for  Escherichia coli   b  and human 
proliferating cell nuclear antigen (PCNA)  [  3,   4  ] . Whereas the prokaryotic clamp is a 
homodimer, eukaryotic PCNA is a homotrimer. The clamps have a similar appearance, 
as their architecture is based on a domain of common structure.  

 The sliding clamps are required at primer–template junctions, where they bind to 
the polymerase and continuously hold it to the DNA during chain extension 
(Fig.  10.1b ). Clamps are repeatedly placed at new RNA-primed sites on the lagging 
strand, where they recruit the polymerase subunits for numerous initiation events 
during discontinuous replication  [  6  ] . The task of placing the clamp at a primed site is 
accomplished by a multi-protein  clamp loader complex , which recognizes the junc-
tion of single-stranded (ss) and double-stranded (ds) DNA in a structure- specifi c 
fashion. Despite the symmetrical appearance of the clamp, the two fl at faces of the 
ring are structurally distinct. The polymerase associates with the face from which the 
C-termini protrude in both prokaryotic and eukaryotic systems  [  7,   8  ] . Therefore, the 
clamp loader must correctly orient the clamp on the 3 ¢  terminus of the primed site for 
interaction with the DNA polymerase. Interestingly, clamp loaders from both 
prokaryotic and eukaryotic systems interact with the same face of their respective 

  Fig. 10.1    Sliding clamps and clamp loaders. ( a )  E. coli   b  ( left ; PDB code 2POL), human PCNA 
with bound p21 removed ( middle ) and human PCNA bound to a C-terminal peptide of p21 ( right ; 
PDB code 1AXC for both PCNA structures shown). p21 binds to PCNA and serves as the proto-
type for how proteins bind to sliding clamps (Adapted from  [  3,   4  ] ). ( b ) The clamp loader uses ATP 
to load the sliding clamp on DNA (Adapted from  [  5  ] )       
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clamp as the DNA polymerase; thus, the clamp loader must depart from the clamp 
for the polymerase to function  [  9,   10  ] . 

 The fi rst detailed view of how proteins bind clamps was provided by the structure 
of PCNA bound to a peptide of the p21 cell cycle regulator  [  4  ] . p21 binds the 
C-terminal face of PCNA in a hydrophobic pocket between the two domains 
(Fig.  10.1a ). It is now apparent that many different polymerases, regulators and 
repair proteins bind PCNA and use the same binding pocket  [  11–  14  ] . An analogous 
binding pocket exists in  b   [  15–  17  ]  and gp45, the T4 clamp  [  18  ] . 

 This review provides an overview of clamp loader structure and function as it is 
currently understood in both prokaryotes and eukaryotes. Overall, they are  strikingly 
similar and lessons learned from one generally apply to the other.  

    10.2   The  E. coli  Clamp Loader 

 Clamp loader subunits, both prokaryotic and eukaryotic, are members of the  AAA+  
(triple A+) family  [  19  ] . It turns out that the fi rst crystal structure of a AAA+ protein 
was that of the  E. coli   d  ¢  clamp loader subunit, although we did not know that it was 
a AAA+ protein when we determined that structure (Fig.  10.2a )  [  22–  24  ] . This par-
ticular subunit is not an active ATPase and the details of ATP binding by AAA+ 
proteins was fi rst revealed by structures of the NSF/p97 family from the groups of 
Bill Weis and Axel Brünger. John Kuriyan fi rst realized that clamp loaders were 
AAA+ proteins when he was shown the structure of NSF by Bill Weis in a coffee 
shop on Powell Street in San Francisco, and he was amazed to see a protein fold in 
NSF very similar to that determined for the  d  ¢  clamp loader subunit. Andy Neuwald 
 [  19  ]  established the relationship between AAA+ proteins and clamp loaders by 
using sequence comparisons.  

 Structures of intact clamp loaders reveal fi ve core subunits arranged in a circle, 
as illustrated in Fig.  10.2 b for the  E. coli   g  

3
  d  d  ¢  (  g  complex ) clamp loader  [  21  ] . The 

subunits of the  g  complex are designated A–E in Fig.  10.2 c for convenience in 
comparing it to the eukaryotic RFC clamp loader  [  25  ] . The intact  E. coli  clamp 
loader consists of the  g  complex and also two additional small subunits ( c  and  y ), 
which are not required for clamp loading. The structure of the  c - y  subassembly is 
unrelated to that of the other subunits  [  26  ] . Each of the  g ,  d  and  d  ¢  subunits consists 
of three domains: The ATP-binding AAA+ region of homology is located in the 
two N-terminal domains, whereas the C-terminal domain forms the major intersub-
unit connections that hold the pentamer together (Fig.  10.2a ). Oligomers of AAA+ 
proteins typically consist of six identical subunits that form a symmetrical circular 
disk  [  27,   28  ] . The circular pentameric clamp loaders are unique because they con-
tain a gap instead of a sixth subunit (Fig.  10.2b ). The C-terminal domains form a 
tight uninterrupted ‘collar’, but there is a prominent gap between the AAA+ 
domains of  d  and  d  ¢  (subunits A and E). Recent experiments indicate that the gap 
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remains open throughout the reaction and is present to allow DNA entry into the 
open clamp (described later)  [  29  ] . 

 Most if not all of the  g  complex subunits interact with  b   [  30  ] . However, the tight-
est contact to  b  occurs through the  d  subunit, which acts as a wrench to destabilize 
the  b  dimer interface  [  15,   31  ] . To bind the clamp, the  g  complex must fi rst bind ATP, 
which promotes a conformational change  [  32  ] . The  g  complex crystal structure 
lacks nucleotide and thus is in the inactive conformation for clamp binding. Only 
the  g  subunits bind ATP, as the ATP sites of the  d  and  d  ¢  subunits are degenerate. 
Typical of AAA+ oligomers, the ATP sites are positioned at subunit interfaces  [  27, 
  28  ] . In particular, an arginine fi nger residue located in a conserved SRC motif 
reaches across the interface to participate in the ATP site of the adjacent subunit. 
The strategic location of ATP sites at subunit interfaces of AAA+ oligomers may 
enable global conformational changes in response to ATP binding and hydrolysis 
 [  27,   28  ] . Site-specifi c mutants of the arginine fi nger of  g  and  d  ¢  confi rm its impor-
tance in ATP sensing and hydrolysis  [  33,   34  ] . 

 ATP sites 1 and 3 in the  g  complex appear open and accessible to ATP binding, 
but ATP site 2 is ‘squeezed’ shut by amino acid sidechains from subunit B that 
occlude the ATP-binding pocket in subunit C. Interestingly, the structure of  g  com-
plex in the presence of the nonhydrolyzable ATP analog ATP g S shows that only 
sites 1 and 3 are occupied; ATP site 2 remains unfi lled and the complex retains 
nearly the same conformation as the unliganded structure, suggesting that  b  may be 
required to assist the binding of the third ATP  [  35  ] .  
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  Fig. 10.2    The  E. coli   g  complex clamp loader. ( a ) Individual subunits of  g 
3
 d  d  ¢  are displayed side 

by side  [  20  ] . ( b ) The  g 
3
 d  d  ¢  minimal clamp loader structure (side view; PDB code 1JR3) (Adapted 

from  [  21  ] ). The  yellow-colored helix  in  d  interacts with  b   [  15  ] . ( c ) The A–E nomenclature of the 
subunits. ATP binds only the three  g  subunits, at sites located at subunit interfaces       
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    10.3   The Eukaryotic Clamp Loader 

 The eukaryotic clamp loader, replication factor C (RFC), was fi rst identifi ed by its 
requirement in SV40 replication in vitro  [  36  ] . RFC consists of fi ve non-identical 
subunits, four of which have a consensus P-loop  [  37  ] . Four of the RFC subunits are 
similar in size to the  g 3 d  d  ¢  subunits, whereas the A subunit (RFC1) is over twice as 
large and contains N- and C-terminal extensions. The structure of  Saccharomyces 
cerevisiae  RFC in complex with PCNA and ATP g S (Fig.  10.3a ) yields insight into 
the nature of the ATP-induced conformational change and reveals how the clamp 
loader recognizes a primer–template junction  [  25,   38  ] .  
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  Fig. 10.3    The S. cerevisiae RFC clamp loader. ( a ) Structure of yeast RFC bound to PCNA and 
ATP g S (PDB code 1SXJ). ( b ) Cartoon of the subunit arrangement and ATP sites of the RFC pen-
tamer. ( c ) Model of DNA posi-tioned within the RFC–PCNA structure. ( d ) Top view of the RFC–
PCNA–DNA model, with the C-terminal collar. PCNA is in  gray , and DNA is in  green  and  orange . 
The helices that track DNA are highlighted in  yellow .  Green spheres  indicate a possible exit path 
for template ssDNA from the central chamber (Adapted from  [  25  ] )       
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 The RFC pentamer contains four ATP sites (Fig.  10.3b ). The additional ATP site 
in RFC (relative to  g 

3
 d  d  ¢ ) is in RFC1 (subunit A). Biochemical studies of RFC 

P-loop mutants indicate that the RFC1 ATP site is not required for clamp loading 
and its role remains unclear  [  39  ] . The RFC structure unexpectedly shows fi ve bound 
nucleotides, even though RFC5 (in position E, corresponding to  E. coli   d  ¢ ) lacks a 
consensus P-loop. The gap between subunits A and E is present, and the C-terminal 
extension of RFC1 folds back and packs against subunit E. 

 The PCNA clamp is attached to the A, B and C subunits; the D and E subunits 
lift off the plane of the ring and the PCNA ring is closed (Fig.  10.3a ). In common 
with the  E. coli   g  complex, biochemical studies have demonstrated that ATP g S 
induces RFC to bind PCNA and open its ring for DNA binding; hydrolysis is 
required for RFC to eject from PCNA, thereby enabling DNA polymerases to func-
tion with the sliding clamp  [  40  ] . Hence, it is somewhat surprising that the PCNA 
ring is closed in the RFC– PCNA–ATP g S structure. This dilemma may be explained 
by the fact that the structural study utilized an RFC mutant in which the arginine 
fi ngers in the SRC motifs of subunits A–D were mutated to SQC to prevent the 
hydrolysis of ATP g S, which could occur during the time-frame of crystal growth. 
The SRC to SQC mutations in subunits A–D of the RFC–PCNA–ATP g S structure 
may tilt the equilibrium towards a form in which PCNA is closed, thus severing the 
connection between PCNA and subunits D and E. This form is proposed to  represent 
an intermediate in which PCNA is closed around DNA, just upstream of the ATP 
hydrolysis and RFC ejection step  [  25  ] . Hydrolysis of ATP would complete the 
detachment of RFC from PCNA and DNA (explained further in the section below 
and Fig.  10.5 ). 

 The orientations of the fi ve ATP g S in the RFC–PCNA structure are related by a 
set of similar screw operations about a central axis; this results in a spiral architec-
ture with a pitch that closely matches B-form DNA  [  25,   38  ] . Furthermore, the RFC 
AAA+ domains defi ne a central cavity into which duplex DNA may snugly fi t and 
the size of the footprint corresponds to earlier footprinting studies of the RFC–DNA 
complex  [  41  ]  (Fig.  10.3c ). Hence, it was hypothesized that the conformation induced 
by nucleotide binding, perhaps assisted by the clamp, brings the subunits into a heli-
cal arrangement to fi t around DNA and track the duplex (Fig.  10.3d ). A helical 
disposition of subunits within an oligomer that encircles DNA is also observed in 
certain proteins based on the RecA ATPase fold, including T7 helicase, Rho and 
RecA  [  42–  44  ] . 

 Figure  10.3 d shows a cut-away view looking down on the top of an RFC–
PCNA complex in which the C-terminal domains that form the clamp loader 
collar have been removed and the DNA has been modeled through PCNA and 
into the central chamber of RFC. Each subunit contains a pair of helices for 
which the positive dipole is directed toward the central chamber. Minor groove 
interactions have been demonstrated to mediate the interaction of protein with 
DNA in non-sequence-specifi c fashion  [  45  ] ; when DNA is modeled inside the 
RFC chamber, it can be positioned such that these helices track the minor groove 
(yellow helices in Fig.  10.3d ). Conserved positively charged and polar residues 
exist on and near these helices, several of which are also conserved in prokaryotic 
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clamp loader subunits. As a test for DNA binding inside the clamp loader, 
advantage has been taken of the prokaryotic clamp loader, which contains three 
identical copies of  g   [  46  ] . Thus, any given mutation in  g  is repeated three times 
in  g  complex. Biochemical studies of  g  complex with mutated putative DNA-
binding residues in  g  and/or  d  ¢  support the central chamber as the locus of DNA 
binding  [  46  ] .  

    10.4   Primed Template Recognition and Insertion 
of DNA into the Clamp 

 Clamp loaders must open the clamp, recognize a primed template and then insert 
the DNA through the center of the clamp. Studies in the T4 system indicate that the 
gp45 clamp may open to form a left-handed helix  [  47  ] . Recent molecular simulation 
studies of yeast PCNA indicate that, upon destabilizing the clamp interface, the 
PCNA ring springs open into a right-handed spiral  [  48  ] . EM reconstruction studies 
of an archaeal RFC–PCNA–DNA–ATP g S complex by Kosuke Moriakawa and col-
leagues indicate that PCNA has an open lock-washer appearance, enabling it to 
extensively dock on the helical surface of the RFC pentamer  [  49  ] . These observa-
tions are summarized in Fig.  10.5a , wherein the open clamp docks underneath the 
clamp loader and adopts a complementary spiral to that of the AAA+ domains of 
the clamp loader subunits. This helical open form allows the clamp to interact with 
all the clamp loader subunits.  

 A recent structure of the  E.coli  clamp loader in complex with primer template 
DNA has illuminated the mechanism of ATP-dependent DNA recognition by the 
clamp loader  [  50  ] . DNA enters the central chamber of the clamp loader through the 
gap between subunits A and E (e.g. Fig.  10.4a ). The tight pentameric contacts com-
prising the collar provide no opening, thus presenting an obstacle to the fi t of a rigid 
duplex straight through the clamp–clamp loader complex  [  50  ] . A conserved Tyr 
residue stacks on the fi nal base in the primer strand, resulting in a sharp bend of the 
template strand as it exits the clamp loader in a manner reminiscent of the ‘separa-
tion pin’ of UvrB  helicase  [  51  ] . The ssDNA portion of a primed template bends out 
of the gap between subunits A and E and is bound into a surface groove along the A 
subunit ( d ). 

 Additionally, ATP binding causes a symmetric arrangement of B, C, D, and E 
subunits around the longitudinal axis of the DNA  [  50  ]  (Fig.  10.4b ), thus tracking 
the helical spiral of DNA, as hypothesized from the RFC-PCNA structure  [  25  ] . 
Surprisingly, the clamp loader only contacts the template strand, which allows 
both RNA and DNA hybrids to be accommodated in the central chamber. 
Additionally, the non- hydrolyzable ATP analogs (ADP•BeF 

3
 ) in the structure 

seem to be positioned for hydrolysis and subsequent release of the DNA. Indeed, 
recent biochemical studies have shown that the clamp loader can bind either DNA 
with a 3 ¢  or 5 ¢  recessed end, but that effi cient ATP hydrolysis and loading of the 
clamp is only facilitated with DNA with the proper 3 ¢  recessed end  [  52  ] . Therefore, 
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discrimination of the minor groove, and thus proper DNA architecture, must be 
achieved at the ATP hydrolysis step. 

 Recent work has also highlighted the role of accessory factors in the clamp 
loading process. Structures of  g  

3
  d  d  ¢  in complex with a peptide from the  y  subunit 

show that this peptide increases affi nity of clamp loader for DNA via a rearrange-
ment of the clamp loader that facilitates its binding to DNA  [  50  ] . In addition, 
recent structural and biochemical studies of both  b  and PCNA have demonstrated 
that the clamp itself assists in the clamp loading process and, once loaded, sits in 
a tilted orientation relative to the DNA  [  52–  54  ] . The tilted orientation suggests 
that DNA may switch between various factors that are bound to the clamp 
simultaneously. 

  Fig. 10.4    DNA recognition by the  E.coli  clamp loader ( a )  g  complex bound to primer-template 
DNA (PDB code: 3GLF). ( b ) Diagram showing the ATPase subunits of the clamp loader and DNA 
duplex. The DNA-interacting helices are shown in yellow. The three rotation axes that relate the B 
subunit to the C subunit, the C subunit to the D subunit, and the D subunit to the E subunit are 
shown in  blue ,  red , and  green , respectively. The three axes are nearly coincident with each other 
and with the axis of the DNA duplex (not shown) (Adapted from  [  50  ] )       
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 When the clamp closes around DNA, it will become a planar ring and therefore 
may detach from some subunits of the clamp loader spiral (Fig.  10.5 ). This  proposed 
intermediate may correspond to the structure captured in the RFC–PCNA–ATPγS 
crystal, in which subunits A, B and C interact with the closed clamp, while the ATP 
sites are poised for hydrolysis  [  25  ] . Hydrolysis ejects the clamp loader, thus enabling 
DNA polymerase to access the clamp (Fig.  10.5 ).   

    10.5   Concluding Remarks 

 Important new questions arise from recent studies on prokaryotic, eukaryotic and 
archaeal clamp loaders. For example, the precise coordination of DNA and clamp 
binding with ATP-hydrolysis remains uncertain. Is the clamp actively ‘cracked 
open’ by the clamp loader? Alternatively, the clamp may spontaneously breathe and 

  Fig. 10.5    Clamp opening and DNA recognition. ( a ) The open clamp is illustrated as a right-
handed lock-washer that fi ts on the helical surface defi ned by the fi ve AAA+ domains of the ATP-
activated clamp loader. ( b ) Primed DNA enters through the gap in the open ring and the slot 
between the A and E clamp loader subunits. Template ssDNA provides a fl exible joint for DNA 
exit from the central chamber through the slot in the side of the clamp loader. ( c ) The ring snaps 
shut around DNA, severing the tie between the clamp and the D and E clamp loader subunits. 
( d ) ATP hydrolysis ejects the clamp loader from the clamp–DNA complex, leaving the clamp 
topologically linked to the DNA (Adapted from  [  2  ] )       
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the clamp loader may trap the clamp in the open form. Also, there exist alternative 
RFC complexes in which subunit A (RFC1) is replaced by another subunit. For 
example, RFC1 is replaced by a Rad protein (Rad24 in  S. cerevisiae , Rad17 in 
humans) in response to DNA damage  [  55  ] . Rad–RFC loads the clamp (the 911 
clamp, which is different from PCNA) onto the 5 ¢  end of a primed site and thus 
recognizes the opposite side of a single-stranded/double-stranded junction com-
pared to RFC–PCNA  [  56  ] . How does this alternate A subunit cause the clamp loader 
to recognize DNA of opposite polarity? 

 Although not covered in this review, both prokaryotic and eukaryotic clamps 
interact with a wide variety of DNA polymerases, repair factors and cell cycle 
 regulators. How these various factors coordinate their action on the clamp can be 
added to the list of the many exciting questions that remain for future studies.      
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  Abstract   The fi eld of molecular electron microscopy is developing powerful tools 
for visualizing the dynamics of macromolecular machines in action. This chapter 
briefl y reviews the basics of macromolecular structure determination by electron 
microscopy and its application to dynamic machines.  

  Keywords   Cryo-electron microscopy  •  Three-dimensional reconstruction  •  Structural 
biology      

    11.1   Three-Dimensional Electron Microscopy (3D EM) 
in Structural Biology 

 Since the early developments in this fi eld in the late 1960s, 3D EM has become a 
major fi eld of structural biology. Experimental and computational advances have 
created powerful tools for 3D structural analysis over the full range from macro-
molecules to cells. In the lower resolution range, EM is highly complementary to 
cellular imaging by optical microscopy. “Super-resolution” fl uorescence micros-
copy methods allow the precise 3D mapping of fl uorophores in living cells. In 
contrast, cryo-EM samples are trapped by rapid freezing, but the full 3D density is 
recorded. At the high resolution end of the scale, single particle EM is now capable 
of  resolving near atomic resolution structures of complexes in solution provided 
they are suffi ciently large (~1 MDa) and rigid  [  12  ] . X-ray crystallography covers a 
large size range from atoms to megaDalton complexes (for objects that can be 
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crystallized), but confi nement of the molecules to a crystal lattice restricts their 
conformations. NMR spectroscopy can provide high resolution structures, mainly 
in solution, but its application is restricted to relatively small complexes or to 
selected sites in larger structures. An overview of scale lengths probed by different 
structural biology methods is shown in Fig.  11.1 . Although molecular EM and 
electron tomography cover a wide range, these methods impose a limit on sample 
thickness – thick samples such as cells and tissues must be sectioned for EM imag-
ing and tomography, and the preparation of sections can introduce chemical or 
mechanical artefacts. A developing area that overlaps with the low resolution range 
of EM is that of X-ray microscopy and X-ray tomography. The greater penetration 
power of X-rays means that whole cells can be imaged, albeit at lower resolution. 
Again, the full 3D density is visualized, so that this approach is also highly com-
plementary to fl uorescence imaging.  

 In this chapter I will briefl y review the main features of 3D EM in the study of 
macromolecular machines.  

    11.2   Sample Preparation 

 For macromolecules, there are two main methods of sample preparation – the 
quicker negative stain method that gives a high contrast, but indirect view of the 
molecular surface, and the more demanding cryo-EM method that can ultimately 
provide a full density map of the atomic structure. In the negative stain approach, 
the solution of macromolecules is applied to an EM grid coated with a thin fi lm of 
carbon, and then a solution of heavy metal salt, typically uranyl acetate, is added. 
The liquid is blotted to a thin layer and allowed to dry, resulting in a shell of 
 electron-dense stain coating the molecules, which are then seen in negative con-
trast. This procedure often works quite well and gives a good idea of the shape and 
symmetry of the object. However, some samples are damaged by the heavy metal 
salt or collapse when dehydrated, so it is not always reliable. Cryo-EM, on the 
other hand, gives a low contrast, but more accurate view of the structure. The solu-
tion is applied to an EM grid with a carbon support fi lm (which can be perforated 
to give regions free of support fi lm for improved contrast), blotted and rapidly 
plunged into a  cryogen, usually liquid ethane, for vitrifi cation. The frozen grid 

  Fig. 11.1    Multiscale imaging. Approximate length scales covered by 3D structure determination 
methods used in biology       
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must then be kept at liquid nitrogen temperature and transferred into a cryo 
 specimen holder for loading into the microscope, avoiding surface contamination 
by exposure to ambient humidity. 

 Cryo-EM has two important advantages. Firstly, the rapid freezing step brings the 
sample to the vitreous state in which the water solidifi es without rearranging into ice 
crystals, and therefore avoids dehydration or damage to the macromolecules  [  5  ] . 
Vitrifi ed samples can then be imaged in their native, hydrated state in a microscope 
with a cryogen-cooled specimen holder. The second major advantage of  cryo-EM is 
that the effects of radiation damage by the electron beam are greatly slowed at low 
temperature. Radiation damage determines the practical limit on the resolution of 
biological macromolecules, as will be explained in the following section. 

 Unlike X-ray crystallography, EM of isolated complexes in solution, “single par-
ticles”, has a lower, rather than an upper, size limit, as long as the sample thickness 
along the beam direction is within a few 100 nm. Large complexes are easier to 
analyze, since they scatter more strongly, facilitating the process of orientation 
determination. Cryo-EM becomes very diffi cult for particles less than several hun-
dred kDa. Therefore, negative stain is normally used for smaller particles, down to 
50–100 kDa. 

 The high symmetry of ordered assemblies such as 2D crystals or helical arrays 
facilitates EM analysis and makes it easier to obtain high resolution structures, 
using crystallographic approaches. But even for these assemblies, it is often 
advantageous to apply single particle methods to correct for small distortions of 
the lattice.  

    11.3   Principles of EM Image Formation 
and 3D Reconstruction from Projections 

 Transmission EM images are formed by scattering or absorption of the incident 
electrons by the specimen. Electrons can be scattered elastically, without energy 
change, or inelastically, with energy transfer between the electron and the speci-
men atoms. Inelastic scattering causes damage to the specimen and produces an 
incoherent background since the change in electron energy is equivalent to a 
change in wavelength, so that these electrons are focused in different planes. For 
thin specimens composed of light elements, such as those found in biological 
macromolecules, the scattering is weak and there is very little absorption. A low 
contrast image is formed, mainly resulting from interference between unscattered 
and elastically scattered electrons. This contrast is enhanced by underfocussing 
the objective lens, because the combination of underfocus and spherical aberra-
tion of the objective lens results in a phase shift between scattered and unscattered 
waves. The scattered waves pass through the outer part of the lens whereas the 
unscattered beam passes through the center of the lens, which has a different focal 
length owing to spherical aberration. The resulting phase difference enhances the 
image contrast. 
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 Phase plates for EM are currently being developed (e.g.  [  4  ] ), in direct analogy to 
those used for Zernike phase contrast in optical microscopy (now more commonly 
replaced by the related differential interference contrast). EM phase plates offer the 
potential of greatly improved contrast, especially important in cryo-electron tomog-
raphy (see below). 

 The images recorded in a transmission electron microscope are 2D projections of 
the 3D density of the sample, modifi ed by the optical characteristics of the micro-
scope and the focus setting used. The 3D structure can be restored from a set of 
projections (views) of the object in different orientations relative to the incident 
beam, with corrections for the optical distortions. The principle of 3D reconstruc-
tion from projections is the same as in medical tomography. In medical X-ray 
tomography the patient is surrounded by a ring of X-ray sources and detectors, so 
that images are recorded at a series of angles all around the patient. In transmission 
EM, the beam direction remains fi xed, but the specimen can be tilted to different 
angles to give the different views. However, EM specimens are thin and planar, so 
that they cannot be tilted beyond about 70° – the beam path through a highly tilted 
specimen becomes too long for the electrons to penetrate, and the beam is blocked 
by the specimen holder. Because of this limitation, electron tomograms have a 
 missing region of information and consequently lower resolution along the beam 
direction than in the plane of the specimen. Another problem that limits the overall 
resolution is the need for many exposures of the object to collect the tilt series. For 
good 3D resolution, the angular step size should be as fi ne as possible, but for cryo-
EM specimens, the accumulated radiation damage is limiting. Therefore, cryo- 
electron tomography data collection is a compromise between these two confl icting 
requirements. The limitation on electron dose means that each exposure is extremely 
weak, with a very low signal to noise ratio. Despite these diffi culties, it is currently 
possible to achieve a resolution of ~4 nm in cryo-electron tomography, and this is 
improved if subregions of the tomogram can be extracted, aligned and averaged. 

 The problems of angular spacing and radiation damage are greatly reduced by 
the experimental strategy used for studying isolated macromolecular complexes – 
single particle analysis. In this approach, the complex, such as a virus particle, ribo-
some, or other biochemically defi ned assembly, is imaged in a thin layer of vitrifi ed 
solution. In general the particles adopt random orientations in the vitrifi ed layer. 
Thus, images of many (thousands) of particles can be combined and reconstructed 
in favourable cases to near atomic (~3 Å) resolution (e.g.  [  26  ] ). 

 Once a data set of single particle images has been collected, the main challenge 
is to determine the relative orientations of all the particles. The main tool for align-
ment is cross-correlation, to give a measure of similarity between pairs of images. 
After in-plane alignment, the images can be classifi ed by statistical analysis for sort-
ing into similar subsets. Averaging within classes improves the signal to noise ratio 
and thus the visibility of structural features. To determine the 3D structure, the out-
of-plane angular relationships between the views (Euler angles) must be deduced. 
There are two general approaches for Euler angle determination in the absence of an 
initial model, the use of common line relationships, or collection of tilted and 
untilted views of the same object. The common line approach is based on the 
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 principle that any two 2D projections of the same 3D object will have at least one 
1D (line) projection in common, and the angle at which the common lines are found 
between pairs of images defi nes their relative Euler angles  [  3,   24  ] . In the tilt pair 
approach, two views are recorded of each object with a known tilt angle. With 
known angular relationships, the 3D structure can be determined by the random 
conical tilt method  [  21  ] . Once an initial map is available, the structure can be refi ned 
by cycles of cross correlation between the input images and reprojections of the 
current map. 

 For radiation-insensitive materials such as metals, a higher electron dose can be 
used, giving a more favourable signal to noise ratio. The short wavelength of high 
voltage electrons (~0.02 Å) means that features smaller than 1 Å can be resolved, 
despite imperfections in the electromagnetic lenses.  

    11.4   Methods for Analysis of Dynamic 
and Heterogeneous Complexes 

 As the experimental and computational methods have advanced, it has become 
increasingly evident that single particle analysis is often limited by sample hetero-
geneity, arising from causes such as fl exibility of the molecules in solution or vari-
able occupancy of ligands. Because of the low signal to noise ratio of cryo-EM 
images, it is not usually possible to interpret the image features directly, and cer-
tainly not to detect small structural variations. Statistical analysis of large data sets 
of single particle images is a powerful tool for extracting detailed information 
about the structure and its variations. Principal component analysis and related 
methods are used to detect signifi cant variations and to sort the particles into homo-
geneous subsets for separate reconstruction. The problem is complicated because 
variations in orientation must be distinguished from structural variations. Several 
approaches have been developed  [  14,   19  ] . The ability to sort particle populations is 
a very powerful feature of image analysis, making it a quasi “single molecule” 
method, well suited to the analysis of dynamics of macromolecular machines such 
as GroEL (Fig.  11.2 , shown in the process of folding a substrate protein,  [  2  ] ) or 
ribosomes  [  6  ] . It can be used to determine a series of structures from a sample 
consisting of multiple structural states.   

    11.5   Resolution, Reliability and Information Obtainable 

 How accurate is the structural information in EM maps? For single particle and 
tomography structures, it is not completely straightforward to measure the resolu-
tion of the map. With diffraction data, well-defi ned diffraction peaks are clearly 
greater than the surrounding background noise, and the signal to noise ratio can be 
estimated as a function of spatial frequency to defi ne the resolution of the structural 
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information. However, with single particle or tomography data, the signal from the 
structural information is continuously distributed and not easily distinguished from 
background noise. Therefore, a common method for resolution estimation is to 
divide the data set into two equivalent halves, calculate two separate reconstructions 
and then compare them in resolution shells. The resolution of the map is defi ned as 
the spatial frequency at which the correlation between the two reconstructions falls 
to a specifi ed threshold, e.g. 50% of the maximum correlation at low resolution. 
There are pitfalls in map and resolution calculation, and sometimes the resolution 
estimate is over-optimistic because noise has been correlated with signal during the 
alignment procedure, or other systematic errors are present. It is necessary that the 
raw data and averaged views must be consistent with reprojections of the recon-
struction, but this does not prove the validity of the reconstruction. Ultimately, the 
structure must make sense biologically and be tested against other types of experi-
mental data, e.g. chemical labeling or mutagenesis. Often there is atomic structure 
information for at least part of the structure. If rigid body structures can be recog-
nized by fi tting atomic models into the EM map, this can provide validation. 

 Fitting of known or closely related atomic structures of components in a complex 
is the major tool for interpretation of low and intermediate resolution EM maps. 
If domain shapes or secondary structures are resolved, fl exible fi tting approaches 
can be used to allow for hinge movements (e.g.  [  23  ] ). Conversely, EM maps can 

  Fig. 11.2    A folding protein trapped inside the chaperonin cage. The bacteriophage T4 capsid 
protein gp23 requires the chaperonin complex to fold, but is near the maximum size that can be 
accommodated inside the folding chamber. Multivariate statistical analysis was used to sort a large 
set of cryo-EM images of a mixture of folding intermediates in different states into more homoge-
neous classes for 3D reconstruction. The map reveals an almost native, large domain of gp23 
( darker grey density ) inside the chaperonin folding chamber ( light grey density ). The atomic struc-
tures of the chaperonin domains ( black ribbons ) and of viral gp24 (a close homologue of gp23; 
 white ribbons ) are docked into the EM density. The front surface of the map is cut away to reveal 
the contents of the folding chamber. The fi gure was created from the EM structure (EM databank 
EMD-1548,  [  2  ] ) and PDB entries 1OEL and 1G31       
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sometimes be used as molecular replacement models to phase X-ray crystallo-
graphic data  [  18  ] . 

 What can we expect to see in different resolution ranges? At 20–30 Å, the overall 
shape and perhaps domains might be resolved (Fig.  11.3   [  16  ] ). The map does not 
become much more interpretable until the resolution becomes better than 8–9 Å, 
when  a -helices begin to be resolved as tubes of density. For structures rich in 
 a -helices, reaching this threshold makes a big difference to the accuracy and reli-
ability of atomic structure fi tting (e.g. fi lamentous actin at 6.6 Å, Fig.  11.4   [  10  ] ), and 
once the resolution is better than 4.5 Å, most of the secondary structure is resolved. 
For the best single particle maps, in the 3–4 Å resolution range, an atomic model can 
be built (e.g. for a rigid icosahedral virus, Fig.  11.5 ,  [  26  ] ).     

    11.6   Further Reading 

 Many useful review articles have appeared on this subject. Examples include those 
by Frank  [  7  ] , van Heel et al.  [  25  ] , Lucic et al.  [  17  ]  and Cheng and Walz  [  1  ] . A com-
prehensive series of articles in three volumes of Methods in Enzymology have 
recently appeared  [  13–  15  ]  containing a substantial body of reference material on 
the principles, methods and examples of cryo-EM. In addition, there are excellent 
books on electron optics  [  11,   22  ] , single particle analysis  [  8  ]  and tomography  [  9  ] .      

  Fig. 11.3    3D reconstruction of a membrane pore formed by the immune system protein perforin. 
The pore contains 20 subunits, which are modeled with  b -hairpins forming the pore wall, and is 
surrounded by a patch of the membrane bilayer. The fi gure was created from map EMD-1769 and 
atomic modeling based on the perforin crystal structure  [  16  ] . In this example, the data set was 
limited by the variable number of subunits in the assembly, and by the small number of isolated 
views of the pores distributed on liposomes. The map resolution is around 29 Å       
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  Fig. 11.4    The structure of an 
actin fi lament determined by 
cryo-EM and atomic structure 
fi tting. Although the actin 
fi lament is quite fl exible, a 
6.6 Å resolution map was 
obtained by optimizing data 
collection and contrast, and 
the actin backbone was 
largely resolved ( black 
ribbons ). An ADP molecule 
( spheres ) is bound in the 
central cleft. The fi gure was 
prepared from the map 
EMD-5168 and PDB entry 
3MFP  [  10  ]        

  Fig. 11.5    The structure of aquareovirus determined by single particle cryo-EM at 3.3 Å resolu-
tion. The map and backbone are shown for viral subunit VP5 ( left ), and an enlarged, stereo view of 
the boxed region shows the resolution of side chains ( right ). Figure modifi ed from Zhang et al. 
 [  26  ] , with permission. The map is EMD-5160 and the atomic structure is PDB 3IYL. Copyright 
Elsevier 2010       

 

 



12311 Electron Microscopy of Macromolecular Machines

   References    

    1.    Cheng Y, Walz T (2009) The advent of near atomic resolution in single particle electron 
microscopy. Annu Rev Biochem 78:723–742  

    2.    Clare DK, Bakkes PJ, van Heerikhuizen H, van der Vies SM, Saibil HR (2009) Chaperonin 
complex with a newly folded protein encapsulated in the folding chamber. Nature 457:107–110  

    3.    Crowther RA (1971) Procedures for three-dimensional reconstruction spherical viruses by 
Fourier synthesis from electron micrographs. Philos Trans R Soc Lond B Biol Sci 261:221–230  

    4.    Danev R, Kanamaru S, Marko M, Nagayama K (2010) Zernike phase contrast cryo-electron 
tomography. J Struct Biol 171:174–181  

    5.    Dubochet J, Adrian M, Chang JJ, Homo JC, Lepault J, McDowell AW, Schultz P (1988) Cryo-
electron microscopy of vitrifi ed specimens. Q Rev Biophys 21:129–228  

    6.    Fischer N, Konevega AL, Wintermeyer W, Rodnina MV, Stark H (2010) Ribosome dynamics 
and tRNA movement by time-resolved electron cryomicroscopy. Nature 466:329–333  

    7.    Frank J (2002) Single-particle imaging of macromolecules by cryo-electron microscopy. Annu 
Rev Biophys Biomol Struct 31:303–319  

    8.       Frank J (2006) Three-dimensional electron microscopy of macromolecular assemblies. Oxford 
University Press, New York, USA  

    9.       Frank J (ed) (2006) Electron tomography, 2nd edn. Springer, New York, USA  
    10.    Fujii T, Iwane AH, Yanagida T, Namba K (2010) Direct visualization of secondary structures 

of F-actin by electron cryomicroscopy. Nature 467:724–728  
    11.       Hawkes P, Valdre U (1990) Biophysical electron microscopy. Academic, Oxford, UK  
    12.    Henderson R (2004) Realizing the potential of electron cryo-microscopy. Q Rev Biophys 37:3–13  
    13.       Jensen GJ (ed) (2010) Cryo-EM, Part A: sample preparation and data collection, vol 481, 

Methods in enzymology. Elsevier, San Diego  
    14.    Jensen GJ (ed) (2010) Cryo-EM, Part B: 3-D reconstruction, vol 482, Methods in enzymology. 

Academic Press, Amsterdam, Boston  
    15.    Jensen GJ (ed) (2010) Cryo-EM, Part C: analyses, interpretation, and case studies, vol 483, 

Methods in Enzymology. Academic Press, Amsterdam, Boston  
    16.       Law RHP, Lukoyanova N, Voskoboinik I, Caradoc-Davies TT, Baran K, Dunstone MA, 

D’Angelo ME, Orlova EV, Coulibaly F, Verschoor S, Browne KA, Ciccone A, Kuiper MJ, Bird 
PI, Trapani JA, Saibil HR, Whisstock JC (2010) The structural basis for membrane binding and 
pore formation by lymphocyte perforin. Nature 468:447–451. doi:  10.1038/nature09518      

    17.    Lucic V, Leis A, Baumeister W (2008) Cryo-electron tomography of cells: connecting struc-
ture and function. Histochem Cell Biol 130:185–196  

    18.    Navaza J (2008) Combining X-ray and electron-microscopy data to solve crystal structures. 
Acta Crystallogr D Biol Crystallogr 64:70–75  

    19.    Orlova EV, Saibil HR (2010) Methods for three-dimensional reconstruction of heterogeneous 
assemblies. Methods Enzymol 482:321–341  

    20.    Orlova EV, Saibil HR (2011) Structural analysis of macromolecular assemblies by electron 
microscopy. Chem Rev (in press). http://pubs.acs.org/doi/full/10.1021/cr100353t  

    21.    Radermacher M (1988) Three-dimensional reconstruction of single particles from random and 
nonrandom tilt series. J Electron Microsc Tech 9:359–394  

    22.    Reimer L (1997) Transmission electron microscopy – physics of image formation and micro-
analysis. Springer, Berlin  

    23.    Topf M, Lasker K, Webb B, Wolfson H, Chiu W, Sali A (2008) Protein structure fi tting and 
refi nement guided by cryo-EM density. Structure 16:295–307  

    24.    van Heel M (1987) Angular reconstitution: a posteriori assignment of projection directions for 
3D reconstruction. Ultramicroscopy 21:111–124  

    25.    van Heel M, Gowen B, Matadeen R, Orlova EV, Finn R, Pape T, Cohen D, Stark H, Schmidt 
R, Schatz M, Patwardhan A (2000) Single-particle electron cryo-microscopy: towards atomic 
resolution. Q Rev Biophys 33:307–369  

    26.    Zhang X, Jin L, Fang Q, Hui WH, Zhou ZH (2010) 3.3 Å cryo-EM structure of a nonenveloped 
virus reveals a priming mechanism for cell entry. Cell 141:472–482      



    



125M.A. Carrondo and P. Spadon (eds.), Macromolecular Crystallography, 
NATO Science for Peace and Security Series A: Chemistry and Biology,
DOI 10.1007/978-94-007-2530-0_12, © Springer Science+Business Media B.V. 2012

  Abstract   The signal recognition particle (SRP) is a protein-RNA complex that 
associates with ribosomes to mediate co-translational targeting of membrane and 
secretory proteins to biological membranes. The universally conserved core of SRP 
consists of SRP RNA and the SRP54 protein, and plays the key role in signal-
sequence recognition and binding to the SRP receptor. Critical for SRP function is 
communication between the two conserved SRP54 domains, the GTPase- and the 
M-domain, so that signal-sequence binding at the M domain directs receptor 
binding at the GTPase domain. The structural basis for signal-sequence binding by 
SRP and subsequent signaling is still poorly understood. By studying the structures 
of the SRP RNA in its free form as well as in complex with its different protein 
partners, we have made steady progress towards the elucidation of structural states 
of the SRP, using the archaeon  Methanococcus jannaschii  as model system. Together 
with other structures of SRP proteins and RNA-protein complexes, these structures 
provide new insights into the mechanisms of SRP-mediated protein targeting.  

  Keywords   Protein transport  •  Signal recognition particle  •  X-ray structure  
•   Methanococcus jannaschii   •  Signal sequence      

    12.1   Introduction 

 Approximately 30% of all proteins that are synthesized in the cell cytosol need to be 
transported to their fi nal destination for proper function. They must be transferred 
not only to other cell compartments, like the Golgi, the endoplasmic reticulum (ER), 
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or the mitochondria in eukaryotic cells, but also to the external environment outside 
the cell. The highly hydrophobic character of membranes is not conducive to 
protein transport, and the cell has developed sophisticated solutions to overcome this 
problem. Divergent pathways exist for sending proteins into various compartments 
or out of cells. These protein translocation systems consist of complex molecular 
machines that are highly specialized for the specifi c compartments. One of these 
protein transport systems is the signal recognition particle (SRP), which functions 
as an assisting molecule in co-translational protein targeting. Newly synthesized 
proteins destined for transfer go directly from the ribosome to the membrane-
bound pore-forming protein, referred to as the translocon, through which channel 
the secreted protein should cross the membrane. The role of SRP in this mechanism 
is to guide the translating ribosome to the translocon.  

    12.2   Signal Recognition Particle 

    12.2.1   Background 

 SRP is a multi-subunit ribonucleoprotein (RNP) found in all three kingdoms of life, 
and is essential for normal cell function (reviewed in  [  6,   8,   11,   24,   30  ] ). The SRP rec-
ognizes the N-terminal signal sequences of nascent polypeptide chains as they emerge 
from the ribosome, and targets the SRP-nascent chain-ribosome complex to the endo-
plasmic reticulum (ER) in the case of eukaryotic cells or to the plasma membrane in 
prokaryotes via interactions with the SRP receptor. At the membrane, SRP release is 
mediated by mutual GTP hydrolysis by the SRP and its receptor, leaving the nascent 
chain directed through the translocon or integrated into the membrane (Fig.  12.1 ).  

 Extensive biochemical analysis of the SRP, in combination with structural studies 
of the RNA subdomains, individual protein components, and RNA-protein complexes, 
has highlighted the main structural features that govern assembly and function. 
More recently, cryo-EM work on SRP-ribosome-nascent chains has also revealed 
the interaction with the ribosome  [  16,   18,   31  ] .  

    12.2.2   SRP Composition 

 Mammalian SRP is the most complex of all SRPs. It consists of a single 7S RNA 
(also termed SRP RNA, ~300 nucleotides (nt)) and six protein components named 
SRP9, SRP14, SRP19, SRP54, SRP68, and SRP72, according to their mass in kDa 
(Fig.  12.2 ). All proteins except SRP72 bind directly to 7S RNA, which can be struc-
turally and functionally divided into two domains, the S-domain and the  Alu -domain. 
The S-domain (7S.S RNA) binds to SRP19, SRP54, and the SRP68/72 heterodimer, 
of which SRP54 plays the key role in recognizing the signal sequences and interacting 
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with the SRP receptor. The secondary structures of archaeal 7S RNAs are highly 
similar to their mammalian counterparts. Genome sequence analyses, however, 
indicate that archaeal species code for only two homologues of the six eukaryotic 
SRP proteins, namely SRP19 and SRP54  [  1  ] . In eubacteria, a minimal set of SRP 
subunits exists composed of 4.5S RNA, a single RNA helix (domain IV, homologue 
to helix 8), and the SRP54 homologue Ffh (54 homologue)  [  27,   28  ] .   

  Fig. 12.1    The SRP cycle       

  Fig. 12.2    Schematic representation of SRP from the three kingdoms of life. Protein components 
bound to SRP RNA are shown as spheres       
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    12.2.3   The Domain Structure of SRP54 

 SRP54, or Ffh as it is referred to in bacteria, is the protein that is most highly conserved 
among the different species and consists of three structural domains, N, G, and M, 
which mediate different functions  [  2,   10  ] . The M-domain (methionine-rich domain) 
recognizes the signal sequences and binds the SRP RNA, whereas the NG-domain 
is a ras-type GTPase that interacts with the SRP receptor  [  7,   9,   23  ] . The secondary 
structure of 7S.S RNA is approximately Y-shaped with helices 6 and 8 forming the 
two apical stems capped by tetraloops. Helix 8 consists of three short regular helical 
segments connected by a symmetric and an asymmetric internal loop. Sequence and 
secondary structures of the two loops show strong similarities in all organisms, and 
they comprise the binding site for the SRP54 M domain. 7S RNA does not function 
solely as a rigid scaffold for the SRP protein components. Rather, it functions in an 
integrated way with SRP54 and appears to have an important role in both the signal-
sequence binding and the SRP-receptor interactions  [  3,   4,   19,   26,   32,   34  ] .  

    12.2.4   Function of SRP19 

 We use SRP from the thermophilic archaeon  Methanococcus jannaschii  as model 
system for SRP assembly and function. In 2002 we and others published the crystal 
structure of SRP19 bound to 7S.S RNA  [  12,   25  ] . The structures revealed that SRP19 
binds to the tetraloops of helices 6 and 8, clamps them together, and induces extensive 
interactions between them. In particular, looped-out adenosines in helix 6 of  M. janna-
schii  SRP RNA seemed to stabilize three nucleotides in the asymmetric loop of helix 8 
in an SRP54-binding competent state. SRP biogenesis in higher eukaryotes involves 
sequential binding of SRP19 and SRP54 proteins to 7S RNA. To better understand the 
mechanism by which SRP19 promotes SRP54 binding to 7S.S RNA, the knowledge of 
the free 7S.S RNA structure seemed indispensable. We therefore determined the crystal 
structure of the protein-free S-domain of SRP RNA from  M. jannaschii   [  13  ]  (Fig.  12.3 ). 
Interestingly, in the free form of SRP RNA the three nucleotides of the asymmetric 
loop, shown to be important for M domain binding, are directed towards the RNA’s 
helical axis as predicted from analysis of the binary structure. The structure revealed 
the nature of long-range SRP19-induced conformational changes, which promote 
subsequent SRP54 attachment. To conclude, the main function of SRP19 seems to be 
to alter the RNA interaction geometries and, consequently, cause an asymmetric loop 
conformation that resembles the one in the SRP54-bound form.   

    12.2.5   The Structure of the Complete SRP S Domain 
from Archaea 

 Biochemical studies as well as X-ray and EM structures of free SRP54, and SRP54 
in complex with SRP RNA and the ribosome, show major structural fl exibility 



12912 Assembly and Function of Archael SRP

within SRP54. It is suggested that these conformational changes in SRP54 are 
fundamental to the coordinated binding and release of the ribosome, the signal 
peptide, the SRP receptor, and the translocon. We characterized the structure of the 
SRP54–SRP19–7S.S RNA complex from  M. jannaschii  in its free state  [  14  ] , and 
showed that in the ligand-free SRP core the SRP54 G-domain has no direct contact 
with the M-domain and that a movement of the NG-domain is restricted by direct 
interactions with the RNA (Fig.  12.4 , right). The NG domain is associates length-
wise with the 7S RNA, burying more than ~2,000 Å 2  of solvent-accessible surface 
area. This makes the NG domain–RNA interface considerably larger than the 
~1,300 Å 2  M domain–RNA interface. Still, the M domain binds to the RNA by 
formation of an intricate intermolecular interface, including seven base-specifi c 
interactions. In contrast, the NG domain makes relatively few direct contacts and 
those that are formed are exclusively with the sugar–phosphate backbone. The 
absence of most of the G domain binding site in the 45-mer RNA used for crystal-
lization of the  S. solfataricus  SRP54–helix 8 complex may explain the observed 
open non-RNA-bound structure in this case  [  29  ]  (Fig.  12.4 , left). However, the dif-
ferent NG domain orientations observed in  S. solfataricus  and  M. jannaschii  SRP, 
could represent examples from a dynamic range or discrete states of conformations 
that occur in free SRP.  

 The 25–30 amino-acid long GM-linker constitutes the key structural element 
that allows the reported large domain rearrangements within SRP54 linking bind-
ing of external ligands by SRP to the acquisition of proper NG–M confi gurations 
 [  5,   10,   16,   29,   32  ] . In the open structure of the  S. solfataricus  SRP core, this 
GM-linker forms a well defi ned long  a -helix that places the N domain in contact 
with the fi ngerloop in the M domain  [  29  ] . In the crystal of the  M. jannaschii  SRP 

  Fig. 12.3    ( Left ) The 2.6 Å 
crystal structure of the free S 
domain from SRP RNA 
(pdb code 1z43  [  13  ] ). ( Right ) 
The 2.3 Å crystal structure 
of the SRP19 bound SRP 
RNA (pdb code 1lng,  [  12  ] ). 
The  arrows  point at the three 
unpaired bases 195-ACC 
in the asymmetric loop, 
which are pointing toward 
the interior of the RNA helix 
in the free RNA structure. 
Both structures are from 
 M. jannaschii        
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core, the GM-linker forms a long but irregular helical-like structure that bends 
sharply and contacts both the N domain tip and the RNA. It seems likely that the 
more open structure of SRP, as seen for example in  S. solfataricus   [  29  ] , is coupled 
to an unbending of the GM-linker. In other words, the GM-linker might act as a 
fl exible spring between the M and NG domains, to allow for the large ribosome-
induced conformational rearrangement within the SRP core revealed by the cryo-EM 
structures. Upon signal-sequence binding, the hinge regions at the GM-linker’s N 
and C termini may then allow for further adjustment of the NG–M interface. 

 The SRP54 domain arrangement on the ribosome is strikingly different than that 
observed in the free S domain of  M. jannaschii.  It is plausible that in the absence of 
a ligand, i.e. the signal sequence, the locked SRP54 domain arrangement on the 
SRP RNA keeps the NG and the M domains spatially well separated. In this arrange-
ment, the direct NG–M communications that are thought to be critical for the binding 
of signal sequences and subsequent signal transduction are unlikely to occur.  

    12.2.6   Signal-Sequence Binding to the SRP 

 Even though the known structures of SRP determined by us and others have revealed 
a wealth of information about SRP assembly and function, the molecular mecha-
nism of signal-sequence binding is poorly understood. Currently unanswered is the 

  Fig. 12.4    ( Right ) The crystal structure at 2.5 Å resolution of the SRP54–SRP19–SRP RNA com-
plex of  M. jannaschii  SRP (pdb code 2v3  [  14  ] ). ( Left ) The crystal structure at 4.0 Å resolution of 
the SRP54–helix 8 RNA complex of  Sulfolobus solfataricus  SRP (pdb code 1qzw  [  29  ] ). The posi-
tion of the GM-linker and SRP54 domains are indicated. The structures are shown in the same 
orientation based on the M domains       
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question of how SRP recognizes and productively binds almost any such hydrophobic 
signal sequence. Critical for SRP function is also the communication between the 
two conserved SRP54 domains, the GTPase- and the M-domain, so that signal-
sequence binding at the M domain directs receptor binding at the GTPase domain. 
Biochemical and structural data of a signal-sequence bound SRP core of  M. jannaschii  
suggest how SRP recognizes a signal sequence, and describe signal-sequence 
induced structural changes within the SRP core. 

 N-terminal signal sequences can be divided into three regions: a basic 
N-terminal region, a central hydrophobic region of 7–20 amino acids, and a more 
polar C-terminal region that contains the cleavage site for signal peptidase  [  33  ] . 
However, neither the N-terminal signal sequences nor the transmembrane seg-
ments recognized by SRP show primary sequence conservation. The unifying 
characteristic of all signal sequences, and apparently the only essential feature for 
binding to SRP, is an uninterrupted stretch of at least seven hydrophobic amino 
acids surpassing a threshold level of hydrophobicity  [  22  ] . A typical signal 
sequence comprises 9–12 hydrophobic residues in a row that adopt an  a -helical 
conformation. Recent data show that the function of  E. coli  SRP RNA, with 
respect to accelerating SRP-SR complex formation, requires the presence of a 
signal sequence  [  3  ] . 

 From the fi rst structures of SRP54, the signal-sequence binding site was identi-
fi ed as a hydrophobic groove present in the M domain  [  2,   21  ] . Cryo-EM studies on 
SRP-ribosome complexes showed additional electron density in this area of the M 
domain, which was attributed to the signal sequence  [  17,   18,   31  ] . More recently, the 
same binding site was also identifi ed in the 3.9 Å structure of SRP54 with a bound 
signal peptide  [  18  ] . We have determined the crystal structure of the  M. jannaschii  
SRP core bound to a signal sequence, providing us with new insights into the mech-
anism of SRP activity  [  15  ] . Due to their strong hydrophobic character, isolated sig-
nal sequences are poorly soluble in biological buffers. By fusing the signal sequence 
to the C-terminus of  a -M5 in the SRP54 M domain, separated by a fl exible glycine/
serine linker this problem could be overcome. A similar approach was also used 
in the free SRP54 structure  [  20  ] . For the  M. jannaschii  SRP core, biochemical 
data including GTPase activities of SRP-SR complexes verifi ed that the fused signal 
sequence was functional, accelerating SRP-SR interaction in an SRP RNA-
dependent manner  [  15  ] . In  M. jannaschii , the signal sequence binds at the M domain 
in a similar but not identical conformation to the one found previously  [  17,   18,   20  ] . 
Comparing the  M. jannaschii  SRP core structures with and without the signal 
sequence provides the basis for a model that describes how the signal-sequence may 
stimulate SRP-SR interaction  [  15  ] . 

 The structures of the  M. jannaschii  SRP provide evidence for the important role 
SRP RNA plays in the regulation of the SRP54 activities allowing for an ordered 
sequence of events during protein targeting. By regulating the activity of the recep-
tor, the SRP RNA coordinates signal-sequence binding to interaction with the trans-
locon. To verify this hypothesis, further structural evidence that elucidate the 
interactions between SRP RNA and the receptor is needed.       
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  Abstract   Our crystal structure of the  Haloarcula marismortui (H.ma.)  50S 
ribosomal subunit and its complexes with substrates and antibiotics have illuminated 
the mechanism of peptide bond formation and its inhibition by antibiotics. Our 
structures of the  Thermus thermophilus (T.th.)  70S ribosome complexed with 
tRNAs, protein factor EF-P or antibiotics have also provided insights into their 
mechanisms of action. We conclude that the CCA ends of the A- and P-site tRNAs 
bind to the 70S ribosome as the CCA fragments bind to the 50S subunit; macrolide 
antibiotics bind to the T.th. 70S ribosome as they bind to the H.ma. 50S subunit; 
EF-P binds to the 70S ribosome adjacent to and interacting with a P-site tRNA, and 
cryoEM maps of a 70S ribosome bound to a peptidyl-tRNA containing an arresting 
sequence shows an extended polypeptide interacting with the tunnel wall.      
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 In all organisms messenger-directed protein synthesis is catalyzed by ribonucleoprotein 
particles called ribosomes. Bacterial ribosomes sediment at about 70S, and consist 
of two non-equivalent subunits – a small subunit that sediments at 30S and a large, 
50S subunit. The latter has a molecular weight of about 1.6 × 10 6  Da and catalyzes 
peptide bond formation, functioning as a ribozyme  [  9 ,  31  ] . The 50S subunit contains 
a 2,900 nt 23S rRNA and a 120 nt 5S rRNA as well as about 33 different proteins 
 [  63  ] . The high resolution atomic structures of the large  [  8 ,  24  ]  and small  [  62  ]  ribo-
somal subunits along with their substrate complexes as well as the model of the 
70S ribosome derived initially from a 5.5 Å resolution map  [  66  ]  and more recently 
from maps calculated at 3.5 Å, 3.7 Å and 2.8 Å resolution  [  28,   42,   44  ]  have yielded 
extensive insights into the structural basis of protein synthesis. 

    13.1   Determination of the Ribosome Structure 

 Ada Yonath and coworkers made a seminal contribution to the quest for a high reso-
lution structure of the ribosome by obtaining the fi rst crystals of ribosomal subunits, 
and by discovering crystals of the  Haloarcula marismortui  ( H.ma. ) large subunit that 
diffract to 3 Å resolution  [  20,   45,   57,   65  ] . This accomplishment established that, in 
principle, an atomic level structure of the ribosome could be determined using 
x-ray crystallography. However, the fi rst published electron density maps of the 
 H.ma.  50S subunit from the Yonath lab, which were based on 7 Å resolution x-ray 
diffraction data from crystals derivatized by using heavy atom cluster compounds, 
did not show the continuous density features corresponding to duplex RNA expected 
to be seen at this resolution, suggesting the possibility that the heavy atoms may not 
have been correctly located  [  36  ] . For this reason, we decided to initiate our crystal-
lographic studies of the  H.ma.  50S ribosomal subunit and pursued a strategy of solv-
ing heavy atom difference Patterson maps at very low (20 Å) resolution where the 
scatter from the cluster compounds is almost the square of the total number of elec-
trons in the cluster, and thus extremely high. The fi rst successful derivative was that 
of a W 

18
  cluster compound, which produced one major peak in each of the three 

orthorhombic Harker sections. In order to verify that we had indeed correctly located 
the W 

18
 , we then used cryo-E.M. maps produced by Frank and coworkers to phase 

the x-ray diffraction data and calculate a difference Fourier map which showed the 
same location of the heavy atom cluster compound that we had derived from the dif-
ference Patterson map. Using this approach, we were successful in solving other 
heavy atom derivatives and in producing the fi rst x-ray crystallographically derived 
electron density map at 9 Å resolution. It showed convincingly recognizable molecu-
lar features of duplex RNA and the same overall shape of the 50S subunit observed 
in the cryo-EM maps  [  6  ] . We then extended the resolution to 5 Å at which point 
known r-protein structures and some rRNA could be fi tted into the map  [  7  ] . 

 In the summer of 2000 we published the fi rst atomic structure of a ribosomal sub-
unit derived from a 2.4 Å resolution map of the  H.ma.  50S subunit  [  8  ]  as well as that 
of a complex with a substrate intermediate analogue  [  31  ] . Shortly thereafter, the 
Ramakrishnan group published the structure of the 30S subunit derived from a 3 Å 
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resolution map  [  62  ]  and subsequently obtained the structures of the 30S subunit 
 complexed with a short mRNA and two anticodon stem loops that provided many 
insights into the mechanism of decoding  [  33  ] . Yusupov et al .   [  66  ]  were able to use the 
coordinates of the separate 30S and 50S subunits to build a model of the whole ribo-
some including tRNA molecules bound to the A, P and E sites fi tted to a 5.5 Å resolu-
tion map. While this model clearly showed the relationships between the two subunits 
and the tRNA molecules, accurate modeling of specifi c interactions was not possible. 

 Subsequent further refi nement of the  H.ma.  50S subunit structure at 2.4 Å resolu-
tion  [  27  ] , as well as additional analyses of the structure led to important conclusions 
about the architectural principles underlying the structure of the large ribonuclear 
protein machine  [  26,   27,   32  ] . Klein and Schmeing discovered a new secondary 
structure motif they called the kink-turn or K-turn  [  26  ] . They found six examples in 
23S rRNA and two in 16S rRNA showing a kink in the phosphodiester backbone 
that results in a sharp turn in the RNA helix. Nissen et al .   [  32  ] , found a new motif 
that stabilizes RNA tertiary structure which they termed the “A-minor motif” 
because it involves the insertion of adenines from one RNA secondary structure into 
the minor groove of a neighboring RNA helix. They found 186 examples in the 23S 
rRNA, and now examples in other systems abound. The A minor motif may be the 
most abundant and signifi cant tertiary structure interaction in RNA structures. Klein 
et al .   [  27  ]  identifi ed 116 Mg ++  ions and 88 monovalent cations bound to the large 
subunit, interacting mainly with the RNA backbone, presumably functioning to sta-
bilize RNA secondary and tertiary structures.  

    13.2   The Mechanism of Peptide Bond Formation 

 Our structural studies of the  H.ma.  50S subunit complexes with substrate analogues 
as well as mutational, biochemical and kinetic studies by others  [  19,   41,   60  ]  have 
led to a detailed understanding of the mechanism by which the ribosome, function-
ing as a ribozyme, is able to catalyze peptide bond formation  [  39,   40,   52  ] . In the 
absence of an A-site substrate the ribosome protects the peptidyl-CCA from hydro-
lysis by preventing the access of water to the peptidyl ester link. Binding of a 
CC-hydroxypuromycin substrate analogue to the A site produces a conformational 
change in the peptidyl transferase center (PTC) that repositions and deprotects the 
carbonyl carbon of the ester-linked P site substrate, thereby enabling a nucleophilic 
attack by the alpha-amino group. The 2’ OH of A76 of the P-site tRNA forms a 
hydrogen bond with the attacking alpha-amino group and acts as a proton shuttle to 
remove a proton from the attacking alpha-amino group and transfer a proton to the 
leaving 3’ OH. Structures of transition state analogues show that catalysis is also 
enhanced by interactions of the oxyanion with a ribosome-positioned water molecule, 
thereby stabilizing the transition state  [  39 ,  40  ] . 

 The suggestion has been made that since these studies were carried out using 
lower than physiological salt concentrations, our crystals therefore consisted of 
inactive 50S subunits  [  5  ] . However, assays of the catalytic activity of crystals of 
 H.ma.  50S subunit showed that the crystals are nearly as active as the subunit in 
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solution and that the activity does not vary between 1.6 M (where the crystals are 
grown) and 3 M NaCl concentrations  [  41  ] . Another criticism of our structural 
studies of the mechanism of peptide bond formation was that we used fragment 
substrate analogues on the isolated 50S subunit. Noller and colleagues concluded 
from a model they built of the 70S ribosome complex with an A-site tRNA derived 
from a 3.7 Å resolution map  [  28  ]  that the orientations and interactions of the CCA 
when a full tRNA and 70S ribosome were used were different from those observed 
when CCA analogues were bound to the 50S subunit. However, subsequent re-
refi nement using averaging of the Ramakrishnan and Noller 70S ribosome data  [  50  ]  
as well as two 3.1 Å resolution structures of the 70S ribosome complexed with 
tRNAs in the A and P sites from our lab  [  51  ]  and from the Ramakrishnan lab 
 [  44 ,  59  ]  showed that the structures of the PTC and the CCA ends bound to the A and 
P sites were identical to those seen in the  H.ma.  studies.  

    13.3   Antibiotic Complexes 

 The structures of many different families of antibiotics bound to either the large or 
small ribosomal subunit or to the 70S ribosome have been determined (reviewed in 
Wilson  [  61  ] ), including those of more than a dozen antibiotics bound in and around the 
peptidyl transferase center of the  H.ma.  50S ribosomal subunit  [  12 ,  22 ,  23 ,  55  ] . These 
studies have not only illuminated how these antibiotics inhibit protein synthesis, they 
have also provided an important starting point for a new biotech company, Rib-X 
Pharmaceuticals, Inc., that has enabled the structure based drug design of ribosome-
targeting antibiotics. By chemically linking fragments of antibiotics that bind to adja-
cent locations on the ribosome, Rib-X is successfully creating novel antibiotics, one of 
which has now fi nished phase II clinical trials and should move to phase III soon. 

 In spite of  H.ma.  being an archaeon and its ribosome being closer to that of 
eukaryotes than that of eubacteria, several macrolide antibiotics, including azithro-
mycin, could be bound to the  H.ma.  50S subunit using high antibiotic concentra-
tions  [  22  ] . These macrolides were all seen to bind at the top of the polypeptide exit 
tunnel, just below the PTC. They appear to inhibit protein synthesis by blocking the 
egress of the nascent polypeptide chain. While, the orientations of their macrolide 
rings were nearly identical to each other in our structures, they differed dramatically 
from that proposed for erythromycin bound to crystals of the  D. radiodurans  ( D.ra. ) 
50S ribosomal subunit  [  37  ] . The question then arose – was this difference due to 
incorrect modeling of erythromycin into modest resolution  D.ra.  electron density 
maps, or was it due to species-related differences between eubacteria and archaea? 
To address this issue, we mutated G2099 to A (2058 in E. coli) in the  H.ma.  subunit, 
which enabled erythromycin to bind with approximately 10 4  fold higher affi nity  [  55  ] . 
In the structure of the complex, the lactone ring of erythromycin was seen to be 
oriented exactly as was observed in the  H.ma.  subunit complexes with other mac-
rolides, but nearly orthogonal to the  D.ra.  subunit model  [  55  ] . These results were 
consistent with our view that the differences between our antibiotic results and those 
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from the  D.ra. s tudies were a consequence of the insuffi cient resolution of the maps 
in the latter studies, but doubts persisted. 

 It was suggested that the structures of macrolides bound to the G2099A mutant 
50S subunit may not be representative of macrolide binding in eubacteria in general 
and that the discrepancies between the two sets of experiments may have arisen 
from differences in the mode of binding of macrolide antibiotics to ribosomes from 
different kingdoms of life  [  64 ]. 

 In order to address these concerns, we generated complexes between these mac-
rolide antibiotics and the 70S ribosome from the eubacterium  T.thermophilus (T.th.)  
 [  15  ] . The structures of the complexes that we obtained are entirely consistent with 
those obtained with  H.ma.  large subunit complexes (Fig.  13.1c, d ). Most signifi -
cantly, the lactone rings of erythromycin, azithromycin and telithromycin are all 
oriented equivalently in complex with either the 70S ribosome of  T.th.  or the 50S 
ribosomal subunit of  H.ma.  (Fig.  13.2 ). Minor differences were observed for the 
antibiotic telithromycin, whose alkyl-aryl moiety has distinct modes of interaction 
with ribosomes from each of the three species studied (Fig.  13.2k ).   

 We also reinvestigated the mode of binding of chloramphenicol, which directly 
competes with the aminoacyl moiety of an incoming t-RNA for binding to the A-site 
crevice of the PTC  [  30 ], by generating a complex with the  T.th.  70S ribosome. Only 
one structural model of chloramphenicol bound to a bacterial ribosome was avail-
able  [  37  ] . In order to evaluate the accuracy of this model, which again was built into 
a map of modest resolution, we solved the structure of chloramphenicol in complex 
with the 70S bacterial ribosome from  T. th.  and discovered that the antibiotic 
binds in a radically different way from what had been proposed  [  15  ] . An unbiased 
F 

o
 -F 

c
  difference electron density map calculated using phases that did not include 

chloramphenicol showed that chloramphenicol is rotated essentially 180° relative to 
its orientation in the earlier model. Further, the interactions between the ribosomal 
RNA and chloramphenicol that we observed are entirely different from what had 
been proposed earlier, and a single, well-characterized potassium ion (rather than 
the two putative magnesium ions from the previous model) is seen stabilizing the 
antibiotic in the ribosomal A-site crevice (Fig.  13.1b ). Interestingly, the position and 
orientation of the chloramphenicol moiety bound to the eubacterial ribosome that 
we observe is very similar to that of the eukaryotic-specifi c antibiotic anisomycin 
complexed with the archaeal ribosome from  H.ma.   [  23  ] . The structure of the complex 
between 70S  T.th . ribosome and chloramphenicol explains its species specifi city for 
eubacterial rather than archaeal ribosomes, and importantly, this corrected structure 
of the chloramphenicol complex will be enabling for the design of new antibiotics. 

 We have determined the co-crystal structures of the 70S ribosome from  T.th.  
complexed with three full-length tRNAs and a short piece of mRNA as well as one 
of two of the tuberactinomyins: viomycin or capreomycin  [  51  ] , which are among 
the most effective antibiotics in use today for the treatment of multidrug-resistant 
tuberculosis. The three tRNA molecules are bound in the classical A, P and E sites 
in this complex with the 70S ribosome. As observed earlier  [  33  ] , the bases of A1492 
and A1493 make stabilizing A-minor interactions with the two base-pairs between 
the codon and anti-codon of the A-site tRNA and mRNA. Both drugs bind to a site 



  Fig. 13.1    The structures of several antibiotics in complex with a bacterial 70S ribosome. The  top 
left panel  shows a cross section of the 70S ribosome from  T.thermophilus  with an A-site tRNA  [  51  ]  
and various antibiotics bound near the decoding center ( panel A ), in the A-site crevice ( panel B ) or 
near the constriction of the exit tunnel (panel C,D). ( a ) Close-up view of the viomycin (PDB codes: 
3KNH, 3KNI, 3KNJ and 3KNK) and capreomycin (PDB codes: 3KNL, 3KNM, 3KNN and 
3KNO) binding site  [  51  ] . The codon-anticodon base pairing between the A-site tRNA and the 
mRNA can be seen in the  lower part of the panel . ( b ) Close-up view of the chloramphenicol bind-
ing pocket in the  T.th.  70S (PDB codes: 3OGE, 3OGY, 3OH5 and 3OH7), with a key potassium 
ion highlighted  [  15  ] . ( c ) Interactions of Erythromycin (PDB codes: 3OHC, 3OHD, 3OHJ and 
3OHK) and Azithromycin (PDB codes: 3OHY, 3OHZ, 3OI0 and 3OI1) with the  T.th.  ribosome 
 [  15  ] . ( d ) Interactions between Telithromycin (PDB codes: 3OI2, 3OI3, 3OI4 and 3OI5) and the 
 T.th.  ribosome. The alkyl-aryl moiety of the drug can be seen stacking with the bases of U2609 and 
A752  [  15  ]        
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which lies between the large and small subunit in a cleft formed between helix 44 of 
the 16S rRNA (h44) and the tip of Helix 69 of the 23S rRNA (H69) (Fig.  13.1a ). 

 The macrocycle of both drugs lies within hydrogen bonding distance of the ribose-
phosphate backbone of the binding pocket, which is formed by residues of the 23S 
rRNA and of the 16S rRNA. The orientation of the macrocycle is determined by 
stacking interactions with bases from the 16S rRNA, which bring the six-membered 
ring of the drug into the vicinity of bases of A1492 and A1493 from the same subunit. 
The guanidinium moiety of this six-membered ring effectively locks the antibiotics 
into place by making a salt bridge to the backbone phosphate of A1493. 

 Classes of antibiotics that affect translocation of the tRNAs on the ribosome, 
such as the tuberactinomycins or aminoglycosides (Reviewed in  [  47  ] ), either stabi-
lize the tRNA in the pre-translocation state or interfere with the conformational 
changes of the ribosome or tRNA required for translocation  [  34  ] . Paromomycin is 

  Fig. 13.2    Comparison of the  T.th. ,  D.ra.  and  H.ma.  antibiotic complex structures. Structures of 
the antibiotics chloramphenicol ( a ,  e ,  h ), erythromycin ( b ,  f ,  i ), azithromycin ( c ,  g ,  j ) and telithro-
mycin ( d ,  k ) in complex with 70S ribosomes from  T.thermophilus  ( light gray ) or isolated 50S sub-
units from  D.radiodurans  ( dark gray ) and  H.marismortui  ( black ). Unbiased F 

o
 -F 

c
  difference 

electron density maps contoured at +3 s  calculated using amplitudes from  T.th.  70S ribosome crys-
tals soaked with the different antibiotics are shown as a blue mesh ( a ,  b ,  c ,  d ,  h ). Overlays of the 
various antibiotic models were obtained by superimposing phosphate atoms from equivalent 23S 
rRNA residues of the  T.th. / D.ra.  ( e ,  f ,  g ,  k ) and  T.th. / H.ma.  ( h ,  i ,  j ,  k ) structures. The PDB codes 
corresponding to the structures shown are as follows: 1K01 ( D.ra.  50S with chloramphenicol 
 [  37  ] ), 1JZY ( D.ra.  50S with erythromycin  [  37  ] ), 1NWY ( D.ra.  50S with azithromycin [ 38  ] ), 1P9X 
( D. ra.  50S with telithromycin [ 11  ] ), 1YI2 ( H.ma.  50S with erythromycin  [  56  ] ), 1M1K ( H.ma.  50S 
with azithromycin  [  22  ] ), 1YIJ ( H.ma.  50S with telithromycin  [  56  ] )       
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an aminoglycoside that binds into the major groove of h44 and stabilizes A1492 and 
A1493 of the 16S rRNA in the fl ipped-out conformation adopted upon readout of 
the mRNA  [  33  ] . Because paromomycin stabilizes the binding of both cognate and 
near-cognate tRNAs to the A site, it not only inhibits translocation but also pro-
motes miscoding [ 16  ] . Interestingly, although hygromycin B also binds to h44, it 
causes only the base of A1493 to adopt a unique orientation, in which the base 
interferes with the movement of the tRNA from the A site to the P site [ 14  ] . 

 Viomycin and capreomycin not only affect the positioning of the bases of A1492 
and A1493, but they also appear to affect the position of A1913 of the 23S rRNA. 
The base of A1913 adopts a position in which it forms hydrogen bonds with the 
A-site tRNA. Consistent with our results, biochemical experiments show that vio-
mycin increases the affi nity of tRNA to the A site by 1,000 fold  [  34  ]  and promotes 
the back translocation of the complex of tRNA with mRNA on the ribosome  [  53  ] . 
Therefore we propose that the tuberactinomycins inhibit translocation by stabilizing 
the tRNA in the A-site. 

 Importantly, the positions of both paromomycin and hygromycin B when bound 
to the ribosome are very close to the position observed for the tuberactinomycins, 
suggesting that it might be possible to create new antibiotics that are effective 
against drug resistant strains of TB by chemically linking capreomycin to either 
paromomycin or hygromycin B.  

    13.4   EF-P and the First Peptide Bond 

 EF-P is conserved in all eubacteria and though it is not required in a minimal  in vitro  
translation system  [  46  ] , it has been shown to have a stimulatory effect  in vitro  on the 
formation of the fi rst peptide bond  [  3  ] . EF-P binds stoichiometrically to the 70S 
ribosome. Consistent with its involvement in the initial stages of protein synthesis, 
the ratio of bound EF-P declines with the increasing size of polysomes  [  4  ] . One 
copy of EF-P is present in the cell per ten ribosomes, a ratio comparable to that 
observed for the translational initiation factors  [  2 ,  17  ] . 

 In order to illuminate the mechanism by which EF-P facilitates the formation of 
the fi rst peptide bond, we determined the crystal structure of EF-P bound to the 
complex of the  T.th.  70S ribosome, mRNA, and initiator tRNA, at a resolution of 
3.5 Å [ 13  ] . In our model, EF-P spans both ribosomal subunits and binds between the 
P and E tRNA binding sites making contact with the initiator tRNA near its anti-
codon stem-loop on the 30S subunit, and its D-loop and acceptor stem on the 50S 
subunit (Fig.  13.3a, b ). The L1 stalk also undergoes a major conformational change 
that positions ribosomal protein L1 in the E site to interact with EF-P (Fig.  13.3c ). 
The initiator tRNA bound to the P site displays the same conformation as the P-site 
tRNA of the 2.8 Å-resolution structure of the  T.th.  70S ribosome with bound mRNA 
and tRNAs  [  44  ] .  

 A loop of domain I of EF-P makes numerous interactions with the CCA end 
of the initiator tRNA, allowing the conserved arginine/lysine (R32) at its tip to 
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reach into the PTC, though not deep enough to directly participate in peptide bond 
formation (Fig.  13.3d ). The modifi cation of the corresponding Lys residue with 
4-amino-2-hydroxybutyl to hypusine in eukaryotes and with lysyl in  E.coli  would 
extend the side chain, reaching even closer to the active site. It appears that EF-P’s 
role may be to correctly position or stabilize the initiator tRNA in the P site. 

 Premature movement of the initiator tRNA to the E site may also be prevented by 
domain III of EF-P which stabilizes the A minor interactions between two G·C base 
pairs in the anticodon stem loop of the initiator tRNA and the bases of residues A1339 
and G1338 of the 16S rRNA. A1339 and G1338 have been proposed to function as a 
“gate” between the P and E sites, because their A-minor interactions with the P-site 

  Fig. 13.3    The structure of EF-P bound to the ribosome. Schematic overview of ( a ) E- and P-site 
tRNAs bound to the 70S ribosome ( [  44  ] ; PDB codes: 2J00, 2J01, 2J02 and 2J03), and of ( b ) EF-P 

and a P-site tRNA in complex with the  T.th. 70S ([ 13  ] ; PDB codes: 3HUW, 3HUX, 3HUY and 
3HUZ). ( c ) Same as in B, but with the movement of the L1 stalk observed upon binding of EF-P 
indicated by an arrow. The stalk of a 70S ribosome occupied with all three tRNAs is shown in dark 
gray, while the stalk from the EF-P complex is depicted in light gray. ( d ) Interactions of the 
N-terminal domain of EF-P near the PTC of the large ribosomal subunit       
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tRNA have to be broken during translocation  [  44  ] . By stabilizing these interactions 
EF-P may strengthen this gate and stabilize the fMet-tRNA  

i
  fMet   in the P-site. 

 Initiation of translation in eubacteria is a multistep process that involves the for-
mation of several intermediate complexes with different compositions and confor-
mations  [  48  ] . Structures of initiation complexes derived from cryo-EM studies have 
revealed that during the process of initiation the fMet-tRNA  

i
  fMet   adopts several dif-

ferent conformations on both the 30S subunit and the 70S ribosome before fi nally 
reaching its proper position in the P/P state [ 1 ,      48 ,  49  ] . By stabilizing the P/P state 
of the initiator tRNA EF-P could shift initiation towards the fi rst elongation step of 
protein translation. 

 The structure of the EF-P complex with the 70S ribosome reveals the detailed 
interactions between EF-P and the 70S ribosome, initiator tRNA and the ribosomal 
protein L1. The essential role of EF-P in the cell may be to correctly position the 
fMet-tRNA  

i
  fMet   in the P site for the fi rst step of peptide bond formation by making 

several interactions with the backbone of the tRNA.  

    13.5   The TnaC Leader Peptide as a Regulator 
of Protein Synthesis 

 Some nascent peptides can infl uence their own rate of translation by interacting 
with components of the 23S rRNA and ribosomal proteins lining the walls of the 
tunnel [ 10   ,  25  ,   29 ,    35 ,    54  ] . In these few instances, translation can come to a complete 
halt, and cells have evolved to exploit the unusual properties of these peptides as a 
means of regulating a variety of physiological processes. Although several arresting 
peptides have been relatively well characterized from a biochemical perspective 
(e.g., [ 18  ] ), biophysical techniques have so far failed to provide us with a detailed 
mechanistic understanding of the underlying structural processes. We have begun to 
investigate the way in which specifi c nascent peptide sequences can stall translation 
in  cis , with our long term goal being to dissect the molecular details governing this 
process using X-ray crystallography. 

 The nascent chain that we initially focused on is TnaC, a 24-residue peptide 
encoded by the leader region of the tryptophanase ( tna ) operon of  E.coli  [ 21  ] . 
Stalling of ribosomes on the  tna  transcript occurs in the presence of inducing levels 
of soluble tryptophan. This in turn leads to the expression of the downstream  tnaA  
and  tnaB  genes and to the clearance of cytoplasmic tryptophan until non-inducing 
levels are restored, thus making TnaC a  de facto  tryptophan sensor for certain spe-
cies of bacteria. By designing a peptide sequence with calmodulin binding peptide 
linked to the N-terminus of TnaC via a fl exible linker, stalled TnaC-70S ribosome 
complexes generated using our cell-free protein synthesis system could then be 
purifi ed to near homogeneity by affi nity chromatography on a calmodulin sepharose 
matrix. Yields of up to 2 mg of pure complex could be obtained from 10 mL of 
translation reaction, making it both possible and practical to perform crystallization 
trials on this complex [ 43  ] . 
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 While crystallization experiments were under way, we began to collaborate with 
the group of Roland Beckmann at the University of Munich, and surprisingly the 
fi rst set of cryo-electron micrographs collected for the stalled TnaC-70S complexes 
rapidly yielded a 5.8 Å-resolution single particle reconstruction, in which not only a 
P-site tRNA was visible, but an extended nascent peptide could be seen spanning 
the entire length of the ribosomal exit tunnel (Fig.  13.4a ) [ 43  ] . The high quality of 
the map revealed distinct points of contact between the nascent chain and ribosomal 
components of the exit tunnel. At the peptidyl-transferase center of the ribosome, 
the universally conserved A2602 and U2585 were shown to adopt conformations 
that restrict the access of the catalytic GGQ loop of the termination release factors 
to the PTC. A model was proposed to explain how the coordinated jamming of the 
peptide inside the ribosomal exit tunnel ultimately leads to the complete inactivation of 
the PTC and to the shutdown of translation (Fig.  13.4b, c ).  

 In the future, we seek to obtain a full atomic model of a stalled RNC complex by 
X-ray crystallography in order to establish the structural mechanism by which the 
stalling of polypeptide synthesis is achieved. Nascent chains of interest include 
TnaC and more recently ErmCL, an arresting peptide that leads to ribosome stalling 
in the presence of the macrolide erythromycin  [  58  ] . When work on the ribosome 
nascent chain project was initiated in our laboratory, it was not known whether 

  Fig. 13.4    Translational stalling mediated by the TnaC peptide. ( a ) Cryo-EM reconstruction of the 
TnaC-70S complex at a resolution of 5.8 Å (FSC = 0.5) ([ 43  ] ; EMDB accession code: 1657). Density 
corresponding to the P-site tRNA and to the TnaC nascent chain is shown in dark gray. ( b ,  c ) Relay 
model for PTC silencing. Ribosomal elements that are likely to play a role in a relay mechanism to 
inactivate the PCT are shown, with residues important for stalling highlighted in bold. Density for the 
nascent chain is shown as a transparent surface in  b . Potential relay pathways from Trp12 of TnaC to 
the PTC (R1-R3) are indicated in  c  (Adapted from Seidelt et al .  2009)       
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nascent peptides could be visualized inside a translating ribosome. By providing the 
fi rst direct evidence that this is indeed possible, our latest fi ndings suggest that a 
complete molecular understanding of this process is now within reach.      
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  Abstract    Proteopedia  is a collaborative, 3D web-encyclopedia of protein, nucleic 
acid and other structures.  Proteopedia  (  http://www.proteopedia.org    ) presents 3D 
biomolecule structures in a broadly accessible manner to a diverse scientifi c audience 
through easy-to-use molecular visualization tools integrated into a wiki environ-
ment that anyone with a user account can edit. We describe recent advances in the 
web resource in the areas of content and software. In terms of content, we describe 
a large growth in user-added content as well as improvements in automatically-
generated content for all PDB entry pages in the resource. In terms of software, we 
describe new features ranging from the capability to create pages hidden from 
public view to the capability to export pages for offl ine viewing. New software 
features also include an improved fi le-handling system and availability of biological 
assemblies of protein structures alongside their asymmetric units.  
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    14.1   Introduction 

  Proteopedia   [  1  ]  (  http://www.proteopedia.org    ) is a collaborative, 3D web-encyclopedia 
of biomolecular structures. While structures of proteins, nucleic acids and other 
biomolecules are often conveyed using two dimensional images in journal articles, 
textbooks and even in lectures, such images can often be diffi cult to comprehend 
because they fl atten a 3D structure into two dimensions. Structural biologists and 
chemists utilize a wide array of molecular visualization programs to navigate 
biomolecular structures in 3D, but these programs are generally inaccessible to 
those scientists and students without a background in structural biology.  Proteopedia  
presents 3D biomolecular structures in a broadly accessible manner to a diverse 
scientifi c audience through easy-to-use molecular visualization tools (mostly Jmol  [  2  ] , 
some Kinemage  [  3  ] ) integrated into a wiki environment that anyone with a user 
account can edit. Structural information is intuitively communicated through 
rotatable and zoomable 3D structures displayed on  Proteopedia  pages adjacent to 
descriptive text containing links called ‘scene-links’ that when clicked elicit a 
change in the view, colors, and representation of the 3D structure, highlighting a 
point made in the text (Fig.  14.1 ).  

  Proteopedia ’s strength lies in the ease with which a user can both explore a 
protein structure as well as contribute his or her own description and structural 
annotation using  Proteopedia ’s “Scene Authoring Tools” to create ‘scene-links’. 
Additional features of the website complement this strength. For instance, in order 
to appeal to the scientifi c community, pages in  Proteopedia  are editable only by 
registered users, who register for free user accounts using their full real names and 
with biographical informational about their scientifi c background. At the bottom of 
every  Proteopedia  page is an automatically generated list of the users who have 
edited that page, giving both credit and responsibility to  Proteopedia  users, as well 
as providing a measure of the reliability of the page. Each user has an area where he 
or she can create pages that only he or she can edit, to allow for the creation of 
tutorials for the classroom or of material for projection during a lecture, over which the 
user would understandably need complete control. While the focus is on user-added 
pages, each entry in the PDB (over 65,000) has a  Proteopedia  page automatically 
generated for it, seeded with relevant information and primed for expansion by 
 Proteopedia  users. Such automatically seeded PDB entry pages typically contain a 
rotatable, zoomable 3D structure next to the abstract from the publication describing 
the structure, along with ‘scene-links’ highlighting ligands or functional sites, 
structural and functional annotation aggregated from various resources, links to 
view the PDB entry in various useful resources and links to download the PDB 
entry. These and other  Proteopedia  features have been described in detail previously 
 [  1  ] , but  Proteopedia  is constantly evolving with pages added and edited daily, as 
well as frequent improvements to the website’s software. In this chapter we discuss 
several advances in  Proteopedia  content and software. 

 In terms of content,  Proteopedia  has advanced both in the number and quality of 
user-added pages as well as in the automatically generated information provided on 
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  Fig. 14.1    Green links change from one easily-authored molecular scene to another Thus, text 
discussing and describing the structure and function is reinforced by immediate and signifi cant 
visual input (Reproduced from Hodis et al.  [  1  ] )       
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each page describing a PDB entry. When  Proteopedia  was fi rst presented to the 
international scientifi c community at the 40th Crystallographic Meeting at Erice 
“From Molecules to Medicine” (2008), the resource’s informational value stemmed 
mostly from the automatically generated pages for each entry in the PDB, rather 
than from the tens of user-added pages that existed at that point. 

 Since then,  Proteopedia  user-added pages have gone from tens of pages to well 
over two hundred pages. While some of these pages are of higher quality than 
others, the growth in the number of contributions and in the use of the site are 
promising and inviting. The types of pages that have been added span from encyclo-
pedic pages on particular protein structures, through tutorial pages for use in 
classroom settings to supplementary material pages accompanying publications 
in scientifi c journals.  Proteopedia’s  automatically generated pages for each entry in 
the PDB have benefi tted from a collaboration with the ConSurf Team, and now each 
such  Proteopedia  page offers a view of the 3D structure with each residue colored 
by its level of evolutionary conservation  [  4,   5  ] . 

 In terms of software,  Proteopedia  has added many new capabilities: A 
‘Workbench’ area now allows users to create pages that are hidden from public view 
or shared with a select group of users. An ‘Export’ feature allows a user to save a 
page to his or her computer for offl ine viewing. ‘Scene-links’ have now been 
optimized and protected against future PDB remediations that have in the past, 
have been disruptive. The  Proteopedia  Scene Authoring Tools (SAT) now include 
“Undo” and “Redo” buttons and tooltips for several of the SAT buttons, as well as the 
option to color a protein’s residues based on their level of evolutionary conservation 
according to ConSurf  [  4,   5  ] . Citing of scientifi c publications within the body of a 
 Proteopedia  page has been simplifi ed and users can simply indicate a publication’s 
PubMed ID to have the full reference appear in the page’s ‘References’ section. 
Visualization advances include a ‘Pop-up’ button to allow for expansion of any 
 Proteopedia  Jmol applet and the beginnings of color-keys associated with ‘scene-
links’. The addition of a semi-automatic mechanism for users to reserve blocks of 
many ‘Sandbox’ pages aids educators in cordoning off pages for use in workshops 
or for class projects. Biological assemblies are more functionally relevant than 
asymmetric units, and they are now available in  Proteopedia   [  6,   7  ] . Finally, a trans-
lator from PyMOL  [  8  ]  to Jmol allows a user to create ‘scene-links’ in  Proteopedia  
using PyMOL “.pse” session fi les (in preparation for publication).  

    14.2   Advances in Content 

    14.2.1   User-Added Content 

 The over 800 registered  Proteopedia  users have created a variety of pages on the 
web resource, from pages describing a particular protein structure to pages serving 
as tutorials for university courses. Many of these pages have been organized into 
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the  Proteopedia  Table of Contents  [  9  ] , accessible via a link on the left-hand side 
of any  Proteopedia  page. Although because the Table of Contents is manually 
curated, and  Proteopedia  is a growing resource, new pages may have yet to be 
added to the Table of Contents. 

 A page describing the ribosome is currently featured on the Main Page of 
 Proteopedia   [  10,   11  ]  and previously featured articles include ‘Swine Flu, 
Neuraminidase & Tamifl u’ and ‘Poly-A Polymerase’  [  12  ] . Other new additions 
include pages on DNA  [  13  ] , Lac Repressor  [  14  ] , Mechanosensitive Channels  [  15  ]  
and HIV-1 Protease  [  16  ]  and others (see What’s New  [  17  ]  and Topic Pages  [  18  ] ). 

 Tutorials created by one educator are often useful for other educators, and 
 Proteopedia  users are encouraged to share and adapt tutorials on the site. Examples 
of new tutorials include a tutorial on Serine Proteases  [  19  ]  and a tutorial on Structural 
Templates  [  20  ] . Other tutorials and pages created by educators for teaching are 
listed on the site as well  [  21  ] . 

 Educators have also assigned class projects involving the creation of  Proteopedia  
pages. Courses and programs making use of  Proteopedia  range from the high-school 
level  [  22  ]  to the undergraduate level (see GFP  [  23  ]  and Proteins involved in cancer 
 [  24  ] , in particular the pages linked to from that page are all created by undergraduate 
students) to the graduate level (see Triose_Phosphate_Isomerase  [  25  ]  and CBI_
Molecules  [  26  ] ). 

 Structural biologists have also created pages in  Proteopedia  as supplementary 
material for publications in scientifi c journals. The page ‘3btp’ describes the crystal 
structure of  Agrobacterium tumefaciens  VirE2 in complex with its chaperone VirE1 
 [  27  ]  and serves as supplementary material for an article in  PNAS   [  28  ] . Another page 
describes engineered mutants of  B. cereus  HlyIIR, a member of the TetR family of 
dimeric transcriptional regulators  [  29  ] , and serves as supplementary material for a 
recent article in  Proteins   [  30  ] .  

    14.2.2   Coloring by Evolutionary Conservation 
for all PDB Entries (ConSurf) 

 Of tantamount importance to a biologist examining a solved protein structure is how 
that protein’s function relates to its structure. Biochemical and molecular biology 
studies best illuminate a protein’s structure-function relationship, but computational 
analysis can also be informative, especially when the more laborious experimental 
work has yet to be carried out. 

 Evolutionary conservation of specifi c protein residues can often indicate func-
tional importance. If certain residues have been protected from change over millions 
of years of evolution, there is a good chance that they are crucial for protein folding 
or diffi cult to comprehend function or protein folding. Almost all  Proteopedia  pages 
titled for a PDB entry (for example ‘1h88’) now have a link underneath the 3D 
structure titled “Evolutionary conservation [show]”. Clicking on “[show]” colors 
the residues of the rotating 3D structure by their level of evolutionary conservation 
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according to ConSurfDB  [  4,   5  ]  (see:   http://consurfdb.tau.ac.il    ), on a scale from 1 
(Variable, teal-colored) to 5 (Average, white-colored) to 9 (Conserved, magenta-
colored), with a color key explaining the coloring scheme. Briefl y, ConSurfDB 
assigns conservation levels to a protein sequence by multiple sequence alignment to 
similar sequences followed by Bayesian analysis of the level of conservation of 
each residue (for a more detailed explanation see ConSurf-DB Process  [  31  ]  or 
ConSurf  [  4,   5  ] ). Residues for which there are insuffi cient data are colored yellow, 
and residues for which there are no data are colored grey. Clicking on “[show]” also 
expands a previously hidden “Evolutionary conservation display area” containing 
buttons for toggling the conservation colors on and off for different chains of the 
structure, allowing separate examination of individual chains separately. It should 
be noted that in  Proteopedia ’s coloring by evolutionary conservation, all the chains 
in the molecule are colored as such, but this can be misleading since ConSurf 
calculates evolutionary conservation independently for sequence-different chains, 
thus the scale of conservation may be different between chains, although the colors 
are the same (ConSurfDB avoids this problem by only displaying one chain at a 
time). Links in the “Evolutionary conservation display area” offer the user a page 
describing this and other caveats  [  32  ] , a page with a detailed explanation of ConSurf 
in  Proteopedia   [  33  ] , and a page at ConSurfDB with complete results for the PDB 
entry being viewed (for example  [  34  ] ).   

    14.3   Advances in Software and Development 

    14.3.1   Pages Hidden from Public View 

 While previously a user could create a page that only he or she could edit, that page 
would still be publicly visible. Public visibility of page content is problematic in 
certain cases, especially when developing a page for use as supplementary material 
to accompany a journal article submission. 

 A new feature in  Proteopedia  called the “Workbench” feature allows users to 
create hidden pages that they can either keep private or share with selected users. 
A Workbench page is created as a sub-page of a user’s userpage. Each user has a 
userpage created in his or her name when he or she joins the site, for example 
‘User:Eran Hodis’, and he or she can create subpages of that userpage such as 
‘User:Eran Hodis/Hemoglobin’. The Workbench area is such a subpage: ‘User:Eran 
Hodis/Workbench’, and any subpage of the Workbench area is similarly protected: 
‘User:Eran Hodis/Workbench/SupplementaryPNAS’. A page in the Workbench can 
be shared with selected users by clicking on the ‘Workbench’ tab near the top of the 
page and entering the usernames to whom the page should be also visible (Fig.  14.2 ). 
Different subpages in the Workbench area can be assigned to be visible to different 
users. Files, including images or PDB fi les, can be uploaded with the prefi x 
‘Workbench’ in order to similarly protect them from public viewing.   
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    14.3.2   Save Pages for Offl ine Viewing 

 Online resources such as  Proteopedia  depend on the user having a working 
Internet connection in order to access content. Simple web pages that are com-
posed only of text and HTML can easily be saved locally to a user’s computer for 
offl ine viewing, but  Proteopedia  pages contain complex content like Java applets 
used to run Jmol or Kinemage to visualize 3D structures on the page. 

  Proteopedia ’s ‘Export’ feature allows a user to save a  Proteopedia  page, 
including visualizations of 3D structures, to his or her computer for offline 
viewing. Clicking on the “Export this page” link visible on the left hand side of 
any  Proteopedia  page (Fig.  14.3 ) brings up a dialog asking the user where he 
or she wants to save the page on his or her computer. The page is then scanned 
for all relevant Java applets, Javascript files, Jmol scripts, and other files neces-
sary for reliable offline viewing, and these files are packaged and downloaded 
to the user’s computer into a folder with the same name as the  Proteopedia  
page, along with the textual content of the page itself. Inside the downloaded 
folder, opening the file “index.html” provides an offline replica of the exported 
 Proteopedia  page.  

 This ‘Export’ feature allows  Proteopedia  users to store pages offl ine, whether 
for perusal during times when an Internet connection is unavailable or for a 
backup in case of Internet failure when using  Proteopedia  pages in a lecture or 
presentation.  

  Fig. 14.2    The “Workbench” interface allowing a user to choose with whom to share a Workbench 
page. In this case the user “Eran Hodis” has shared the page “User:Eran Hodis/Workbench/
SupplementaryPNAS” with the users “Jaime Prilusky” and “Joel L. Sussman”       
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    14.3.3   Scenes Optimized and Protected Against Changes 
in PDB Files 

 The PDB remediation, released on March 17, 2009, caused problems across many 
‘scene-links’ on many  Proteopedia  pages. The root of the problem was that at the 
time  Proteopedia  ‘scene-links’ did not save the version of the PDB fi le that was 
used to create them. This meant that a ‘scene-link’ that loaded the nucleosome 
structure in PDB entry 1aoi simply loaded the latest version of PDB entry 1aoi 
before recalling the view, coloring, and representations stored in the scene script. 
When the latest version of a PDB entry changed in the remediation, records such as 
chain names might have changed in that fi le, but many commands in the scene script 
are chain-specifi c, and were not changed. Thus, the large-scale PDB remediation 
resulted in many ‘scene-links’ failing to properly recall their saved scene script. 

  Proteopedia ’s solution to this problem, and to future remediations, is to save the 
fi les (PDB or otherwise) that each ‘scene-link’ loads, at the time that the scene is 
saved. This “freezes” the fi les in the state they were in when the scene was created, 
thus avoiding any future problems due to remediation. Before “freezing” a new fi le, 
 Proteopedia  fi rst checks whether that same fi le has already been frozen, avoiding 
duplicates and ensuring that scenes that load the same fi le are aware of that fact. 
A smooth transition between ‘scene-links’ is crucial for  Proteopedia’s  intuitive 
feel, and by making sure that two scenes that load the same structure are aware of 

  Fig. 14.3    View of a page with the Export this page highlighted for the Lac repressor page in 
 Proteopedia   [  14  ]        
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this commonality, we prevent reloading of the same structure when transitioning 
between these two scenes, which would result in a choppy transition.  

    14.3.4   Improvements to the Scene Authoring Tools 

 The  Proteopedia  Scene Authoring Tools (SAT) are central to  Proteopedia’s  
collaborative features – they provide users with the ability to easily create, edit, and 
add ‘scene-links’ to any  Proteopedia  page in order to describe and annotate 3D 
protein structures. Several recent additions to the SAT merit mention: “Undo/Redo” 
buttons, explanatory “Tooltips”, and the option to choose an evolutionary conserva-
tion color scheme, according to ConSurf. 

 The new “Undo” and “Redo” buttons in the SAT allow a user to undo and redo 
any changes they may have made to the scene they are currently creating using 
the SAT. In choosing the perfect view, colors, representations and labels for a 
particular scene, sometimes mistakes are made. Before the existence of an 
“Undo” button, mistakes may have sometimes been frustrating to fi x. Now, all 
changes made to the scene displayed in the SAT Jmol applet are recorded and are 
undoable, regardless of whether they have been made using the SAT or using the 
Jmol console. 

 The SAT offers many options for creating a revealing scene of a biomolecule 
structure, but with a wealth of options comes confusion. Beginning with many of 
the buttons visible on the “colors” tab that allow the user to choose different color-
ing schemes, buttons and options in the SAT now can include explanatory tooltips 
that appear when the user hovers over them. These tooltips will slowly spread from 
the “colors” tab to other areas of the SAT and are editable by  Proteopedia  users, to 
allow for user improvement of SAT help features. 

 One of the coloring schemes with a new tooltip of its own is the “evolutionary 
conservation” coloring scheme button offered on the SAT “colors” tab. Clicking on 
this button colors the residues of the current selection in the Jmol applet by their 
level of evolutionary conservation, according to ConSurf, on a scale from 1 (Variable, 
teal-colored) to 5 (Average, white-colored) to 9 (Conserved, magenta-colored). It is 
recommended that users include a color key in their  Proteopedia  page when includ-
ing scenes with residues colored by evolutionary conservation.  

    14.3.5   Simple Citations Using PubMed ID Numbers 

 Proper references are important to any scientifi c writing, but adding a reference 
longhand is a laborious process prone to error. A new mechanism in  Proteopedia  
allows users to add references using their PubMed ID alone. For instance, to cite the 
2005 ConSurf paper  [  5  ]  in a  Proteopedia  page, whereas previously a user would 
have to type out the entire reference between reference tags like so: 
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  Now using the PubMed ID in the following format suffi ces to add the same 
reference to the page: 

  Such references can be placed anywhere when editing a  Proteopedia  page, and they 
will show up properly numbered and aggregated at the bottom of the  Proteopedia  
page, wherever the user places the wikitext “</references>”. Additional information 
on citing references in  Proteopedia  is available at Help:Editing#Citing_Literature_
References  [  35  ] .                  

    14.3.6   Visualization Advances 

 Additional visualization advances include a “Pop-up” button underneath every 
 Proteopedia  Jmol applet, and a preliminary working version of “Color Keys” in 
 Proteopedia . 

 The “Pop-up” button appears underneath every Jmol applet in  Proteopedia  and 
when clicked results in a large Jmol applet pop-up window. It provides a much 
larger view of the displayed structure and can be re-sized. Clicking on “refresh 
model” in the pop-up window results in the pop-up Jmol applet refreshing to 
emulate the display in the original Jmol applet. 

 “Color Keys” in  Proteopedia  are a way to provide a legend for each ‘scene-link’ 
since often each scene-link can highlight many complex structural elements with 
several different distinguishing colors. Users have been working around the lack of 
“Color Keys” in  Proteopedia  by using colored text next to the scene-link (for exam-
ple Lac_Repressor  [  14  ] ), which is acceptable, but not ideal as too much colored text 
can confuse the reader. “Color Keys” will allow the user to specify a unique color 
key for each ‘scene-link’ at the time the user saves the ‘scene-link’ using the SAT. 
Then, as each ‘scene-link’ is clicked by the viewing user, the appropriate color key 
appears underneath the Jmol applet as the scene is loaded. This feature is still in 
development, but a preliminary test has been created publicly, here: for Gramicidin 
Channel in Lipid Bilayer  [  36  ] .  

<ref>Landau    M., Mayrose I., Rosenberg Y., Glaser F., Martz E., Pupko T. 
and Ben-Tal N. 2005. ConSurf 2005: the projection of evolutionary 
conservation scores of residues on protein structures. Nucl. Acids Res. 
33:W299-W302.</ref>

<ref>PMID:15980475</ref>
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    14.3.7   Semi-Automatic Reservation of Sandbox Pages 
for Courses 

 Users can now semi-automatically reserve a block of continuous ‘Sandbox’ pages 
(e.g. ‘Sandbox 50’ through ‘Sandbox 100’) in  Proteopedia . Sandbox pages are 
typically used as a place to experiment and create content without committing to 
its reliability. Educators and lecturers often need to reserve such a block of Sandbox 
pages for use by their students in workshops and class projects, but previous res-
ervation was done by hand ( i.e. , an educator would have to fi nd out which pages 
are not being used, and edit these pages with a note indicating their now-reserved 
status). The new mechanism allows a registered user to reserve Sandbox pages by 
fi lling out a form including general information on the course, the number of 
Sandbox pages needed and the information that they would like to have appear on 
each Sandbox page. The process is referred to as semi-automatic because a 
 Proteopedia  Administrator must review and approve the request before it is fi lled. 
Future improvements would allow automatic approval of Sandbox reservation for 
a select group of trusted educators.  

    14.3.8   Biological Assemblies vs Asymmetric Units 

 The biological assembly of a protein represent its functional form, whereas the 
asymmetric unit of a protein crystal structure does not. The asymmetric unit may 
not be relevant at all to a non-structural biologist. With this in mind,  Proteopedia  
has added the option to load or display a PDB entry’s biological assembly as well as 
its asymmetric unit  [  6,   7  ] . This option appears in the  Proteopedia  SAT for creating 
‘scene-links’ using biological assemblies and will soon appear by default on all 
automatically seeded pages for PDB entries.   

    14.4   Conclusions 

 The advances in both content and software described here help  Proteopedia  to 
achieve its goal of making both structural information and its relationship to 
functional information accessible and understandable to a broad scientifi c audience. 
Future developments and improvements to the web resource will similarly be judged 
on their ability to help strive toward this goal.      
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  Abstract   Small-angle X-ray scattering (SAXS) is a low resolution (1–2 nm) struc-
tural method, which is applicable to macromolecules in solution providing informa-
tion about the overall structure and structural transitions. The method covers an 
extremely broad range of sizes (from a few kDa to hundreds MDa) and experimen-
tal conditions (temperature, pH, salinity, ligand addition  etc. ). Recent progress in 
instrumentation and novel data analysis methods signifi cantly enhanced resolution 
and reliability of structural models provided by the technique and made SAXS a 
useful complementary tool to high resolution methods. In particular, SAXS allows 
for rapid validation of high resolution crystallographic or theoretically predicted 
models, identifi cation of biologically active oligomers and visualization of missing 
fragments. Quaternary structure of complexes can be analyzed by rigid body move-
ments/rotations of high resolution models of the individual subunits of domains. 
The basics of SAXS will be presented and illustrated by advanced applications to 
macromolecular solutions.  

  Keywords   Solution structure  •   Ab initio  methods  •  Rigid body modeling  
•  Oligomeric mixtures  •  Flexible proteins      

    15.1   Introduction 

 The structural genomics initiatives aiming at large-scale expression and purifi ca-
tion for subsequent structure determination using X-ray crystallography (MX) and 
NMR spectroscopy  [  10,   12  ]  have already yielded unprecedented numbers of high 
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resolution models for isolated proteins and/or their domains These numbers are 
expected to grow rapidly in the coming years  [  24  ] . The focus of modern structural 
biology has largely shifted towards the study of macromolecular machines accom-
plishing most important cellular functions  [  1  ] . The macromolecular complexes are 
usually too large for the structural NMR studies, and they often possess inherent 
structural fl exibility making them diffi cult to crystallize. 

 The structural analysis approach to macromolecular complexes includes new 
crystallographic initiatives complemented by the use of methods yielding structural 
information in solution at lower resolution. In particular, Cryo-EM allows one to 
obtain excellent results in many cases  [  39  ] , but it is usually limited to relatively 
large macromolecular aggregates (starting from 200–300 kDa). 

 Small-angle X-ray scattering (SAXS) is a rapid method to characterize low 
resolution structures of individual macromolecules and complexes in solution and 
to analyse structural changes in response to variation of external conditions. For 
establishing the three-dimensional structural models this technique needs mono-
disperse solutions of purifi ed macromolecules but does not require special sample 
treatment (growth of crystals, isotopic labelling, cryo-freezing  etc. ). SAXS is 
applicable to a broad range of conditions and sizes (from a few kDa to hundreds 
MDa). Unlike most other structural methods, SAXS is able to quantitatively charac-
terize equilibrium and non-equilibrium mixtures and monitor kinetic processes 
such as (dis)assembly and (un)folding. 

 Recently, the power of SAXS has been boosted by the signifi cant improvements 
in instrumentation (most notably, by the high brilliance synchrotron radiation sources) 
accompanied by the development of novel data analysis methods. These develop-
ments made it possible to signifi cantly improve resolution and reliability of the 
structural models constructed from the SAXS data. Here, the main aspects of SAXS 
including data processing and interpretation procedures and some applications will 
be briefl y reviewed.  

    15.2   Basics of a SAXS Experiment 

 This section will briefl y describe the basic theoretical and experimental aspects of 
SAXS to understand the main principles of the technique as applied to solutions of 
biological macromolecules. The reader is referred to textbooks  [  11,   14  ]  or to recent 
reviews  [  22,   37,   44  ]  for more detailed description information. 

 Conceptually, a SAXS experiment is rather simple, as illustrated in Fig.  15.1 . 
The samples are exposed to a collimated monochromatic X-ray or neutron beam 
with the wave vector  k =  2  p / l   where   l   is the radiation wavelength (Fig.  15.1 ). The 
isotropic scattered intensity  I  is recorded as a function of the momentum transfer 
 s =  4  p   sin  q / l ,  where 2  q   is the angle between the incident and scattered beam. The 
scattering from the solvent is measured separately and subtracted to remove the 
solvent and parasitic background signals.  
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 The SAXS experiments are usually performed at synchrotrons, and the experi-
mental stations offering biological SAXS are available at all synchrotron major 
sites. Laboratory SAXS cameras, (available from various producers) yield much 
lower beam brilliance but may be useful at least for preliminary analysis. For struc-
ture analysis (shape, quaternary structure), the samples with monodispersity better 
than 90% are required, which must be verifi ed by other methods (native gel fi ltra-
tion, dynamic light scattering, analytical ultracentrifugation) prior to the synchro-
tron SAXS experiment. Typical concentrations required are in the range of 
0.5–10 mg/ml, and a concentration series is usually measured to get rid of interpar-
ticle interference effects. The sample volume per measurement on modern stations 
is about 10–50  m l so that about 1–2 mg of purifi ed material is usually required for a 
complete study. The upcoming microfl uidic devices  [  48  ]  will allow one to work on 
high brilliance sources with nanoliter volumes and  m g sample amounts. 

 One should also mention that neutrons are also employed for small-angle scatter-
ing (SANS) analysis of biological macromolecules. SANS (which is performed on 
research reactors or spallation sources) is sensitive to isotopic H/D exchange. This 
property is exploited for contrast variation involving measurements in different 

  Fig. 15.1    A general scheme of a SAXS/SANS experiment, structural tasks addressed by the tech-
nique and its synergistic use with other methods. The nominal resolution of the data in the scatter-
ing pattern is indicated as  d =  2  p /s. MS  mass spectroscopy,  AUC  analytical untracentrifugation, 
 FRET  fl uorescence resonance energy transfer,  EM  electron microscopy,  NMR  nuclear magnetic 
resonance,  EPR  electron paramagnetic resonance       
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 O mixtures and/or specifi c perdeuteration of subunits, providing unique 

information about complex particles  [  51  ] . The basic equations and the analysis 
methods are similar for SAXS and SANS.  

    15.3   Basics of SAXS Data Analysis 

 The net SAXS intensity after solvent subtraction contains, generally speaking, two 
contributions. The so-called form factor  I(s)  emerges from the scattering from indi-
vidual particles in solution and is employed to extract the structural information. The 
“structure factor”  S(s)  is due to interference effects between the different particles and 
yields information about the interparticle interactions (see e.g.  [  22  ]  for a review). 

 Purifi ed dilute solutions of macromolecules at concentrations in mM range are 
usually employed in SAXS to get rid of the interference effects and perform the struc-
tural studies assuming that I(s) contains only “form-factor” contrinution. Two impor-
tant cases are distinguished: (1) monodisperse systems, when all the particles are 
identical and (2) polydisperse systems, when they are different in size and/or shape.  

    15.4   Monodisperse Systems 

 For monodisperse solutions, the net intensity  I(s)  is proportional to the scattering from a 
single particle averaged over all orientations. This allows one to immediately determine 
the overall geometrical and weight parameters e.g. radius of gyration R 

g
   [  16  ] , volume of 

the hydrated particle V 
p
   [  36  ] , and the molecular mass of the particle MM  [  27  ] . The 

Fourier transformation of the scattering intensity provides a characteristic function 
(averaged Patterson function), which also yields the maximum particle diameter D 

max
  

 [  13,   25,   41  ] , Moreover, the low resolution macromolecular shape can be obtained  ab 
initio  (i.e. without information from other methods). Several approaches have been 
proposed  [  2,   7,   8,   18,   43,   46  ] , and  ab initio  shape determination belongs nowadays 
to routine analysis of the SAXS data. Usually, the shape analysis programs are ran 
several times and analysed to obtain the most probable and an averaged model  [  50  ] . 

 Calculation of the SAXS profi les from atomic models  [  45  ]  is used to validate 
theoretically predicted models and verify the structural similarity between macro-
molecules in crystals and in solution. Moreover, if high resolution models of indi-
vidual fragments or subunits in a complex are available from crystallography or 
NMR, rigid body refi nement can be employed to model the quaternary structure of 
the complex. Automated and semi-automated procedures based on screening randomly 
or systematically generated models were employed by different authors  [  19,   21,   28  ] . 
A comprehensive rigid body modelling program suite is based on the use of spherical 
harmonics formalism  [  31,   32,   40,   42  ] . 

 SAXS is also very useful for the cases when loops or entire domains are missing 
in high resolution models (e.g. because of fl exibility). The missing portions are 
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represented as chains of the so-called dummy residues  [  34  ] , and the known domains/
subunits can be translated and rotated as rigid bodies while simultaneously changing 
the local conformation of the chains representing the unknown fragments  [  23  ] . 
Numerous applications of rigid body modelling are reported to build structural 
models of complicated objects in solution (see e.g. references in  [  33,   37  ] ). 

 The structural modeling based on the SAXS data is especially effective if one 
simultaneously incorporates information provided by other methods. An example 
of such a successful multipronge approach is given by a study of a human tumour 
suppressor p53  [  47  ] , which is a homotetrameric transcription factor (four times 393 
residues) playing a central role in the cell cycle. The protein contains a folded core 
and tetramerization domains, linked and fl anked by intrinsically disordered segments. 
 Ab initio  and rigid body SAXS modelling accounting for NMR-derived interfaces 
revealed an extended cross-shaped structure with tetrameric contacts and a pair of 
loosely coupled core domain dimers at the ends (Fig.  15.2 ). In contrast, the calculated 

  Fig. 15.2    The models of free and DNA-bound tumour suppressor p53 generated by combining 
SAXS with MX, NMR and EM data. The available high resolution structures of the domains 
employed in the modelling are displayed as ribbons, the fl exible portions of p53 as semi-transpar-
ent beads (dummy residues). In the free form ( left panel ) the four domains that recognize DNA 
(peripheral domains) are arranged in two separate dimers, forming a relatively “fl at” structure, 
with the tetramerization domains in the center. Upon binding to DNA ( right panel ) these core 
domains wrap around the latter trapping it into a cleft. The models are obtained by rigid body 
modeling against the SAXS curves displayed as intensity versus momentum transfer in the bottom 
panel. The data from the free and bound p53 are appropriately displaced along the abscissa axis for 
better visualization ( dots , experimental data;  solid lines , computed patterns from the models)       
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scattering from a previously published rather compact cryo-EM structure of murine 
p53  [  29  ]  showing dissociated tetramerization domains did not fi t the experimental 
SAXS data. The structure of the complex of p53 with 24 bp DNA independently 
determined by SAXS and negative stain EM displays a compact complex with the 
core domains closing around DNA (Fig.  15.2 ). Interestingly, negatively stained EM 
analysis of the conformationally mobile, unbound p53 selected a minor compact 
conformation (less than 20% of the adsorbed particles). The study underlines the 
signifi cance of the synergistic use of different techniques together with SAXS, in 
particular, for the structural characterization of a rapidly growing number of proteins 
with inherent disorder.   

    15.5   Poyldisperse Systems and Mixtures 

 For polydisperse systems consisting of different types of non-interacting particles, 
the measured scattering pattern can be written as a linear combination

     ν
=

= ∑
1

( ) ( )
K

k k
k

I s I s    (15.1)  

where   n   
 k 
  > 0 and  I  

 k 
 ( s ) are the volume fraction and the scattering intensity from 

the  k -th type of particle (component), respectively, and  K  is the number of 
components. 

 When neither the number nor intensities of the components are known  a priori , 
but multiple data sets are recorded from the system with varying volume fractions 
of the components, the number of components can be determined extracted by 
model-independent analysis using singular value decomposition (SVD  [  15  ] ). If the 
number of components and their scattering intensities are known, the volume 
fractions can be readily found by a linear least-squares fi t to the experimental 
data. Numerous applications of these approaches encompass e.g. the analysis of 
intermediates during folding and assembly processes and quantitative description 
of oligomeric equilibria  [  9,   17,   49,   52  ] . 

 SAXS belongs to very few structural methods able to quantitatively characterize 
fl exible macromolecules, and the method was traditionally used to monitor the 
processes of protein folding/unfolding  [  30  ] . For fl exible systems, SAXS data refl ect 
conformational average over the entire ensemble and the scattering patterns are to 
be interpreted accounting for this average instead of searching for a single model. 
This has recently become possible with a general approach called ‘ensemble 
optimization method’ (EOM) allowing for coexistence of multiple conformations  [  4  ] . 
Given a pool of (random) conformers, EOM selects sub-ensembles from them, 
which, taken as mixtures, fi t the experimental profi le using Eq.  15.1 . The EOM is 
already actively used to characterize fl exible proteins and complexes  [  5,   26  ]  and it 
is expected to fi nd broad applications, in particular, in combination with NMR to 
provide information about both structure and dynamics of the system  [  3,   6  ] .  
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    15.6   Conclusions 

 During the last decade, biological SAXS has become increasingly popular in 
molecular biology revealing low resolution structures of macromolecule in close to 
native conditions. SAXS can be readily and usefully combined with other computa-
tional and experimental techniques to yield comprehensive description of complex 
objects and processes. The advanced analysis methods are well established by 
now and are publicly available e.g. in the program package ATSAS (  http://www.
embl-hamburg.de/biosaxs/    ). Automated sample changers and pipelines are being 
developed for high throughput SAXS on synchrotrons  [  20,   35,   38  ] . All these develop-
ments taken together make the technique readily available for a broad scope of tasks 
and a broad community of scientists in structural biology.      
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  Abstract   Vaults are ubiquitous, highly conserved, 13 MDa ribonucleoprotein 
particles, involved in a diversity of cellular processes, including multidrug resis-
tance, transport mechanisms and signal transmission. There are between 10 4  and 10 6  
vault particles per mammalian cell and they do not trigger autoimmunity. The vault 
particle shows a hollow barrel-shaped structure organized in two identical moieties, 
each consisting of 39 copies of the major vault protein (MVP). Other data indicated 
that vault halves can dissociate at acidic pH. The high resolution, crystal structure 
of the of the seven N-terminal domains (R1–R7) of MVP, forming the central vault 
barrel, together with that of the native vault particle (solved at 8 Å resolution), 
revealed the interactions governing vault association and suggested a pH-dependent 
mechanism for a reversible dissociation induced by low pH. Vault particles posses 
many features making them very promising vehicles for the delivery of therapeutic 
agents including self-assembly, 100 nm size range, emerging atomic-level structural 
information, natural presence in humans ensuring biocompability, recombinant pro-
duction system, existing features for targeting species to the large lumen and a 
dynamic structure that may be controlled for manipulation of drug release kinetics. 
All these attributes provide vaults with enormous potential as a drug/gene delivery 
platform.  

  Keywords   Major vault protein  •  Nanocontainer  •  Ribonucleoprotein complex  
•  Vault particle  •  X-ray structure      
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    16.1   Introduction 

 Major challenges for treating a variety of diseases are the lack of suitable methods 
to deliver therapeutic agents (e.g. drugs, proteins, or nucleic acids) to specifi c host 
tissues. Many chemotherapeutic agents are small hydrophobic molecules with 
limited aqueous solubility that requires the use of potentially toxic organic solvents 
for effective delivery. Encapsulation of these agents into nanoparticles is a promising 
approach that could increase delivery to specifi c tissues and reduce systemic side 
effects by altering the pharmacokinetics of the encapsulated compound  [  2  ] . Similar 
benefi ts of encapsulation are expected for protein and peptide-based anticancer 
agents  [  24  ] . 

 Vaults are highly conserved, barrel-shaped, ribonucleoprotein particles, found in 
phylogeny as diverse as mammals, avians, amphibians, echinaderms, kinetoplasts, 
and amoebas  [  22  ] . With an average of 10 4 –10 6  vault particles per human cell, they 
appear to be one of the most abundant particles in the body. However its precise 
function remains unknown. Their large structure and size, coupled with the potential 
to encompass hundreds of proteins, have led to the proposal that they could be 
utilized as natural nanocapsules for drug, nucleic acid, or protein delivery  [  12  ] . 
Vaults do not present some of the major drawbacks found in common nanoscale 
drug/gene delivery systems such as viral capsids, liposomes, and polymer particles. 
Although viruses have proven useful as vaccines, their well-documented immuno-
genicity can produce life-threatening immune responses when used as gene or drug 
delivery vehicles  [  15  ] . During circulation, liposomes commonly exhibit low physical 
and chemical stability. An ideal drug delivery vehicle should be biocompatible and 
capable of protecting the encapsulated drug from premature degradation, releasing 
its contents only upon reaching the target tissues. 

 Native vaults are formed from 78 copies of an ~100 kDa protein, termed the 
major vault protein MVP  [  23  ]  and two vault-associated proteins; vault poly-ADP-
ribose polymerase VPARP, 193 kDa  [  10  ] and the 290 kDa telomerase associated 
protein one TEP1  [  11  ]  and a small untranslated RNA, vRNA  [  9  ] . All of the informa-
tion for vault particle assembly is inherent in the MVP protein sequence  [  21  ]  When 
insect cells are infected with a baculovirus containing an MVP cDNA, large quanti-
ties of recombinant vaults are produced; demonstrating that multimerization of this 
single protein is suffi cient to form the exterior shell of the particle. Cryo-electron 
microscopy (cryoEM) and image reconstruction of recombinant vaults, formed 
from modifi ed MVPs, revealed that they form empty capsules with an overall 
structure virtually identical to native vaults. The N-terminal region of MVP forms 
the particle waist and accounts for the non-covalent interface at the vault midsection 
 [  16  ] , whereas the C-terminus builds the cap as well as the cap/barrel junction 

 The fact that the murine MVP was found to be orthologous to the earlier described 
human lung resistance-related protein, known to be overexpressed in multiple 
chemotherapy resistance models immediately associated vaults with intrinsic drug 
resistance  [  20  ] . This particle has also been implicated in the regulation of several 
cellular processes including transport mechanisms, signal transmission and immune 
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responses  [  1  ] . Another function for vaults was proposed by Herlevsen et al.  [  8  ]  
that found that MVP knockdown disrupted the lysosomal compartment. Interestingly, 
an independent set of experiments demonstrated vault dissociation at low pH  [  5,   6  ] . 
The former authors proposed that the acidic nature of the lysosomes may serve as 
an excellent microenviroment with which to trigger vault dissociation. Vault lability 
was also observed by Poderycki et al.  [  17  ]  that managed to incorporate vault-associated 
proteins into preformed MVP-only recombinant vaults proving that they are not 
rigid, impenetrable boxes, but more a fl uctuating dynamic structure presenting 
substantial fl exibility. Their capsular structure and the occasional occurrence of a 
mass in the inner hollow cavity  [  13  ]  led to the hypothesis that they might represent 
transport vehicles. However, both the cellular signals responsible for vault opening 
and the nature of this cargo have still to be determined. 

 For vaults to be effective in such applications, effi cient means to load the interiors 
of the capsules must be demonstrated. A passive encapsulation of a semiconducting 
polymer into Vaults was described confi rming that Vaults are dynamic structures 
that allow facile encapsulation of macromolecules from their environment in the 
time scale of seconds to minutes. The exact molecular interactions were no described 
but as the polymer was an anionic polyelectrolyte, a signifi cant number of positively 
charged residues were predicted to the inside of the Vault. This was confi rmed by 
the solution of the 3D structure of the Vault particle, where a poly basic region was 
detected on the inside of the Vault Cage  [  19  ] . 

 A specifi c vault-targeting peptide sequence was also identifi ed at the C-terminus 
of the vault interacting protein VPARP (aa 1563–1724). This sequence was designated, 
mINT, for the minimal interaction domain. When heterologous proteins were fused 
to mINT, they were directed to the inside of recombinant vaults, and these packaged 
proteins retain their native properties  [  12  ] . Difference mapping showed that the 
mINT domain binds to the inside of recombinant vaults at two locations, above and 
below the waist of the particle. The exterior shell of the vault acted as a protective 
barrier, as either fl uorescent or enzymatic mINT containing fusion proteins were 
quenched with slower kinetics when packaged inside of vaults. Recent work 
describes the use of a domain derived from a vault lumen-associated protein as a 
carrier to target both gold nanoclusters and heterologous His-tagged proteins to 
specifi c binding sites on the vault interior wall  [  7  ] . 

 Knowing that Recombinant vault particles enter cells via macropinocytosis or 
phagocytosis but lack demonstrable membrane penetrating activity other Vault 
modifi cations have also been developed. For example, in order to improve vault 
penetration into target cells, the vault-targeting peptide mINT was fused to the 
membrane lytic domain of adenovirus protein VI (pVI) Not only was the fusion 
protein incorporated into Vault particles but the membrane lytic activity of the pVI 
domain was also retained. These fi ndings indicate that vault particles can be modi-
fi ed to enhance cell transfer of selected biomolecules  [  14  ] . 

 In the view of all encouraging results, it is not surprising that the fi rst medical 
applications are appearing. For example, the use of a recombinant Vault nanopar-
ticle was described as a vaccine delivery platform against mucosal infections  [  4  ] . 
The fact that Vault can reversibly separate into two symmetrical halves has also 
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been the focus of intense research. The possibility of closing and opening vaults in 
a controllable manner would be an attractive goal. 

 Very recently, the structure of the rat vault at 3.5 Å resolution was published  [  23  ] . 
It showed that the vault shell is organized in two identical moieties, each consisting 
of 39 copies of MVP. The MVP monomers are folded into 12 distinct domains: nine 
repeat domains, a shoulder domain, a cap-helix and a cap ring. Very shortly after we 
reported the high resolution structures of a recombinant MVP fragment, containing 
the seven N-terminal domain repeats (R1–R7), in three different crystal forms and 
of the intact vaults from rat liver determined at 8 Å resolution  [  19  ] . The comparison 
between the structures of R1–R7 and the equivalent region in the reported model 
 [  23  ]  showed fundamental discrepancies in the tracing of domains R1 and R2. The 
quality of the R1–R7 data (2.1-Å resolution) allows unequivocal tracing of domains 
R1 and R2 that form the rims between the two vault halves. The positioning of 
the R1–R7 structure into the 8-Å map of the entire vault reveals the interactions 
stabilizing vault association and provides an explanation for a reversible dissociation 
induced by low pH. 

 Here we report the processes of structure determination of the MVP domains 
R1–R7 and of the complete vault particle. We will also discuss our actual experiments 
aimed to alter the vault stability in order to fi nely tune their dissociation increasing 
the effi ciency of drug delivery into the specifi c cell type.  

    16.2   Results and Discussion 

    16.2.1   Solving the Structures of the MVP R1–R7 Modules 
and of the Complete Vault Particle 

 The N-terminal fragment of MVP (amino acid residues from Met1 to Asp383) 
containing the fi rst seven domain repeats R1–R7 was crystallized in three different 
crystal forms: triclinic P1 (a = 29.39 Å, b = 50.79 Å, c = 76.85 Å,  a  = 104.32º, 
 b  = 92.44º  g  = 99.75º, with one R1–R7 molecule per a.u), diffracting to 2.1 Å 
resolution and two monoclinic crystal forms, P2 

1
 A (2.5 Å; a = 36.5 Å, b = 98.8 Å, 

c = 140.6 Å,  b  = 97.2°; two molecules in the a.u) and P2 
1
 B (3.0 Å; a = 58.6 Å, b59.7 Å, 

c = 68.3 Å  b  = 95.5°; one molecule in the a.u). The structure was determined by 
multiwavelength anomalous dispersion of seleniomethionated protein from the 
monoclinic P2 

1
 A crystals. The P1 and P2 

1
 B structures were solved by molecular 

replacement, using the coordinates of the P2 
1
 A crystals as a starting model. The 

seven MVP repeats share a similar structure, each consisting of fi ve antiparallel 
 b -strands connected by loops ( [  19  ] ; Fig.  16.1a ). They are organized in an extended 
conformation, showing a characteristic bend between repeats R2 and R3. In the 
P1 space group, the R1–R7 repeats are packed in an almost parallel arrangement, 
generating a fl at wall of a ~18 Å thickness ( [  19  ] ; Fig.  16.1b ) in good agreement with 
the dimensions estimated by cryo EM  [  13,   16  ] .  
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 3D crystals of native vault particles purifi ed from rat liver were obtained and 
crystallized as described in  [  18  ] . Different crystal forms were obtained and two of 
them were analysed by X-ray crystallography. The fi rst crystals were monoclinic, 
space group C2, with unit cell parameters a = 726.2 Å, b = 391.4 Å, c = 607.6 Å and 
 b  = 124.1° and diffracted to a maximum of about 10 Å resolution. The second type 
of crystals, that in a few cases diffracted well beyond 7 Å resolution, were also 
monoclinic, space group P2 

1
 , with unit cell parameters a = 601.1 Å, b = 386.6 Å, 

c = 627.1 Å and  b  = 108.6°. 
 Both, P2 

1
  and C2, unit cells have similar volumes and their cell axis can be 

related as:  ā  
C
   »   ā  

P
  +  c  

P
 ;  b  

C
   »   b  

P
  and,  c  

C
   »  − a  

P
 . 

 The self-rotation functions, calculated at 10 Å resolution with the program 
MOLREP, showed for both crystal forms the same, very unique, features (Fig.  16.2 ): 
(1) A sharp and strong peak in the a c plane, which remains dominant for essentially 
all  k  values (named henceforth the vaults rotational symmetry peak along the 
longest vault axis) and (2) A prominent continuous streak, in the  k  = 180° section, 
that is located in the plane perpendicular to the strong peak and, consequently, also 
to the a c plane. The similarities of these characteristic features indicate closely 
related packing of the vault particles in both crystal forms, even despite the different 
crystallographic parameters. For the C2 crystals, a half vault particle can be placed 
in the asymmetric unit with the two halves of a vault related by a crystallographic 
two fold, as showed in the structure reported by  [  23  ] . For the P2 

1
  crystals, with a 

strong peak in the native Patterson function at (0.5, 0.5, 0.5), the asymmetric unit 

  Fig. 16.1    The Structure of the R1–R7 fragment of MVP and, packing contacts in the P1 crystal. 
( a ) 39 copies of R1–R7 form the central barrel of each half-vault moiety. The seven MVP repeats 
share a similar structure, each consisting of fi ve antiparallel  b -strands connected by long loops. 
( b ) In the P1 space group, the R1–R7 repeats are packed in an almost parallel arrangement, gener-
ating a fl at wall of a ~18 Å thickness  [  19  ] . Five R1–R7 fragments are represented in the picture       
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can contain a whole vault particle, with its centre in (0.25, Y, 0.25), that would be 
related to a second vault particle in the unit cell by the crystal 2 

1
  symmetry. The 

translation between the centres of both particles corresponds to the Patterson peak. 
Therefore, the compact packing of vault particles is almost identical in both crystal 
forms In fact, in the P2 

1
  cell only small deviation from the C2 packing should be 

expected because refl exions with h + k + l odd are absent or very weak (pseudo-body 
centred) till about 15 Å resolution. These observations could explain, at least in part, 
the easiness of the interconvertibility observed among different crystals forms.  

 Data from the P2 
1
  crystals were used to solve the structure of the whole vault 

particle to 8 Å resolution by molecular replacement. Initial models were generated 
as rings of the R1–R7 structure with different rotational symmetries. The interac-
tions observed in the triclinic crystal packing served as a restraint for building the 
central barrel of the vault. The bending between domains R2 and R3 could explain 
the invagination in the central part of the vault particle, with the R1 module located 
in this central part, as previously suggested by cryo-EM and mutational studies  [  16  ] . 
The positioning of the R1–R7 rings in both the C2 and P2 

1
  vault crystals indicate 

that only models with rotational symmetry of 39 allow intermolecular interactions 
between neighbour vault particles without introducing steric problems (Fig.  16.3 ). 
Density averaging and solvent fl attening with DM  [  3  ]  were applied for the P2 

1
  

crystals, using the independent positioning of the two R1–R7 rings as starting 
phases and rotational symmetry 39. The fi nal averaged maps at 8 Å resolution 
showed unambiguous density, fi tting the complete MVP protein. In particular, two 
additional  b -domains (R8 and R9) and the long helical domain, for which no 

  Fig. 16.2    Self-rotation 
function, calculated from 
the 8 Å diffraction data of 
the of the P21 vault crystals. 
The function was calculated 
with program MOLREP  [  3  ]  
from the P2 

1
  diffraction data, 

180° section       
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information was included in the initial model were clearly defi ned  [  19  ] , rendering 
the same overall structure to that reported by  [  23  ] .  

 Accurate superimpositions of the individualized domains between the R1–R7 
structures with the same region in the intact vault particle, determined by  [  23  ] , 
revealed close similarities in repeats R3 to R7. However, critical differences were 
observed when repeats R1 and R2 were compared  [  19  ] . Repeat R1 showed well 
defi ned secondary structural elements (strands R1 b 1–R1 b 5) in all three crystal 
forms determined for the R1–R7 fragment (Fig.  16.1a ). In the 3.5 Å vault structure, 
most of the secondary structural elements of R1 were lost and the main chain was 
out of register from residue Ile10 to Gln88. The largest discrepancies concentrate in 
the  b 2– b 3 loops of both, R1 and R2 domains  [  19  ]  and affect most of the R1–R2 and 
R1–R1 interdomain interactions, including those responsible for the contacts 
between the two vault halves. The correct positioning of the 2.1 Å structure of 
R1–R7 into the 8 Å map of the complete particle, reveals important charge comple-
mentarity at the interface between the two vault halves (Fig.  16.4 ). R1–R1 interactions 
involve two R1 subunits in each half vault moiety (Fig.  16.4a ). Among these 
contacts, Asp39 seems to be the key residue. Its side chain contacts the main chain 
N atoms of Ala21 and Gln22 and forms a salt bridge with Arg42. The charged 

  Fig. 16.3    Crystal packing of the vault particles in the C2 unit cell. ( a ) Packing is represented in 
the ac ( left ) and ab ( right ) planes. The box shows a close-up of the intermolecular contacts 
established between R domains, considering a rotational symmetry of 39. This symmetry allows 
optimal interactions between neighbor vault particles. ( b ) Details of the intermolecular contacts, 
considering rigs of different numbers of copies of the R1R7 fragment. No direct interactions are 
found when 38 copies are considered ( left ) and models with rotational symmetries of 40 or higher 
result in steric clashes ( right )       
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amino acids Glu4, Glu5 and Arg37 also appear at the interface. Furthermore, a cluster 
of hydrophobic residues (Ala6, Ile7 and Ile36), interacting through the two-fold 
axis of the particle also determine the contact interface (Fig.  16.4a ). The interac-
tions observed let us propose a reversible mechanism of dissociation of the vault 
particle induced by a pH change. At low pH, the 312 acidic residues at the vault 
interface would become neutral, leaving a highly electropositive charge and induc-
ing the disassembly of the vault particle by charge repulsion (Fig.  16.4b ). At higher 
pH, the aspartate and glutamate residues, would recover their acidic state and re-
establish the electrostatic interactions, allowing the re-association between the two 
vault halves. Subsequently, the hydrophobic interactions would contribute to stabi-
lize the locked conformation of the particle.   

  Fig. 16.4    Interdomain 
interactions at the interface 
between vault halves. 
( a ) Ribbon diagram of the 
R1–R1 contacts at the half 
vault interface. The reference 
R1 domain contacts two 
consecutive R1 molecules 
through the molecular 
two-fold axis. Interacting 
residues are shown in sticks 
and labeled. ( b ) Schematic 
drawing that shows the 
mechanism of vault opening       
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    16.2.2   The Structure of the Vault Complex as a Starting Point 
for Future Research 

 The application of nanotechnology to medicine has emerged as an area of intense 
interest, particularly the creation of nanosystems for drug delivery. Vault particles 
posses a large number of features that make them promising vehicles for drug 
delivery. These include: self-assembly, large size, growing body of high resolution 
structural information, natural presence in humans ensuring biocompability, recom-
binant production systems, existing elements for targeting species to the large lumen 
and a dynamic structure that may be controlled for manipulation of drug release 
kinetics. These properties provide vaults with enormous potential as nanocontainers 
for drug/gene transport and delivery. Modifi ed Vaults can already encapsulate spe-
cifi c therapeutic agents and have been directed to specifi c cell tissues. Our actual 
work aims to take this molecular engineering a step further by altering the size and 
length of the Vault particle, and also to mutate the key residues for the association of 
the two vault halves. The overall objectives would be to design cargo-specifi c Vaults 
(for example larger quantities or larger therapeutic agents) and also to modify the 
stability of Vaults in order to fi nely tune their dissociation increasing the effi ciency of 
drug delivery into the specifi c cell type. Once the methodology of engineering modi-
fi ed vaults will be available, the possibilities and potential application are numerous. 
An exciting option would be, taking into account that the encapsulation of polyanionic 
compounds has already been described, applications for gene therapy where large 
DNAs or RNAs carrying genetic information would constitute the Vault cargo. 

 The extensive structural knowledge that we have obtained from our high resolu-
tion crystallographic data and experience with Vault particles put us in a very 
advantageous position to accomplish these objectives.       
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  Abstract   Genome replication in picornavirus is catalyzed by a virally encoded 
RNA dependent RNA polymerase, termed 3D. These viruses also use a small pro-
tein primer, named VPg to initiate RNA replication. Polymerase 3D also catalyzes 
the covalent linkage of UMP to a N-terminal tyrosine on VPg. Seven different crystal 
structures of foot-and-mouth disease virus (FMDV) 3D catalytic complexes have 
enhanced our understanding of template and primer recognition, VPg uridylylation 
and rNTP binding and catalysis. In addition, the biochemical and structural analyses 
of six different FMDV 3D ribavirin resistant mutants provided evidences of three 
different mechanisms of resistance to this mutagenic nucleoside analogue. Such 
structural information is providing new insights into the fi delity of RNA replication, 
and for the design of antiviral compounds.  

  Keywords   Picornavirus  •  RNA-dependent RNA polymerase  •  Replication fi delity  
•  Ribavirin      

    17.1   Introduction 

 Picornaviruses are associated with important and diverse diseases, including 
poliomyelitis, hepatitis A, the common cold, febrile and respiratory illness in humans, 
and foot-and-mouth disease (FMD), the economically most important animal viral 
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disease. These viruses have also been instrumental in establishing the relevance of 
high mutation rates for RNA viruses. 

 RNA-dependent RNA polymerases (RdRPs) synthesize RNA using an RNA 
template and are normally associated with other virus- or/and host-encoded proteins 
that modulate RNA polymerization activity and template specifi city. An important 
feature of RNA directed RNA replication is the high error frequency compared to 
DNA directed replication. This is due, at least in part, to the low fi delity of RdRPs 
and the absence of error-repair mechanisms in RNA viruses. A new strategy against 
RNA viruses consists in using mutagenic nucleotides. The objective is to provoke an 
excessive number of mutations, to deteriorate the viral functions to the point that the 
virus can not survive. This strategy is called lethal mutagenesis (reviewed in Domingo 
et al.  [  8  ] ). One of the mutagens used in research on lethal mutagenesis is a purine 
analogue termed ribavirin (1-( b -D-ribofuranosyl)-1  H -1,2,4-triazole-3-carboxamide), 
extensively employed in clinical practice. Unfortunately, viral mutants that are 
resistant to ribavirin have been selected, thus facilitating viral escape from lethal 
mutagenesis. 

 As reviewed here, the structural studies with different picornaviruses allowed to 
interpret the mutagenic activity of nucleoside analogues and helped to elucidate 
the molecular mechanisms of viral resistance. Among them, FMDV is the picorna-
virus with the most complete structural information on replication complexes 
available (reviewed in Ferrer-Orta et al.  [  14  ] ). Several high resolution structures of 
the FMDV polymerase (3D) have unveiled key interactions of the enzyme with 
template-primer RNA, the protein primer VPg, and nucleotide substrates  [  10, 
  11,   13  ] . Of relevance to lethal mutagenesis are the differences in the interactions 
established by FMDV 3D with standard nucleoside-triphosphates and with the 
mutagenic analogues 5-fl uorouridine-triphosphate (FUTP) and ribavirin-triphosphate 
(RTP)  [  13  ] . Such differences have provided new information on the molecular 
basis of nucleotide recognition by 3D, and the mechanism of mutagenesis by 
nucleotide analogues. A number of R-resistant mutants of FMDV have been 
selected and studied. The structure of their mutant polymerases has unveiled a 
complex network of interactions within the 3D molecule that affect template 
binding and RTP recognition  [  1,   14  ] .  

    17.2   Structures of Picornavirus RdRPs and RdRP Complexes 

    17.2.1   Overall Architecture of RdRPs 

 A large number of three-dimensional structures of viral RdRPs are known, includ-
ing four different members of the  Picornaviridae  family  [  11,   12,   16  ] . All these 
enzymes share a closed “right hand” conformation, which is accomplished by inter-
connecting the fi ngers and thumb domains through the N-terminal portion of the 
protein and several loops protruding from fi ngers that largely restrict the inter-
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domain mobility (Fig.  17.1 ). This architecture encircles seven conserved structural 
motifs, termed A to G, involved in key functions such as the interaction with 
template RNA, positioning of the 3’-hydroxyl group of the primer RNA, binding of 
the incoming substrates and ions, as well as catalyzing the nucleotidyltransferase 
reaction (Figs.  17.1  and  17.2 ).    

  Fig. 17.1    Overall structure of the FMDV RdRP with the conserved structural motifs highlighted 
in different gray tones and labeled. Two different views “ front ” ( a ) and “ top down ” ( b ) views are 
represented for the structure       

  Fig. 17.2    Interactions between the FMDV 3D polymerase and the template-primer RNA (PDB 
id:1WNE). The polymerase is shown in grey ribbons and RNA molecule is depicted in black 
sticks. The 3D residues contacting the template-primer RNA are shown in grey sticks and labelled. 
The 5’ overhang region of the template binds the template channel ( left side inset ), where the 
different residues of the N-terminal region, motif G and motif F drive the ssRNA to the active site 
cavity. In the active site, the position of the template acceptor base is stabilized by different 
interactions mediated by residues of motif B and loop  b 9 a 11. The primer strand ( right side inset ) 
interacts with motifs C and E of the palm sub-domain and, with different residues in the thumb 
sub-domain. Based in Ferrer-Orta et al.  [  10,   11,   13  ]        
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    17.2.2   The FMDV RdRP in Initiation and Elongation 
Complexes with Standard Nucleoside Triphosphates 
and Nucleoside Analogues 

 Picornavirus replication is initiated by the successive attachment of two UMP 
molecules to the hydroxyl group of a tyrosine (Tyr3) in the primer protein VPg 
(a small virus-coded protein which is found covalently attached to the 5’end of 
the viral RNA). VPg priming is catalyzed by 3D using an internal genomic stem-
loop (cis-acting replication element, cre) as template, through a slide-back mecha-
nism  [  17  ] . The X-ray structures of two complexes between FMDV 3D and VPg, 
depicted both, uridylylated and non-uridylylated forms of VPg, and revealed that 
VPg occupied the central cleft of the polymerase (Fig.  17.3 ). The hydroxyl group 
of Tyr3 was positioned as a molecular mimic of the free 3’ OH group of a nucleic 
acid primer at the active site for uridylylation, thereby initiating replication  [  11  ] . 
Several amino acid contacts between 3D and VPg, predicted to be important for 
initiation of RNA synthesis, were confi rmed by site-directed mutagenesis of 3D 
polymerase and by using chemically synthesized mutant versions of VPg. Twelve 
out of 16 3D residues that were identifi ed as interacting with VPg, are strictly con-
served among different picornaviral polymerases, suggesting that they may play an 
important role during the critical VPg-uridylylation step  [  11  ] . In the 3D-VPg-pU 
complex, the hydroxyl group of the Tyr-3 side chain was found covalently attached 
to the  a -phosphate moiety of the uridine-monophosphate (UMP) molecule. Two 
divalent cations, together with the catalytic aspartic acid residues of motifs A and 
C, participate in the uridylylation reaction, following a similar mechanism to that 
described for the nucleotidyl transfer reaction in other polymerases  [  21  ] . A cluster 
of positively charged residues of motif F also participate in the uridylylation 
process, stabilizing Tyr3 and UMP in a proper conformation for the catalytic 
reaction (Fig.  17.3 ;  [  11  ] ).  

 Insights into rNTP binding, incorporation and RNA elongation have been 
obtained from the analysis of two 3D elongation complexes  [  13  ] . One is the 
structure of FMDV 3D in complex with a tempate-primer RNA and the substrate 
ATP, showing the formation of a new base pair, translocation of the RNA product 
and the release of pyrophosphate (PPi). The other structure is the 3D-RNA tem-
plate-primer and ATP/UTP complex that illustrates the translocation of the RNA 
product and the positioning of the new incoming substrate UTP to the active site 
 [  13  ] . Finally, eight additional structures of 3D elongation complexes, using either 
wild type 3D and mutant 3D polymerases, in complex with RNA and the nucle-
otide analogs: RTP and FUTP shed new light into the molecular basis of the low 
fi delity of copy of this enzyme and the mutagenic activities displayed by rNTP 
analogues during viral replication ( [  1,   13,   15  ] , Fig.  17.2 ). In all complexes analysed, 
the single stranded 5’-end of the template extends across the face of the fi ngers 
domain towards the active site cleft, contacting different residues in motif G, 
which drive the template chain towards the active site cavity. The acceptor base 
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of the template is located adjacent to the nucleotide binding pocket, being accessible 
to the incoming nucleotide (Fig.  17.2 ). In the active site, the 3’-hydroxyl group 
of the primer strand interacts directly with the catalytic aspartic acid of motif C. 
Only one metal ion was observed, in contact with the triphosphate moiety of the 
incoming nucleotide (Fig.  17.4 ). The structures of the ternary complexes 
3D-RNA-rNTP, where the incoming nucleotides were trapped close to or at the 
polymerase active site, showed the central role of amino acid D245 of motif A, 
N307 of motif B, and S298, G299 and T303, of a loop preceding motif B (loop 
 b 9- a 11), in nucleotide recognition and correct positioning of the sugar in the 
ribose-binding pocket (Fig.  17.4 ). Structural comparisons of all elongation com-
plexes revealed that the loop  b 9- a 11 is able to adopt different conformations in 
response to different template and incoming nucleotides, being the most fl exible 
element of the active site of the FMDV polymerase ( [  13,   15  ] , Fig.  17.4 ).    

  Fig. 17.3    Structure and interactions of the FMDV 3D-VPg-UMP complex (PDB id: 2F8E). The 
FMDV polymerase is shown in light grey, and the primer protein VPg and the UMP molecule in 
dark grey. VPg lines the RNA binding cleft of the 3D polymerase, positioning its Tyr3 hydroxyl 
group as a molecular mimic of the free 3’ hydroxyl group of a nucleic acid primer at the active site 
for nucleotidylylation. The inset in the right side shows a close-up of the interactions established 
between VPg and different polymerase residues. In the active site, the hydroxyl group of Tyr3 side-
chain was found covalently attached to an UMP molecule by a phosphodiester linkage. Two metal 
ions ( grey spheres ) participate in the uridylylation reaction. Metal 1 bridges the catalytic aspartate, 
Asp338 of motif C and the O −  of tyrosine side-chain, now covalently bound to phosphate  a  of 
UMP. Metal 2 coordinates the carboxyl group of Asp245 of motif A, the O1 oxygen of phosphate 
 a  and the hydroxyl group of Ser298 within loop  b 9- a 11, next to motif B. The conserved Tyr336 
of motif C and the positively charged residues K164 and R179 of motif F also participate in the 
uridylylation process. Based in Ferrer-Orta et al.  [  12,   14  ]        
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  Fig. 17.4    Conformation and interactions in the polymerase active site in different complexes. 
The polymerase residues in the active site are shown as sticks in grey and explicitly labelled. The 
RNA template/primers and incoming nucleotides in black with only the fi rst base pairs repre-
sented. ( a ) The 3D polymerase active site on AMP incorporation and PPi release (PDB id:2ECO). 
The newly incorporated nucleotide contacts the catalytic aspartic acid of motif C and motif B. The 
pyrophosphate product interacts with motifs A and F in the rNTP tunnel. ( b ) The 3D polymerase 
active site after AMP incorporation and positioning of the new incoming substrate UTP (cyan) 
close to the active site, as seen in the structure of the FMDV 3D-RNA-ATP/UTP complex (PDB 
id:2E9Z ). ( c ) The structure of the 3D-RNA-RTP complex (PDB id:2E9R). The incoming ribavirin 
is located at the active site, adjacent to the 3’ terminus of the primer, and base paired to the 
template acceptor base. The ribavirin pseudo-base establishes a number of specifi c contacts with 
residues Ser298 and Gly299, within the loop  b 9- a 11 of 3D. This  b 9- a 11 loop changes its confor-
mation to accommodate the nucleoside analog into the cavity. The side chains of residues Asp245 
of motif A and Asn307 of motif B have also changed their rotamer conformations to facilitate the 
interactions with the ribose moiety of the mutagenic nucleotide. The triphosphate moiety is hydrogen 
bonded to different residues of motifs A and F and interacts with one metal ion. ( d ) Structure and 
interactions of the mutated polymerase 3D(M296I)-RNA-GTP complex (PDB id:3KOA) .  
Substitution M296I seems to prevent the conformational changes in the loop  b 9- a 11 as well as the 
side chain rearrangements in residues Asp245 and Asn307 required to interact with ribavirin. 
However this mutated polymerase is able to misincorporate GMP into the nascent RNA. Based in 
Ferrer-Orta et al.  [  13,   15  ]        
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    17.3   RdRPs as Targets for Antiviral Therapy 

 RNA dependent RNA polymerases synthesize RNA using an RNA template. This 
biochemical activity is not present in mammalian cells offering the opportunity to 
identify very selective inhibitors of this viral enzyme. HCV is a clear example of 
how much effort has been directed towards developing drugs that inhibit viral 
replication  [  6  ] . The rational search of substrate analogs against the HCV RdRP led 
to the identifi cation of several nucleoside analogs, among them, ribavirin is a classic 
antiviral agent used in clinical practice. Ribavirin displays several mechanisms of 
action, and it is used to treat several important viral diseases, notably chronic 
hepatitis C virus infections, administered in combination with interferon alpha or 
some of its derivatives  [  9  ] . Remarkably, Crotty et al.  [  4  ]  documented that ribavirin 
acts as a mutagen for poliovirus, and its triphosphate form RTP is incorporated by 
the poliovirus RdRP. Actually there is a growing body of information available, 
providing evidence that ribavirin can be mutagenic for a number of RNA viruses, 
contributing to virus extinction through lethal mutagenesis, reviewed in  [  7  ] . RTP 
can be incorporated into the nascent viral RNA, acting either as an adenylate or 
guanidylate analog, inducing base transitions. 

 Selection of mutagen-resistant viruses may be a problem for the effi cacy of anti-
viral treatments based on lethal mutagenesis. Mutant PV and FMDV with decreased 
sensitivity to R have been isolated, and the resistance phenotype maps in the 
polymerase 3D  [   18 , 20  ] . Interestingly, the amino acid substitutions that confer 
R-resistance are different for the two viruses: G64S in PV and M296I in FMDV. G64S 
is located in the fi ngers domain, away from the active site of the enzyme, while M296I 
is located in loop  b 9- a 11, close to the active site of 3D (Fig.  17.4d ). Biochemically, 
the two mutant enzymes show remarkable differences. The purifi ed mutant poly-
merase 3D(G64S) displays a 5-fold increase in copying fi delity relative to wild type 
3D  [  3,   5  ] . The increased copying fi delity gave rise to PV populations that were less 
adaptable than wild type populations to a complex environment, represented by 
PV-susceptible mice  [  19  ] . In contrast to G64S in PV, M296I, the substitution in 3D 
that decreased the sensitivity of FMDV to Ribavirin, affected only minimally the 
copying fi delity of the enzyme, despite M296 being located close to the active site of 
3D. Biochemical studies showed that recombinant FMDV 3D polymerase with sub-
stitution M296I incorporated ribavirin-monophosphate less effi ciently than wild type 
polymerase  [  20  ] . Kinetic analyses for single nucleotide addition catalyzed by wild 
type and mutant (M296I) FMDV 3D polymerases, confi rmed that the mutant 3D 
incorporated ribavirin less effi ciently than wild type polymerase. The study revealed 
that the mutant enzyme missincorporated guanosine-monophosphate more effi ciently 
than wild type FMDV 3D, resulting in a low-fi delity variant with a specifi c defect for 
ribavirin utilization  [  2  ] . Therefore, restriction of ribavirin incorporation by 3D with 
M296I was not the result of a general increase of template-copying fi delity. 

 The structure of the elongation complex wild 3D-RNA-RTP showed the RTP acting 
as an adenylate analog paired with the uridine in the template chain. Its position in the 
polymerase active site was further stabilized by interactions involving the ribavirin 
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pseudo-base and the loop  b 9- a 11 (Fig.  17.4d ). The residues from the loop that interact 
with RTP were moved more than 2 Å from their position in the unbound form. This 
displacement favored the accommodation of the pseudo-base, and the contacts with the 
template acceptor nucleotide  [  13  ] . The crystal structure of the M296I 3D polymerase 
determined very recently suggests that the M296I mutation confers resistance to incor-
poration of ribavirin due to a steric confl ict produced in the polymerase active site  [  15  ] . 
The combination of the kinetic and structural data led the conclusion that the FMDV 
3D active is able to acquire different conformations in response to correct and incorrect 
nucleotide incorporation and that the fl exibility of the loop  b 9- a 11 plays a central role 
in these conformational changes. The search for ligands with the capacity to modulate 
the conformation of this loop (or adjacent residues) to decrease the copying fi delity of 
the enzyme would be important for lethal mutagenesis-based antiviral approaches. 

 The difference between PV 3D(G64S) and FMDV 3D(M296I) ribavirin resistant 
mutants suggests that there are at least two possible mechanisms of R-resistance in 
picornaviruses. One mechanism is based on a general increase of copying fi delity 
that includes discrimination against RTP as substrate, and the other is based on the 
partial exclusion of RTP (and perhaps other specifi c nucleotide analogues) without 
a general increase in copying fi delity. Very recently a new mechanism of resistance 
to ribavirin has been described in FMDV  [  1  ] . Populations replicated in the presence 
of high concentrations of ribavirin (ranging from 800  m M to 5,000  m M), accumu-
lated, in addition to M296I, two new amino acid substitutions in 3D in a step-wise 
fashion (P44S and P169S). The main biological effect of these substitutions is to 
attenuate the consequences of the mutagenic activity of ribavirin. The mutated poly-
merase is able to modulate the types of ribavirin-induced misincorporations during 
RNA synthesis by an alteration of the pairing preference of ribavirin opposite C and 
U, avoiding the production of an excess of some types of mutations. Thus, this new 
mechanism of resistance to ribavirin is based not as much in limiting the number of 
mutations in the virus genetic material but in ensuring an equilibrium among differ-
ent types of mutations that favors viral survival  [  1  ] . 

 Studies of polymerization activity by the purifi ed polymerases suggest that a sin-
gle amino acid substitution in a loop of the fi ngers domain (P44S) is the alteration 
chiefl y responsible of the altered mutational pattern. The crystal structures of the 
substituted polymerases in complex with RNA show a conformational change in the 
template entry channel of the polymerase that may affect the binding of the ssRNA 
template to 3D, mainly at the base of the template which is immediately downstream 
of the position that receives the incoming nucleotide ( [  1  ] , Fig.  17.5 ). Alteration of the 
position of the template RNA at the active site of the enzyme may affect nucleotide 
recognition and modify the transition mutation pattern in the presence of ribavirin.       

superimposed in grey sticks. Comparison of the three-dimensional structure of wild type and mutant 
polymerases suggests that the amino acid substitutions alter the position of the template RNA in the 
entry channel of the enzyme thereby affecting nucleotide recognition. Residues of the loop  b 2- a 2, 
containing S44, the amino acids contacting with this loop and, those contacting with the template 
RNA are also shown as grey sticks. ( b ) Close-up of the interactions involving the amino acids, 
containing the template nucleotides A3 and A4 that are changed its conformation in the mutated 
structure ( c ) Interactions involving the template nucleotides A3 and A4 in the wild type structure       
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  Fig. 17.5    Structure and interactions in the template channel of the mutated polymerase 3D (P44S, 
P169S, M296I) in complex with a template-primer RNA. ( a ) The polymerase is shown with its 
molecular surface in gray and the template strand of the RNA depicted in black sticks. The position 
of the bases A3 and A4 of the RNA template, determined in the wild type 3D-RNA structure, are 
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  Abstract   An impressive number of crystal structures of ribosomes, the universal 
cellular machines that translate the genetic code into proteins, emerged during the 
last decade. The determination of ribosome high resolution structure, which was 
widely considered formidable, led to novel insights into the ribosomal function, 
namely, fi delity, catalytic mechanism, and polymerize activities. They also led to 
suggestions concerning its origin and shed light on the action, selectivity and syner-
gism of ribosomal antibiotics; illuminated mechanisms acquiring bacterial resis-
tance and provided structural information for drug improvement and design. These 
studies required the pioneering and implementation of advanced technologies, 
which directly infl uenced the remarkable increase of the number of structures 
deposited in the Protein Data Bank. 

         18.1   Introduction 

 The translation    process requires a complex apparatus composed of many components, 
among which the ribosome is the key player, as it is actively involved in the transla-
tion process. Ribosomes are universal ribozymes performing two main tasks: 
decoding the genetic information and polymerizing amino acids, while providing 
the framework for the proper positioning of all other participants, including mRNA, 
its substrates (tRNAs) and initiation, elongation, release and recycling factors that 
ensure that protein synthesis occurs progressively and with high specifi city. They 
operate is each living cell continuously since the constant programmed cell death, 
which implies constant proteins degradation, requires simultaneous production of 
proteins. Hundreds of thousands of ribosomes are present in typical mammalian 
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cells. Fast replicating cells, e.g. liver cells, may contain a few millions ribosomes. 
Even bacterial cells may contain to 100,000 ribosomes during their log period. 
mRNA chains, produced by the transcription of the segments of the DNA that 
should be translated, carry the genetic information to the ribosomes, and tRNA 
molecules bring the cognate amino acids to the ribosome (Fig.  18.1 ). The tRNA 
molecules from all living cells are built of double helical L-shape molecules 
containing an anticodon loop that matches its three-nucleotide codes on the mRNA 
on one of their edges, ~70 Ǻ away, their 3 ¢ ends are single strands with the universal 
sequence CCA to which the cognate amino acid is bound by an ester bond. For 
increasing effi ciency, a large number of ribosomes act simultaneously as polymerases 
synthesizing proteins by one-at-a-time addition of amino acids to a growing 
peptide chain, while translocating along the mRNA template, producing proteins 
on a continuous basis in an incredible speed (5–15 new peptide bonds per second, 
in eukaryotes and prokaryotes, respectively).  

 The ribosomes are giant assemblies composed of many different proteins 
(r-proteins) and long ribosomal RNA (rRNA) chains. The ratio of rRNA to 
r-proteins (~2:1) is maintained throughout evolution, except in mitochondrial 
ribosome (mitoribosome) in which almost half of the bacterial rRNA is replaced 
by r-proteins. In all organisms ribosomes are built of two subunits, which associate 
to form functionally active ribosomes. In prokaryotes, the small subunit, denoted as 
30S, contains an RNA chain (16S) of ~1,500 nucleotides and ~20 different proteins. 
The large subunit (50S in prokaryotes) has two RNA chains (23S and 5S RNA) of 
about 3,000 nucleotides in total, and different <31 proteins. The available three 
dimensional structures of the bacterial ribosome and their subunits show that in 
each of the two subunits the ribosomal proteins are entangled within the complex 

  Fig. 18.1    Schematic view of the translation process       
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rRNA conformation, thus maintaining a striking dynamic architecture that is inge-
niously designed for their functions: precise decoding; substrate mediated peptide-
bond formation and effi cient polymerase activity. The structural bases for ribosomal 
functions, as obtained by high resolution crystallographic studies are summarized in 
several recommended recent reviews  [  34,   46,   58,   73  ] . Further insights obtained 
from the combination of the crystallographic results with those emerging from 
single-molecule techniques (cryogenic electron microscopic and fl uorescence 
resonance energy transfer) are outlined in  [  23  ] . Selected topics of ribosome function 
are discussed below. As so far high resolution structures are available only for 
prokaryotic ribosomes, the discussion is confi ned to these ribosomes and to insights 
evolved from their structures.  

    18.2   Snapshots Along the Birth of the Nascent Chains 

 While the elongation of the nascent chain proceeds, the two subunits perform 
cooperatively. The tRNA molecules are the non-ribosomal entities combine the 
two subunits, as each of their three binding sites, A-(aminoacyl), P-(peptidyl), and 
(exit), (Fig.  18.2 ) resides on both subunits. Their anticodon loops interact with the 
mRNA on the small subunit, and their acceptor stems with the aminoacylated or 
peptidylated 3’ends are located on the large subunit.  

  Fig. 18.2    ( Left ) The two 
subunits. The approximate 
positions of the mRNA and 
three tRNA sites are marked. 
( Right ) A slice through the 
center of the translating 
ribosome showing the P-site 
tRNA ( blue ), the nascent 
chain path and direction are 
shown as a  red arrow , and the 
fi rst chaperone encountering 
the emerging nascent chain 
( TF  trigger factor) is 
represented by a  half circle        
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 The small subunit provides the path along which the mRNA progresses, the 
decoding center and the mechanism controlling translation fi delity  [  46 ,  51  ] . 
Translation initiation is the rate-limiting step of the entire process. It starts by the 
correct selection and placement of the mRNA reading frame, with the help of the 
initiation factors, and then proceeds through a tightly regulated steps. Within the 
initiation complex the initiation codon is decoded in the P-site of the ribosomal 
subunit, and involves GTP-binding  [  57  ] . 

 The large subunit contains the site for the main ribosomal catalytic function, 
namely polymerization of the amino acids and provides the dynamic protein exit 
tunnel  [  13  ] . The structure of its larger subunit revealed that the ribosome is a 
ribozyme with RNA at the core of its enzymatic activity. Simultaneously with the 
advancement of the mRNA along the path in the small subunit, peptide bonds are 
being formed in the large subunit. This inherently dynamic process requires small 
and large-scale motions of the ribosomal substrates (e.g., the intersubunit rotational 
movements during tRNA-mRNA translocation), coupled to conformational rear-
rangements of its components, facilitating the translocation of the tRNA 3 ¢ end from 
A- to P-site, the detachment of the P-site tRNA from the growing polypeptide chain, 
the passage of the deacylated tRNA molecule to the E-site and its subsequent release. 
The nascent proteins progress along a dynamic tunnel and emerge from the large 
subunit (Fig.  18.2 ) into a shelter formed by ribosome-bound trigger-factor, acting as 
a chaperone preventing aggregation and misfolding  [  8,   53  ] . 

 The current consensus view is consistent with ribosomal positional catalysis 
assisted by its P-site tRNA substrate (e.g.  [  9 ,  11  ]    ) and not by acid/base mecha-
nism [ 43 ]. All known structures indicate that the ribosomes provide the suitable 
stereochemistry for peptide bond formation, the guided path for the A- to P- site 
translocation and the appropriate geometrical means for substrate mediated 
catalysis. In all of the so far determined structures the ribosomal catalytic site, 
called the peptidyl transferase center (PTC), is situated within a highly con-
served symmetrical region (Fig.  18.3 ) that connects all ribosomal functional 
centers involved in amino-acid polymerization, namely the tRNA entrance/exit 
dynamic stalks, the PTC, the nascent protein exit tunnel, and the bridge connect-
ing the PTC cavity with the vicinity of the decoding center in the small subunit. 
Hence, it can serve as the central feature for signaling between all the functional 
regions involved in protein biosynthesis, that are located remotely from each 
other (up to 200 Ǻ away), but must “talk” to each other during elongation  [  1,   2, 
  9  ] . As the symmetry relates the backbone fold and nucleotides orientations, but 
not nucleotide sequence, it emphasizes the superiority of functional requirement 
over sequence conservation.  

 The linkage between the elaborate architecture of the symmetrical region and 
the position of the A-site tRNA, as observed crystallographically  [  9  ]  indicates that 
the translocation of the tRNA 3 ¢ end is performed by a combination of two indepen-
dent, albeit synchronized motions: a sideways shift, performed as a part of the 
overall mRNA/tRNA translocation, and a rotatory motion of the A-tRNA 3’end 
along a path confi ned and navigated by the PTC walls, of which all nucleotides 
have been classifi ed as essential by a comprehensive genetic selection analysis 
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 [  49  ] . This motion enables the formation of all interactions that are prerequisite for 
substrate positioning  [  33,   56,   63  ] , for mediating acceleration  [  64  ] , and for the for-
mation of the transition state (TS) of this reaction  [  24  ] . This stunning architecture 
allows for the PTC remarkable ability to rearrange itself upon substrate binding, 
explaining the pace difference between the formation of single peptide bond by 
minimal substrates and possessive amino acid polymerization and verifying the 
fi nding that the peptidyl transfer reaction is modulated by conformational changes 
at the active site  [  9,   11,   12,   54,   67  ] .  

    18.3   The Proto Ribosome Concept 

 The high level of conservation suggests that the modern ribosome evolved from a 
simpler entity that can be described as a pro-ribosome, by gene fusion or gene 
duplication. In particular, the preservation of the three-dimensional structure of the 
two halves of the ribosomal frame regardless of the sequence demonstrates the rig-
orous requirements of accurate substrate positioning in stereochemistry supporting 
peptide bond formation. This, as well as the universality of the symmetrical region 
led to the assumption that the ancient ribosome contained a pocket confi ned by two 
self folded RNA chains, which associated to form a pocket like dimer (Fig.  18.4 ).  

 As RNA chains can act as gene-like molecules coding for their own reproduc-
tion, it is conceivable that the surviving pockets became the templates for the ancient 
ribosomes. In later stage these primitive RNA genes underwent initial optimization 

  Fig. 18.3    The symmetrical 
region within the large 
ribosomal subunit (colored 
in  blue  and  green ). 
Its extensions are shown 
in  gold . The A-site tRNA 
is shown in  metal blue  and 
the P-site tRNA in  light green        
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to produce a more defi ned, relatively stable pocket, and when a clear distinction was 
made between the amino acid and the growing peptidyl sites, each of the two halves 
was further optimized for its task so that their sequences evolved differently. In 
parallel, the substrates of the ancient ribosomes, which were initially activated 
amino acids (presumably by binding to single or oligo nucleotides), evolved to 
allow accurate binding. Later, for increasing specifi city, these short RNA segments 
were extended to larger structures by their fusion with RNA stable features, to form 
the ancient tRNA. Later, RNA chains capable of storing, selecting and transferring 
instructions for producing useful proteins became available. Subsequently, the 
decoding process was combined with peptide bond formation. Then single mole-
cules evolved, capable of not only carrying the amino acids while bound to them, 
but also translating the genomic instructions, by adding a feature similar to the mod-
ern anticodon arm to the ancient tRNA structure  [  10 ,  21  ] . Importantly, the notion 
that the ribosome evolved around an ancient core is also supported by computa-
tional and biochemical studies  [  15,   31  ] . 

 In short: analysis of substrate binding modes to unbound ribosomal subunits 
and to functionally active ribosomes illuminated the signifi cance of the PTC 
mobility and supported the hypothesis that the ancient ribosome could have 

  Fig. 18.4    Shows how the proto ribosome could have evolved. The symmetrical region is high-
lighted within the contemporary ribosome. A view showing its pocket-like nature is shown on 
 bottom right        
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evolved from an RNA molecular machine that was functionally active in the RNA 
world era, which produced single peptides bonds and non-coded chains. Genetic 
control of the reaction seems to evolve after polypeptides capable of enzymatic 
function were created, and a stable RNA primitive carrier fold was converted into 
tRNA molecules.  

    18.4   Structures for Improving Antibiotics 

 The intensive research on ribosomes has practical aspects; one of them has clini-
cal relevance since many antibiotics target the ribosome. The increasing incidence 
of antibiotic resistance and toxicity creates serious problems in modern medicine; 
combating resistance to antibiotics has been a major concern in recent years. 
Useful antibiotics that target ribosomes inhibit cell growth by selectively paralyzing 
the ribosome’s activity in pathogens (always eubacteria) and not the eukaryotes. 
They act by diverse mechanism, all based on a common strategy: coinciding with 
functionally critical centers of the ribosome Examples are causing miscoding, 
minimizing essential mobility, interfering with substrate binding at the decoding 
center and at the PTC, or blocking the protein exit tunnel (Suggested reviews and 
recent work are:  [  3–  5,   16–  20,   32,   37–  39,   45,   53,   55,   59,   61,   68,   69  ] ). 

 By its nature, X-ray crystallography should be the choice method for investigating 
ribosome-antibiotics interactions. However, since X-ray crystallography requires 
diffracting crystals, and since so far no ribosomes from pathogenic bacteria could be 
crystallized, currently the crystallographic studies are confi ned to the currently available 
crystals of suitable pathogen models. Currently available are high-resolution structures 
of complexes of antibiotics with ribosomal particles from the eubacteria  E. coli, Thermus 
thermophilus  and  Deinococcus radiodurans , all suitable to serve as a pathogen model. 
Also available are complexes obtained from antibiotics bound to ribosomes from the 
Dead Sea archaeon  Haloarcula marismortui  that resembles eukaryotes in respect to 
antibiotics binding site, hence requiring enormously high antibiotics concentrations 
for obtaining these complexes. Comparisons between the two types of complexes 
proved indispensable for increasing our understanding on antibiotics action (Fig.  18.5 ).  

 A major issue concerning the clinical usefulness of ribosomal antibiotics is their 
selectivity, namely their capabilities in the discrimination between the ribosomes of 
the eubacterial pathogens and those of eukaryotes. Although prokaryotic and 
eukaryotic ribosomes differ in size (~2.4 and 4 Mega Dalton, respectively), their 
functional regions, which are the targets for the antibiotics, are highly conserved. 
Therefore the imperative distinction between eubacterial pathogens and mammals, 
the key for antibiotics usefulness, is achieved generally, albeit not exclusively, by 
subtle structural difference within the antibiotics binding pockets of the prokaryotic 
and eukaryotic ribosomes. In fact, even among the pathogens, there are examples 
for species selectivity that determines the susceptibility and the fi tness cost of the 
ketolides (e.g.  [  44  ] ). Selectivity (and resistance) can also be obtained by exploiting 
induced fi t mechanisms based on network of remote interactions by utilizing 
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nucleotides that are less conserved, as they do not directly involved in the ribosome 
functions  [  19,   20  ] . Another intriguing issue relates to the contributions of two 
ribosomal proteins, namely L4 and L22. These proteins line a small part of the exit 
tunnel at its constriction, and do not interact directly with most of the members of 
the macrolides family, yet their mutations acquire resistance to them  [  14,   22,   42,   72  ] , 
presumably by perturbing the rRNA structure at the tunnel walls  [  26,   35  ] . 

 Current attempts to overcome antibiotics resistance and increase their selectivity 
are being made (e.g.  [  18,   66  ] ).These include developments of synergetic antibiotics, 
such as the recent potent antibiotic drug, synercid  [  29,   69  ]  and reviving “forgotten” 
antibiotics families, such as the lankacidins  [  5  ] . Other strategies are based on 
insertions of additional moieties that should bind to the ribosome and compensate 
for the lost interactions in the resistant strains. In parallel, comprehending the 
factors allowing for selectivity should provide powerful tools to understand many 
of the mechanisms exploited for acquiring resistance. Thus, the lessons learned 
from ribosome crystallography for combating resistance of antibiotics targeting 
the ribosome paved new paths for antibiotics improvement.  

    18.5   Historical Comments 

 Owing to the huge size and the complexity of the ribosome, it was widely assumed 
that ribosomes cannot be crystallized. Twenty years passed from the fi rst indications 
for potential high resolution by examining the initial microcrystals that diffracted to 

  Fig. 18.5    Shows a section 
through the large ribosomal 
subunit at the level of the 
protein exit tunnel, together 
with P-site tRNA. The 
location of the macrolide 
binding pocket is circled       
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relatively high resolution, namely 3.5 Ǻ  [  71  ]  to the fi rst 3D structures. The shift 
from poorly diffracting microcrystals to high-resolution structures was achieved 
gradually, based on the assumptions that the higher the conformational homogene-
ity the better the crystals, and that the preferred conformation is that of functionally 
active ribosomes. Assuming that the ribosomes of bacteria that grow under robust 
conditions are less sensitive to external conditions, we focused on such sources, 
and, indeed, the fi rst three dimensional microcrystals were obtained (Fig.  18.6 ) 
from the large ribosomal subunits from  Bacillus stearothermophilus   [  71  ] , a source 
considered to be an extremophile at the beginning of the eighties. Extensive systematic 
explorations for suitable bacterial sources indicated that the key for obtaining 
crystals suitable for crystallographic studies is to use ribosomes from relatively 
robust bacteria, such as  H. marismortui, T. thermophilus  and  D .  radiodurans   [  25  ] . 
A parallel strategy is to crystallize complexes of ribosomes with substrates, inhibi-
tors and/or factors that can trap them at preferred orientations. Among such com-
plexes are the initial crystals of the whole ribosome from  T. thermophilus  with 
mRNA and tRNA molecules  [  27  ] . Efforts aimed at crystals improvement included 
a thorough examination of the infl uence of the relative concentrations of mono- and 
di-valent ions  [  62  ]  and constant refi nements of bacterial growth pathways  [  6  ] . 
Remarkably, fl exible functional regions could be traced in maps obtained from 
crystals grown under conditions mimicking their physiological environment  [  28  ] , 
whereas in crystals obtained under far from physiological environment these regions 
are highly disordered  [  7  ] .  

 While developing crystallographic procedures, we obtained a starting model by 
electron microscopy, using three-dimensional image reconstruction from two dimen-
sional sheets (Fig.  18.7 ). These studies revealed that nascent proteins progress zcated 
protection of nascent chains by the ribosome  [  36,   48  ] . However, the common notion 

  Fig. 18.6    Shows the progress in crystallization. On the  left , the microcrystals are shown in an 
insert ( top left ), and a positively stains section of these micro crystals as seen by EM       
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  Fig. 18.7    A section through the large subunit ( top left ) and the protein exit tunnel, in which poly-
alanine is docked.  C  denotes a crevices where initial folding can take place and  M  is the location 
of the macrolides binding pocket. The initial three dimensional reconstructions (from 2D sheets) 
are shown in the  bottom-left  inset       

that nascent proteins progress on the ribosome surface until its maturation, raised 
doubts in the existence of the tunnel  [  41,   47  ] , even after its visualization.  

 Alongside the improvement of the quality of the micro- or poorly diffracting crys-
tals, our studies required the development of innovative methodologies. Among these 
is the pioneering of bio-crystallography at cryogenic temperatures, which was intro-
duced because of the extreme radiation sensitivity of the ribosomal crystals  [  30  ]  and 
became almost instantaneously the routine method all over the world, thus enabling 
structure determination from crystals considered not useful previously. Also, we 
introduced an unconventional use of multi-heavy atom clusters  [  60  ]  (Fig.  18.8 ).  

 One of them, the heteropolytungstate (NH4)6P2W18O62 was found to play a 
dual role in the determination of the structure of structure of the small ribosomal 
subunit from  T. thermophilus . Thus, in addition to signifi cant phasing power and 
anomalous signal, post crystallization treatment with minute amount of one of this 
cluster increased dramatically the resolution of the X-ray diffraction from the initial 
low resolution (7–9 Ǻ) to ~3Ǻ  [  25,   50  ]  presumably by minimizing the internal 

 



20518 Ribosomes: Ribozymes that Survived Evolution Pressures...

 fl exibility involved naturally in mRNA binding to the ribosome and its progression 
through the ribosome.  

    18.6   Conclusions 

 By providing molecular snapshots of various intermediates in ribosome-mediated 
translation in atomic detail, the high resolution structures have revolutionized our 
understanding of the mechanism of protein synthesis. Despite this impressive 
progress, countless new questions arose. Many of which concern structural dynamics 
and intricate localized rearrangements, with answers that may emerge by combina-
tion of approaches like X-ray crystallography, cryo EM, FRET and biochemistry. 
An striking advance in this direction is the recent ability to follow translation by 
single ribosomes, one codon at a time) using mRNA hairpins tethered by the ends 
to optical tweezers  [  65  ] .      
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